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ABSTRACT

LATERAL INTERPERSONAL INFLUENCE TACTICS USED IN
ORGANIZATIONS

Kdyliioglu, Burak
MBA, Department of Management
Supervisor: Demet Varogiu, Ph.D.

December 1997, 129 pages

This thesis study analyses the interpersonai influence tactics
used in lateral influence attempts in organizations. In this research
study, a comprehensive research tool including various number of
tactics was formed and applied to 327 respondents in 10 different
organizations. Then the data were analyzed by factor analysis and
eight dimensions of interpersonal influence in lateral influence attempts
were found: Coalition tactics, rational persuasion, ingratiating tactics,
assertiveness, upward appeals, thought manipulation, negative actions,
exchange tactics. The frequency with which each influence dimension
was used in lateral influence attempts was analyzed in this thesis
study. Coalition tactics, rational persuasion and ingratiating tactics were

found to be the most frequently used tactics, where as exchange
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tactics and negative actions were found to be the least frequently
used tactics in lateral direction of influence processes. Comparison of
the results of the present study with the findings of early research
studies stated that six factors are the basic elements of interpersonal
influence attempts in organizations, regardless of the status of the
target person. These six factors are coalition tactics, rationa
persuasion, ingratiating tactics, upward appeais, thought manipulation
and exchange tactics. In addition to the six basic factors, Thought
manipulation and negative actions were evaluated to be unique tactics
that are used in lateral interpersonal influence attempts. Another
important finding of the present study is that cross-cultural differences
do not have an important effect on the interpersonal influence

processes in organizations.

Keywords: Lateral, interpersonal influence attempts, factor
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ORGANIZASYONLARDAKI AYNI DUZEYDEKIi KISILER
ARASINDA KULLANILAN ETKILEME TAKTIKLERI

Kéyliioglu, Burak
Yitksek Lisans, Isletme Bolimii
Tez Ydneticisi: Dr. Demet Varoglu

Arahk 1997,129 sayfa

Bu tez caligsmasi, organizasyonlar igindeki ayni dizeydeki g¢aligan
kigilerin birbirlerini etkilemede kullandiklar: taktikleri incelemektedir. Bu
calismada, cesitli etkileme taktiklerinden olugsan bir anket olusturularak,
10 dedisik kurulugta 327 kisiye uygulanmigtir. Elde edilen veriler faktor
analiz yontemi ile degerlendirilerek, sekiz farkli etkileme taktidi
belirlenmigtir. Bu taktikler, koalisyon taktikleri, mantiksal ikna taktikleri,
kendini sevdirme taktikleri, israrcihik, yukar yénetime basvurma, aldatmaca
taktikleri, olumsuz davraniglar ve degig-tokus taktikleri geklinde ortaya
ctkmigtir. Buna ek olarak her boyutun kullanm sikhd bu c¢aligsmada
incelenmigtir. Yapitan analiz sonucu koalisyon taktikleri, mantiksal ikna

taktikleri ve kendini sevdirme taktikleri ayni dlzeyde birbirini



etkilemede en sik kullanlan taktikler olarak bulunmustur. Degis-tokus
taktikleri ve olumsuz davraniglar ise en az siklikta kullanilan
taktiklerdir. Aragtirma sonuglarinin diger arastirmalarin  bulgulan ile
kargilagtinnimasi sonucu alt adet etkileme taktiginin temel olarak
ustleri, astlan ve ayri: dlzeydeki kigileri etkilemede kullanildigi
saptanmigtir. Bu alti temel taktik, koalisyon taktikleri, mantiksal ikna
taktikleri, kendini sevdirme taktikleri, 1srarcilik, yukar yénetime bagvurma ve
degis-tokus taktikleri olarak bulunmusgtur. Alti temel taktidin yanisira
bulunan aldatmaca taktikleri ve olumsuz davranigiar ise aym dizeydeki
kisileri etkileme sOrecine oOzgl taktikler olarak ortaya c¢ikmigtir. Bu
aragtirmanin  sonuglari, farkli koltirel ortamlarda yapilmis olan
caligmalarin  sonuclart ile kiyaslanarak, kaltirel farlilagmanin  kigiler

arasi etkileme surecine 6nemli bir etkisi olmadidi sonucuna variimistir.

Anahtar Kelimeler: Ayni dlzey, kisiler arasi, etkileme taktikleri
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CHAPTER |

INTRODUCTION

1.1. Problem Statement

Organizations are not collections of isolated individuals, making
decisions and taking action in splendid sofitude. In fact, they are
social settings in which people interact with their subordinates, co-
workers, and bosses. Most often, each member of the organization
needs the assistance or compliance of the other members to reach
histher own set of personal or organizational goals (Pfeffer, 1981). As
a result of interaction among the organizational units, power and
influence can be said to be ubiquitous phenomena in organizations. It
is commonly recognized, however, that the study of power and
influence is a relatively neglected area of organizational research.
The literature on power which began with French and Raven (1959)
was quite new although many improvements was achieved by a
number of research studies like Hickson, 1971: Salancik and Pfeffer,

1974: Hinkin and  Schreisheim, 1989.  Similarly, research  on
1



interpersonal influence based on quantitative research tools appeared
in latest 1970’'s and much contribution was made in 1980’s. However,
many aspects of interpersonal influence like influence processes in
certain influence directions or effectiveness of influence decisions
has not been explored adequately. in addition to that, frameworks
developed fo explain the nature of influence patterns in landmark
studies like Kipnis et al., (1980) and Yukl and Falbe, (1990) has not
been replicated in certain directions of interpersonal influence
especially in lateral influence processes tactics which are applied by
the employee on his/her coworker who is at the same organizational
level with him/her. Research has indicated that analysis of each
influence direction (upward, laterat and downward) required specifically
designed research studies (Schreisheim and Hinkin, 1290). As far as
the previous research studies were concerned, the research on lateral
influence processes was quite inadequate to understand the nature of
the influence attempts in this particular influence direction. In addition
to that, early models that clarified the dimensions of interpersonai
influence were based on combined analysis of the three influence
directions (upward, lateral and downward) were proved to be unstable
(Ford and McCallum, 1986, Schreisheim and Hinkin, 1990). This fact
justifies the need for conducting separate analysis of interpersonal
influence processes in a certain influence direction. The nonexistence
of an research study on lateral direction based on robust tools of

analysis and sampling necessitates that a particular study should be



conducted to reveal the characteristics of the interpersonal influence

processes in lateral direction.

1.2. Objectives and Limits of the Present Research

Beginning with Kipnis et al., (1980} study, the research studies
having based on inductive methodologies and quantitative analysis
methods ciosed an important gap how people in organizations, convert
their power bases to process, i.e. interpersonal influence methods to
reach their goals. However, literature on interpersonal  influence
methods is quite unfledged. Although a generai typology of
interpersonal  influence tactics has been developed in Kipnis et al,
(1980) and Yukl and Falbe, {(1990), creation of an unique scale for
each influence direction is necessary (e.g. Mowday, 1978; Falbo and
Peplau, 1980; Schmidt and Kipnis, 1984; Kipnis and Schmidt, 1988;
Schreisheim and Hinkin, 1990). It is believed that there is a potential
room of improvement for lateral influence since no considerable
research except Kipnis et al., (1980), Yukl and Falbe, (1990) and Yukl
and Tracey, (1992) on that direction has been conducted. However
these research studies has considerable shortcomings and no specific
scale of interpersonal influence attempts in lateral direction has been

deveioped. Given the limitations of the earlier research studies on



interpersonal influence, existing research tools, sampling methods and
analysis techniques are to be redesigned.

The first objective of this thesis study is to create a specific
research tool designed for analyzing the lateral influence attempts in
organizations. In order to have a robust research tool, the research
tools of the previous research studies will be analyzed.

The second objective of the research is to categorize the
influence tactics used in lateral influence and create specific
subscales for lateral influence attempts. To categorize the influence
methods, quantitative methods of analysis, such as factor analysis will
be used. The categories found, will be compared to the findings of
the previous research studies.

After the categorization of the influence methods used in lateral
direction, the next objective is to find out the how frequent each
influence category is being used by the influence agent in relative
terms. The findings in the present study will be compared to the

results of the previous research studies.



CHAPTER i

POWER AND INFLUENCE WITHIN ORGANIZATIONS

2.1. Social Power within Organizations

Traditionally, management theorists and organizational
sociologists have been interested in how organizations control the
use of power and influence by their members. The traditional research
has generally focused on the hierarchical authority system and
bureaucratic rationality stressing on the formal side of the
organization, athough the adequacy of these concepts as general
frameworks for understanding behavior in organizations has been
seriously questioned by a number of researchers ( Child, 1973,
Salancik and Pfeffer, 1974: Pfeffer, 1977). Since the ability to influence
decisions is not entirely dependent upon formal position in the
organizations, power and influence have been highlighted as critical
variables of study in understanding behavior in organizations. While

authority refers to legitimate power based on formal position, power



and influence are broader concepts referring to the generalized
ability to change the actions of others in some intended fashion.

Although there are various definitions of power, most authors
define power as a potential ability to influence behavior, to change
the course of events, and to get people to do things that they would
not otherwise do (Pfeffer, 1981).

The acquisition and maintenance of power is one of the most
socially motivating processes that occurs in organizations (McClelland
and Burnham, 1976). That motivation has been the central concern of
the researchers, who has examined the question of why some
individuals or groups are more successful than others in achieving
their goals in decision making situations ( Pfeffer, Salancik and
Leblebici, 1976; Kipnis, 1976). In trying to account for differentia
effectiveness in the ability to influence decisions, researchers have
examined the bases and distribution of power in organizations (French
and Raven, 1959; Hickson, 1971; Salancik and Pfeffer, 1974; Hinkin and
Schreisheim, 1989). The assumption implicit in this approach is that in
this approach is that individuals or groups with relatively high power
are more likely to be in a position to impose their preferences on
others in decision making situations. Research evidence has generally
supported their assumption (Salancik and Pfeffer, 1974).

The first power framework was developed by French and
Raven (1959). Their framework included five power bases named as
reward power, coercive power, legitimate power, expert power, referent

power (Appendix A). Also discussed as a power base was the
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informational influence but was not considered as a primary power
base. Their typology is presented in most major the textbooks in the
field and according to Mintzberg (1983), it is also the framework most
frequently used in power research followed by many research studies
(Bachman, 1968; Hickson, 1971; Salancik and Pfeffer, 1974; Pfeffer,
1977; Yukl, 1981; Podsakoff and Schreisheim, 1985; Hinkin and
Schreisheim, 1989).

But one problem with French and Raven’s (1959) ciassifications
is that they are not independent from each other, though each varies
in the number of influence dimensions that are described (Raven,
1974: Yukl, 1981; Podsakoff and Schreisheim, 1985; Hinkin and
Schreisheim, 1989). The critics were mostly based on the psychometric
inadequacies of the measures that have been used in French and
Raven (1959). Their research methodology is limited almost exclusively
to field studies that have primarily used single item ranking scales
(as opposed to rating or Likert-type measures). In this procedure
respondents were asked to rank order the reasons why they comply
with the requests of the power user. The interesting aspect of using
ranking scales is that it produces measures that are not independent
of each other (Podsakoff and Schreisheim, 1985). Any single base of
power can only be given prominence at the expense of the other
bases. As a result, the ranking procedure tends to produce negative
empirical relations among the power bases, and this precludes
interpreting results straightforwardly. This setback is overhauled by

Podsakoff and Schreisheim, 1985; Hinkin and Schreisheim, 1989; Yuki
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and Falbe, 1991 and new power bases are introduced as
persuasiveness and charisma in Yukl and Falbe (1991).

A further problem with French and Raven's (1959) typology is
that when influence tactics are actually studied, it is found that
people do not exercise influence in ways predicted by rational
classification schemes. This point was first explicity made in a study
by Goodchild, Quadrado, and Raven (1975) in which college students
wrote brief essays on the topic “ How | got my way.” It was found
that many of the influence tactics described by these students could
not be classified into preexisting five fold power framework. Several
tactics thought to be basic such as the use of expert power, were
not even mentioned by the students. Aithough power frameworks
constitute a good starting point for research on influence processes,
the obvious conceptual distinction between the power bases and the
interpersonal influence methods clearly stated that power literature is

inadequate to expiain the nature of interpersonal influence processes.

2.2. Social Conflict Processes within Organizations

Social conflict in organizations is certainly an important
ingredient of interpersonal influence processes (Falbo, 1977, Falbo and
Peplau, 1980). In the context of organizational behavior, conflict refers

primarily to instances in which units or individuals within an
8



organization work against rather than with another (Rahim,1983). More
formally, according to one widely accepted definition, conflict is an
process in which one party perceives that another party has taken a
particular action that will exert negative effects on its major interests,
or about to take such action (Cheng, 1983). According to classical
theory of social conflict developed by the research studies in early
1970's, the key elements in social conflict include: Opposing interests
between individuals or groups, recognition of such opposition, the belief
by each side that the other will thwart (or has already thwarted)
these interests, actions that actually produce thwarting (Chertkoff and
Conley, 1967; Chertkoff and Baird, 1971; Kuhiman and Marshello,1975).
However, the classical theory on social conflict ignored that social
conflict is in fact a process-a complex series of events that both
reflect external conditions and in turn, affect them (Tjosvold, 1985; Van
de Viiert and Kabanoff, 1990; Thomas, 1992). More specifically, social
confiict between individuals or groups stem from preceding events
and conditions, and produce results and outcomes. In other words,
conflict is part of a continuing, ongoing relationship between two or
more parties, not an isolated event that can be considered in and of
itself. This process has several steps.

The first step is awareness of the conflict. Social conflicts
occur when the parties involved, recognize the existence of opposing
interests. That is why social conflict fails to emerge when outside

observers notice deep divisions between potential opponents. The



parties themselves do not notice (or care to notice) these conditions,
and if they do not, conflict remains only a possibility.

The second step, once aware of the conflict, both parties
experience emotional reactions to it and think about it in various
ways. These emotions and thoughts are crucial to the course of the
developing conflict. If the emotional of one or both sides include
anger and resentment from past wrongs or from contemplated future
ones, the conflict is likely to be intense (Tjosvold, 1985).1f such
reactions are absent, conflict may arise with lower intensity. But more
important, the parties’ reasoning conceming the conflict can have
profound effects on its form and ultimate resolution.

In the third step, on the basis of such thoughts and emotions,
individuals formulate specific intentions-plans to adopt various
strategies during the conflict.

The last stage of the conflict is the implementation of the
plans devised in the third stage. The implementation of the plans and
strategies then elicit some response from the opposite side, and the
process recycles.

The early research studies focusing on creation and
implementation of strategies for resolving the conflict provided a basis
for research on interpersonal influence. In fact, the tactics used in
conflict management and resolution constitute a subset of
interpersonal influence tactics (Falbo and Peplau, 1977; Erez, Rim and
Keider, 1986; Yukl and Falbe, 1990). The one of the most poputar

conflict resolution schemes, developed by Blake, Shepard and Mouton
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(1964); then revised and restructured by Rahim, (1983) and Rahim,
(1985) included five conflict resolution styles as: Integrating, obliging,
dominating, avoiding and compromising.

As far as, integrating (problem solving, suggestion) was
concerned, interested parties confront the issue and cooperatively
identify the problem, generate and weight alternative solutions and
select a solution. integrating is appropriate for complex issues plagued
by misunderstanding.

The second method, obliging (smoothing) involves playing down
differences while emphasizing commonalties. The obliging party may
neglect its own concern in order to satisfy the concern of the other
party (Rahim, 1985}.

The third method, dominating (forcing, competing, pressure)
includes tactics as described “win-lose” tactics in game theory. The
party that wields dominating style for conflict resolution demonstrates
high concern for its own needs and goals, and less for the goals of
the opposing party. This style is often called as forcing because it
may depend on the power of formal authority or coercive behavior.

The fourth style, avoiding may involve either passive withdrawal
from the problem or active suppression of the issue. Avoidance is
said to be appropriate for frivial issues or when the costs of
confrontation outweigh the benefits of resolving the conflict.

The fifth style, compromising is a give-and-take approach. Each
party is required to give up something of value. Compromise is

appropriate when parties possess equal bases of power.
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The five resolution styles model first developed by Blake,
Shepard and Mouton, (1964) gave inspiration to the early researchers
of interpersonal influence. There is a strong interdependence between
the conflict resolution tactics and interpersonal influence tactics.
Dominating style of conflict resolution, for example, is quite similar to
Assertivenness and Sanctions in  Kipnis et al, (1980) and
Compromising is equivalent to Exchange Tactics in Kipnis et al.
(1980) study. Also Integrating style of conflict resolution is relevant to
Rational Persuasion in Kipnis et al. (1980) study.

Although conflict resolution literature provided a basis for
exploring the interpersonal influence processes in organizations, it
proved to be inadequate to cover the whole interpersonal influence
tactics. The main reason for that, interpersonal influence tactics are
also used when there is no conflict between the parties. For example,
the tactics used by an manager to motivate his/her subordinate is
irrelevant to the tactics used for conflict resolution. In fact,
interpersonal influence methods constitute a broader concept when

compared to confiict resolution methods (Rahim, 1983)

2.3. interpersonal Influence Processes in Organizations

As stated before, conflict resolution literature, provided a

starting point for exploring the nature of interpersonal influence
12



processes. However, the methods presented in conflict management
literature are inadequate to represent the whole interpersonal
influence process. Therefore, further research was essential to expiore
the nature of interpersonal influence processes.

Research limited to the bases or amount of power of
organizational members, however, may overiook several issues that are
important to a complete understanding of the role of power in
organizations. Research demonstrating that individuals or groups high
in power generally receive a greater proportion of organizational
resources provides little information about the process through which
a given power base is translated into decision outcomes. The
exercise of influence involves strategic decisions about who is to be
influenced and when and how influence is to be exercised (Mowday,
1978). The effectiveness with which these decisions are made is likely
to be an important determinant of whether the exercise of influence
is successful. Also, powerful individuals may or may not choose to
exercise their influence in  decision-making situations. As a
consequence, inferences about influence over decision outcomes
based on assessments of the power possessed by the decision
participants may give a distorted view of the decision-making process.

Although there are many definitions of interpersonal infiuence
process, most authors has defined it as the set of actions applied on
a person or group of people to change the behavior of the target
person or group (Yukl, 1989). in other words, interpersonal influence

attempts are the process of transformation of a power base or
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power bases into set of actions. The person or group who wields
interpersona! influence tactics is calied as influence agent and the
person or group against whom the interpersonal influence tactics are
used are called as influence target The direction of influence is
defined regarding the organizational status of the agent and the
target. Upward influence is said to be present when the agent uses a
particular influence tactic or a set of influence tactics on his/her
superior. Similarly, if the agent is trying to influence his/her
subordinate, downward influence takes place. Finally, if the agent
attempts to influence his/her co-worker who is at the same
organizational level with the agent, lateral influence occurs.

The focus on interpersonal influence methods has begun in the
second haif of 1970’s. The early research on interpersonal influence
processes stated judgmental models that classified the influence
tactics. One important model was formed by Robbins (1974). In his
model, there were six categories of influence tactics: manipulation,
coercion (pressure), emotional tactics, integrating (suggestion),
compromise (exchange), and persuasion.

Another interesting model developed by Allen, Madison, Porter,
Renwick and Mayes, (1975) was a more comprehensive model in the
initial research studies on interpersonal influence processes. The

mode! is presented on the next page:
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Table 1: Eight Tactics Model of Allen, Madison, Porter, Renwick and

Mayes.

Attacking (Pressure) | Applying .
Using  information as |nvolves  the pusposeful  withholdng or distortion  of
influence tool information '

coercion/pressure oft people

Impression Dressing or grooming for success. Adhering to organizational
7norms and drawing attention to one’s sUCCesses. Taking cred:t for
others’ accomplishments.

Praising (Ingratiation)  |Making people foel good (“apple polishing”).

Building commitment | Getting others’ commitment to a decision through participation.

Coalitjons Teaming up with powerful people.

- Association Buildng up a suppost network both mside and outside the
: organization.

Reciprocity : Creating social debts (I did you a favor, so you owe me favor”

The early models on interpersonal influence processes were
useful for the prospective researchers to build up research tools and
provide conceptual definitions on how influence strategies could be
defined and named.

However, such models were based on judgmental techniques
and have limitations in terms of validity. Without proper sampling and
quantitative tools of analysis, their value to provide an insight about
interpersonal influence processes is quite limited.

Goodchild, Quadrado, and Raven (1975); Falbo (1977); Mowday
(1978); Falbo and Peplau (1980) were the first studies that explored

the interpersonal influence methods by asking respondents to write
15



essays on how they get their way or by asking open ended
questions. Also important, is that these studies were the first ones
that used quantitative data analysis techniques in exploring
interpersonal influence processes.

Among these early studies of interpersonal influence process,
Falbo (1977) was important. In this research study, 346 infiuence
strategies stated by 141 respondents were classified by eight
experts into 16 schemes of interpersonal influence process regardless
of influence direction (His 16 categories of interpersonal tactics were
assertion, bargaining, compromise, deceit, emotion target, emotion agent,
evasion, expertise, fait accompli, hinting, persistence, persuasion, reason,
simple statement, thought manipulation, threat is explained in Appendix
F). Falbo (1977) was the first study that developed a general
conceptualization of influence processes. Then these 16 influence
categories were reprocessed by multidimensional scaling (MDS) into a
forced two axes MDS space, with two axes underlying the experts’
judgments about the strategies. The two dimensions  are
rational/nonrational and direct/indirect influence methods.

Falbo (1977) was an important contribution to interpersonal
influence processes literature since a broad typology of interpersonal
influence tactics were developed from a broad spectrum of influence
strategies. However, his consecutive study of reprocessing the
categories of 16 influence tactics by the MDS method has
considerable setbacks. The most important setback is that by using

MDS method, the researcher must predefine the number of axes as
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an input before application of the method. Therefore the outcome of
the solution is already biased by the judgment of the researcher. In
Falbo (1977) two dimensions were introduced as an input to the
model in order to ease the interpretation of the solution. This fact
makes the two-dimensional MDS solution questionable. As a resuit,
Falbo (1977) appears to be an useful study to construct a research
tool from the initial categorization of 16 schemes of influence tactics.

Another categorization of interpersonal influence tactics was
created by Mowday (1978) as threats, legitimate authority, persuasive
arguments, rewards and manipulation in upward influence direction.
Although based on judgmental methods of analysis, Mowday (1978)
was the first study that draws attention to the need of constructing
an unique categorization for each influence direction.

A landmark improvement in power and interpersonal influence
research was the study of Kipnis, Schmidt, and Wilkinson (1980). Kipnis
et al. (1980) first inductively derived a taxonomy of interpersonal
influence processes by quantitative methods and then developed
questionnaire measures for future investigations in this domain. They
began their research by asking 165 part-time MBA students to each
write a paragraph describing “ How | get my way” with their bosses
(62 of the students}), coworkers (49 of the students), or subordinates
(54 students). A total of 370 separate influence tactics were identified
and then classified into 14 categories by three judges (Appendix B).
Since many of the 14 categories of influence tactics in the first study

overlapped either conceptuaily or empirically or both, a second study
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was needed. The next stage of Kipnis et al. (1980) study involved
developing 58 survey guestionnaire items from the original 370
tactics (Appendix C). These items were then administered to 754
employed graduate students, who were asked how frequently in the
last six months they had used the tactic described by each item to
influence their boss (225 students), co-workers (285 students), or
subordinates (244 students). Kipnis et al. then conducted four factor
analyses: One for the total sample and one for each infiuence target
subsample (superior, co-worker, subordinate). The separate factor
analyses for each direction of influence were conducted in order to
examine the possibility that dimensions of influence wouid emerge at
each influence direction that did not emerge in the combined factor
analysis. Unfortunately, results of factor analyses of each influence
direction was not mentioned in Kipnis et ai, (1980) study. The
combined factor analysis by mixing the three influence direction
resulted in the identification of eight dimensions of influence
(Assertiveness, Ingratiation, Rationality, Sanctions, Exchange of Benefits,
Upward Appeal, Blocking, and Coalitions) and in the development of
multi-tem scales to measure each dimension (Appendix D).

Later, Kipnis and Schmidt (1982) verified the results of Kipnis
et al. (1980) by developing a commercial version of Kipnis et ai.
(1980) research, named as Profile of Organizational Influence
Strategies (POIS; Kipnis and Schmidt, 1982).

Kipnis et al. (1980) study has initiated a number of various

studies (Ansari and Kapoor, 1987; Erez and Rim, 1982; Erez, Rim, and
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Keider, 1986; Gonot, 1984; Kipnis and Schmidt, 1983; Kipnis, Schmidt,
Swaffin-Schmidt, and Wilkinson, 1984; Reiser, 1982, Rim, and Erez, 1980;
Schmidt, and Kipnis, 1984). These studies were based on the scales
that were originated in Kipnis et al. (1980) study. An interesting point
is that Kipnis, et al. (1980) scales were not only tested by various
researchers but were also conducted on various cultures ( Erez, Rim,
and Keider, 1986 Erez, and Rim, 1982: Rim, and Erez, 1980; in lsrael;
Ansari, and Kapoor in India, others were conducted in the USA).

Kipnis et al. (1980) study has been considered as one of the
most important landmark studies in power and interpersonal influence
research but it has serious limitations which are to be considered in
designing prospective research studies.

In Kipnis et ai. (1980) study, data from several different
perspectives (how one influence his/her boss, co-workers, and
subordinates) were analyzed both separately and in combination, but
only the combined analysis was extensively reported and it apparently
constituted the basis for the subsequent scales developed in Kipnis
et al. (1980) study. Although combining the three subsampies did yield
a good respondent-to-item ratio (13:1), this process generated
interpretation  problems. Research has demonstrated that influence
tactics vary depending on the relationship  between individuals (e.g.
Falbo and Peplau, 1980, Schreisheim and Hinkin, 1990). Combining the
three different references thus makes it difficult to interpret the results
from a theoretical perspective, and this procedure could have

produced distortions in the combined factor analysis (all three
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directions of influence attempts were mixed and factor analyzed). This
possibility is supported by the fact that subanalyses of each referent
demonstrated that the various perspectives did not yield the same
results (Kipnis et al. discuss but do not present the results of these
subanalyses.). As a result, a particuiar factor analysis for each
direction of influence should be conducted in order to create an
unique scale for each of them.

Another potential problem in Kipnis et al. (1980) study and
other previous research studies, excluding Yukl and Falbe (1990) is
that their sample quality was questionable. For handiness,
questionnaires were administered to the samples consisting of
employed people attending to evening MBA classes. Of course, this
kind of sampling could not represent the total working population.

Another limitation of Kipnis et al. study is that although its
results were verified in different cultural settings (Erez, Rim, and
Keider, 1986 Erez, and Rim, 1982; Rim, and Erez, 1980: in Israel; Ansari,
and Kapoor in India), there are several problems in their design of
their research tools. First of them is the way that is used in item
processing phase. ltems were extracted from the examples described
by part-time MBA students. Aithough the items cover a wide range of
tactics, new ones should be inserted and the ones with conceptual
vagueness should be modified (Yukl and Falbe, 1990).

As stated previously, several research studies analyzing the

interpersonal influence processes with respect to organizational



variables based on the very scales of Kipnis et al. (1980), has
emerged.

The first study that tested the scales of Kipnis et al. (1980)
was Rim and Erez (1980). In their study, 125 middie-level managers
responded the questionnaire of Kipnis et al. (1980) study. The data
was factor analyzed and six groups of interpersonal influence tactics
were found in the combined analysis of infiuence directions:
Clandestine  Tactics, Personal Negative  Actions, Administrative
Sanctions, Rational Tactics, Exchange Tactics, Appeal to Others. Most of
the findings in Kipnis et al. (1980) study was replicated in this study.
The emergence of Clandestine Tactics as a dimension  of
interpersonal influence in Rim and Erez (1980) study was interesting.
This dimension appeared in Falbo (1977) as Thought Manipulation
and in initial categorization of interpersonal tactics in Kipnis et al.,
(1980) study as Clandestine Tactics, but did not emerge in combined
factor analysis in Kipnis et al. (1980) study.

Later, Erez and Rim (1982) analyzed the relationships between
personal and contextual characteristics of the employer organization
and the goals and tactics of influence used by the respondents. In
their research study, participants were 125 middle tevel and assistant
managers. The questionnaire developed by Kipnis et al. (1980) for
measuring goals and tactics of influence was used in addition to
background data such as ownership of the organization, size, and
position of the respondents, professional discipline of the respondents.

Results indicate that goals and tactics of influence were significantly
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related to four contextual variables: Ownership, size of the
organization, number of subordinates, and the professional discipline.
Another research study that focused on the relationship
between the goals of the influence agent and the interpersonal
influence processes in upward direction was Schmidt and Kipnis
(1984). That research study, however differentiated the goals of the
agent into individual goals and organizational goals as opposed to
Kipnis et al. (1980) and Erez and Rim (1982). 113 managers were
the participants of the research study. The respondents completed
the questionnaire used in Kipnis et al. (1980). Also, they compieted a
second questionnaire describing the frequency with which they
influenced their superiors for individual and organizational reasons.
They were able to replicate of the scales in Kipnis et al. (1980),
except Blocking. Other principal findings were that staff managers
exercised upward influence to achieve individual goals more than line
managers and influence strategies used by managers varied as a
function of goals sought from superiors. One important aspect of this
study is that one of the influence dimensions in Kipnis et al. (1980)
study (Blocking) was not replicated in a certain influence direction
(Upward influence). This fact supports that different dimensions of
influence exists in different directions of influence. Later, the research
studies, Ansari and Kapoor (1986); Erez, Rim and Keider (1986) and
Kipnis and Schmidt (1988) stressed that unique influence typologies

for each direction of influence exists.



Especially, Ansari and Kapoor (1986) in their analysis of the
relationship between upward influence attempts and two organizational
variables, which are immediate superiors’ leadership styles and the
goals of infiuence attempts, stated that four dimensions of influence
tactics in Kipnis et al. (1980) study {Ingratiation, Blocking, Rational
Persuasion, Upward Appeal) are relevant to upward influence attempts.
However, their selection of 22 items out of 58 items of Kipnis et al.
(1980) questionnaire was not based on a item refinement and/or
reduction process which should be applied on another sample prior
to the main study of analysis (Schreisheim and Hinkin, 1990} . In
addition to that their sample quality is questionable, only 69 male
undergraduate students constitute the sample (respondent to the item
ratio is as low as 3.1).

The aspect of agent vs. target in interpersonal influence was
first stated by Erez, Rim and Keider (1986). In their study, the
application of the influence tactics by agents’ reports and the targets’
perceptions of these tactics are analyzed and compared both from
the agents and the target's points of view. In their study, Kipnis et
al.’s (1980) questionnaire was applied to 206 middle managers. Of the
206 middle managers, 125 respondents responded to the agent
version of the Kipnis et al.’s (1980) questionnaire and the remaining
81 managers were asked to respond the target version. The outcomes
of Erez, Rim and Keider (1986) has important outcomes. The first
important outcome is that the dimensions of interpersonal influence

emerged absolutely the same in the agent and target versions of the
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study. The second important outcome of this study is that a new
dimension of influence emerged called as Manipulation, very simitar to
Thought Manipulation in Falbo (1977), Clandestine Tactics in initial
categorization Kipnis et al. (1980) and Clandestine Tactics in
combined analysis in Rim and Erez (1980). The other influence
dimensions in Kipnis et al. (1980) including Blocking were successfully
replicated.

in upward influence, an important study by Kipnis and Schmidt
(1988) was conducted. In their analysis, they do not regard Blocking
dimension in Kipnis et al. (1980) study as a dimension of upward
influence. That result strengthened the fact that combined factor
structure found in Kipnis et al. (1980) study had to be repiaced by
unique scales of influence for each influence direction.

In 1990's two landmark research studies was made on
interpersonal influence process. Yukl and Falbe (1990) replicated the
Kipnis et al. (1980) study by developing parallel versions of a
questionnaire using both agent and target reports. Their research study
overhauled some of the setbacks in Kipnis et al (1980) study by
using full time employed people from various organizations in addition
to the part time employed students as the sample and introducing
new items which included influence tactics that were not existing in
Kipnis et al. (1980)s questionnaire. A preliminary questionnaire was
devised by the authors and was administered to 293 part time
employed MBA students and managers in several companies. After

that, this preliminary questionnaire was revised and shortened by the
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judges. The authors stressed that item content and scale definitions
were strongly influenced by Kipnis et al. (1980) study. Their final
questionnaire had two versions, agent seif report version and target
version. The agent self report version was applied to 197 respondents
who were asked to describe their own influence attempts with an
upward, lateral or downward target. The target version was
administered to 237 respondents who were asked to describe the
influence behavior of an agent that is designated as a superior, peer
or subordinate. Their study replicated most of the findings in Kipnis et
al. (1980). They reconceptualized six of the seven existing Kipnis et
al. (1980) dimensions, deleted the Blocking dimension and adding two
new dimensions called Inspirational Appeals and Consuitation Tactics
(Appendix E). Also, their comparison of the factor structures of the two
versions of their study based on agent self reports and target
reports, produced the same dimensions of influence. However as in
Kipnis et al. (1980) study, Yukl and Falbe (1990) used combined factor
analysis by mixing three directions of influence leading to conceptual
ambiguity in interpreting the results of factor analysis. Another
setback of their study is that although they used full time employed
managers in their sample, it is questionable to state that part time
employed MBA students and managers represent the total working
population.

Another important study was conducted by Schreisheim, and
Hinkin (1990). In this research, Kipnis et al. study (1980) was critiqued

and their upward influence subscales were examined in four
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consequent studies with a reduced set of items. In their first study,
27 out of 58 items in Kipnis et al. (1980) study were administered to
34 senior business students to conduct content validity assessments.
These 27 items corresponded with the items retained in Kipnis and
Schmidt (1982) which constituted the six subscales of “qu to
influence your manager”. in their second study, these 27 items were
administered to 251 undergraduate students. The factor structure
found in the second study was verified in the third study to which
281 full time employed MBA students participated. Finally, the fourth
study compared the factor solutions of 17, 21,27 items in the
model. In their final study, 181 clerical and secretarial employee
participated. In Schreisheim and Hinkin (1990), the researchers were
able to develop a particular scale for the influence processes that are
used by subordinates against their superiors. Their research was the
first study that has developed an unique scale for a particular
influence direction by quantitative analysis methods. The results of
Schreisheim and Hinkin (1990) was consistent with the ones In
Kipnis et al. (1980), leading to six influence dimensions (Coalitions,
Exchange, Rationality, Assertiveness, Upward appeal and Ingratiation) in
upward influence attempts. Blocking dimension which is reported to
be existent in upward direction in Kipnis et al. (1980) study is not
mentioned in their research.

Schreisheim and Hinkin (1990) brought important improvements
to the interpersonal influence literature. In the first place, this study

was able to build up an unique scale for upward influence process.

26



Given that the shortcomings of a combined factor analysis of the
three influence directions, the unique categorization of influence tactics
with respect to the influence directions led to conceptual clarity.

Another important contribution of Schreisheim and Hinkin (1990)
study was that advanced features of factor analysis techniques were
used to ensure the stability of the results. Tit Schreisheim and Hinkin
(1990), the factor analysis in interpersonal influence research was
conducted arbitrarily. Their use of factor analysis to build up a stable
factor structure proved useful in this thesis study (See Data Analysis:
Factor Analysis section for critical decision variables for conducting
factor analysis).

Although  Schreisheim and Hinkin (1980) have important
contributions to the literature, it has some limitations.

The first problem is that as in the previous research studies,
the sample used was questionable. Full time employed MBA students,
undergraduate students and clerical personnel were used as
respondents. It is hard to state that this sample can represent the
whole employed people.

In addition to this defect, the research tool in Schreisheim and
Hinkin (1990) was completely extracted from the tool in Kipnis et al.
(1980) study so that some of the problematic items in Kipnis et al.
(1980) study which are either irrelevant to active influence methods
or have conceptual ambiguity (See Research Design for details),

were used in this research.
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Hinkin and Schreisheim (1990) study was also as important as
Schreisheim and Hinkin (1990) study since it investigated the
relationships between measures of supervisor influence and power, as
perceived by subordinates. In their study, the authors replicated the
results of Kipnis et al. (1980) in downward influence direction based
on the targets' perceptions. The results of Hinkin and Schreisheim
(1990); Yuki and Falbe (1990) and Erez, Rim and Keider (1986)
emphasized that the agents’ reports and targets' perceptions led to
equivalent dimensions of interpersonal influence in organizations. In
Hinkin and Schreisheim (1990), Ingratiation, Exchange  Tactics,
Assertiveness, Coalitions, Rational  Persuasion, Upward  Appeals-
Sanctions (a combined factor of two original factors in Kipnis et al.,
1980 study.) were found. A detailed analysis of how many factors to
be retained was conducted and a model of six dimensions were
found to be suitable by a seperate analysis.

Based on the eight dimensions found in Yuki and Falbe (1990)
study, Yukl and Falbe (1991) investigated the power sources relevant
o downward and lateral interpersonal influence attempts. Their sample
included 195 subordinate and 220 peers of 49 middle and lower
managers. In their analysis, the authors successfully replicated the
results of their early study, Yukl and Falbe (1990) and introduced
three new power bases in addition to the five existing power bases
of French and Raven (1959) called as Information Power, Charisma

Power and Persuasiveness.
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The consequences of influence tactics with subordinates, peers,
and the superiors were analyzed in Yuki and Tracey (1992). As in
Yukl and Falbe (1990) and Yukl and Falbe (1991), seven of the
eight dimensions of influence were replicated with success with one
important modification. The content of their Pressure Tactics
introduced in Yukl and Falbe (1990) study was narrowed to the
tactics relating to the threats, intimidation and simitar hostile and
unfriendly behavior and a new dimension of interpersonal influence
was introduced named as Legitimating in which authority of the
influence agent, organizational rules and policies are used to justify a
request. With the differentiation of Pressure Tactics and Legitimating
in Yukl and Tracey (1992) as Sanctions and Assertiveness in Kipnis
et al. (1980) respectively, scale developed by Yukt and his colleagues
in early 1890's became more similar to the scale developed by
Kipnis et al. {1980).

Frequency of use of each interpersonal influence dimension
was analyzed with respect to target status (subordinates, peers and
superiors). Rational Persuasion, Ingratiation were found to be the most
frequently used tactics and Pressure Tactics and Exchange Tactics
were found to be the least frequently used tactics in lateral direction
of interpersonal influence.

Later, Falbe and Yuki (1993) investigated the effectiveness of
the influence tactics based on the nine dimensions of interpersonal
influence tactics stated in Yuki and Tracey (1992). The authors made

a further classification of interpersonal influence tactics: Soft Tactics,
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Hard Tactics, Rational Persuasion. According to their definitions, hard
tactics involve use of authority and position power and they tend to
be used in an impersonal and manipulative way. Pressure Tactics,
Legitimating, Coalition Tactics and Exchange Tactics were included in
this category. soff tactics involve use of personal power and power
sharing. The soft tactics include Ingratiation, Consultation, Inspirational
Appeals. Rational Persuasion was considered as an distinctive
category. This categorization was based on judgmental values of
authors therefore it has serious limitations. Based on this
categorization, the authors found that soft factics were more effective
than the hard facfics.

Yukl , Falbe, and Young (1993) also presented classification
schemes for interpersonal influence tactics within organizations. The
early schemes created by Kipnis et al. (1980), Yukl and Faibe (1990),
Yukl and Falbe (1991), Yukl and Tracey (1992), Falbe and Yukl (1993)
were replicated.

Study of Auginis, Nesler, Hosoda, and Tedeshi (1994) was also
important. The researchers applied Schreisheim and Hinkin (1990)'s
model in three different settings: in a manufacturing plant, in a public
relations department and in a landscaping company. Not only, the
researchers replicated the factor structure with LISREL technique, a
newly designed algorithm, but also found similar results regarding the
frequency of use of influence tactics. More interesting is that the
respondents in each setting (manufacturing plant, public relations

department and landscaping company) reported that rationality,
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ingratiation and assertiveness was among the most frequently used
influence tactics. Exchange Tactics were reported as the least
frequently used tactic.

Wilson, Near, and Miller (1996} had an important contribution to
the interpersonal infiuence literature. Wilson et al. (1996), specifically
researched manipulative strategies in social sefttings, using game
theory frameworks based on the Christie and Geis, (1968, 19703,
1970b) Mach tests. As Falbo (1977), Mowday (1978), Falbo and
Peplau (1980), Kipnis et. al (1980), Rim and Erez (1980), Erez, Rim and
Keider (1986), Gresov and Stephens (1993), Wilson et al. (1996) stated
that manipulative behavior, has been an integral part of social
interactions and influence behavior.

in Turkey, no particular research study has been conducted on
interpersonal influence processes in organizations. However, there are
a number of research studies on Turkish cultural identity that can
provide a basis for the present study. In Belge (1990); Kongar (1995)
and Guvenc (1996), most of the influence categories found in Kipnis
et al. (1980), Schreisheim and Hinkin (1990), Yukl and Falbe (1990),
Yukl and Falbe (1991), Yukl and Tracey (1992), Falbe and Yukl (1993)
studies such as Ingratiating Tactics, Coalition Tactics, Assertiveness,
Exchange Tactics were mentioned to be used in social interaction.
Especially in these studies, Ingratiating Tactics is reported to be used
frequently in the form of “ingratiating and praising” (Glvenc,1996). Also
mentioned in Glveng (1996), as a frequently used tactic, “teaming up”

is certainly relevant to Coalition Tactics. Also, in a comprehensive
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analysis on Turkish society by Garnett (1982), tactics related to
Ingratiating Tactics and Coalition Tactics were observed to be used in
social interaction. These research studies, however, presented
observations on social interaction between Turkish people, therefore
the information in these studies should be handled with caution in

organizational context.
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CHAPTER il

THE RESEARCH DESIGN FOR LATERAL INFLUENCE
TACTICS

3.1. Initial Categorization of Tactics

As explained before, a specific research tool should be
designed to reach the objectives of the research. As a starting point,
the initial categorization of influence tactics in  Kipnis et al. (1980)
study (Appendix B) is selected. The data for this categorization in
Kipnis et al. study were collected from 165 respondents, 25% women
and 75% men. All respondents were taking graduate business courses
part-time, in the evening. Respondents were asked to describe an
incident in which they actually succeeded in getting either their boss,
a co-worker, or a subordinate to do something they wanted; 62
described how they got their way their boss, 49 with a co-worker,
and 54 with a subordinate. in description of an incident, each
respondent wrote an essay on what they wanted from a target

person, what they did, whether there was resistance by the target,
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and what further influence tactics were used in response to target's
resistance. A total of 370 influence tactics were reported by the 165
respondents. Next, these 370 influence tactics reported by the
respondents were sorted by the three authors of Kipnis et al. study
(1980). Consensus among the coders was used as the criterion for
assigning a given tactic to a category. The 14 categories ranged
from the use of administrative sanctions and personal threats through
use of logic and rational discussions to clandestine, dependency
appeal, and ingratiating tactics. Assignment of items to these 14
categories were also tested by three coders, who were not
associated with the research. These 14 categories were verified by
the three independent coders. The taxonomy of influence tactics
found in the first phase of Kipnis et al. study (1980) were based
on judgmental analysis and is used to construct items for their
research tool used in their second study. That particular taxonomy is
used as a basis for item generation in present research.

Another classification of influence tactics derived by judgmental
methods was provided by Falbo (1977). In the first stage of the
study, 70 male and 71 female students were asked to write an
essay about how they get their way (Appendix F). Three coders
decided upon 16 groups of influence tactics. The 14 groups of
influence tactics found in Kipnis et al. (1980) and 16 groups of
influence tactics of Falbo (1977) contain similar groups which are

matched on the next page.



Table 2: Matching of Kipnis et al. (1980) and Falbo (1977) influence
tactics

Assertion and persistence
Personal negative actions and administrative | Threats
negative actions

Exchange Compromise and bargaining
Explained rationale for request and gathered | Reason and persuasion
supporting data
Clandestine Thought. manipulation and deceit,
Direct request, demand and weak ask Simple statement

Although most of the groups of influence tactics stated in
Kipnis et al. (1980) and Falbo (1977) studies seem to be equivalent,
there are some important groups of influence tactics which were
found in only one of the two studies. Coalitions, training and reward
were mentioned as categories of influence tactics in Kipnis et al.
(1980) but not mentioned in Falbo (1977). On the other hand, emotion
target, emotion agent, hinting were treated as categories of influence
tactics in Falbo (1977) but not in Kipnis et al. (1980) as categories
of influence. But these categories, in fact, can be found ﬁunder other
influence categories, such as emotion target and emotion agent of
Falbo (1977) under self presentation of Kipnis (1980) and hinting in

Falbo (1977) under clandestine in Kipnis et al. (1980). Evasion in

Falbo (1977) can not be regarded as an influence tactic since the
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agent did nothing as proactive by evasion to change the feelings or
the behavior of the target. Fait accompli in Falbo (1977) can be
regarded as an influence tactic but more information should be
placed to explain how the target is influence by an fait accompli.

Of course, these initial categorization of influence tactics in the
first stages of both Kipnis et al. (1980) and Falbo (1977) presents a
broad range of influence tactics and possible categories. But the
procedure for developing of these categories depends on qualitative
methods. As a result of judgmental techniques used to derive these
categories, the boundaries between these categories are not clear. In
fact they seem to overlap. For example in Kipnis et al. (1980), the
categories named as demand, weak ask and direct request do not
have clearly defined boundaries. Another point is that some categories
could have been integrated to form a single category. Therefore,
personal negative actions and administrative negative actions in
Kipnis et al. (1980) study could have been summed up to a single
category by another set of three coders. The derivation of these
categories was biased by the coder's point of view. As a result, both
Falbo (1977) and Kipnis et al. used these preliminary categories to
build up a tool and continued their research by using advanced
statistical techniques (See Chapter IV, Data Analysis Methods: Factor
Analysis.)

Aithough these preliminary studies in Falbo (1977) and Kipnis
et al. (1980) provide a wide range of influence tactics, Yukl and

Falbe (1990) stressed that items relating to two important  influence
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tactics, namely, inspirational appeals and consultation tactics were
missing in the tools of previous research studies.

The major source of behavior examples for these tactics was
the literature on managerial leadership (Yukl, 1989). Inspirational
appeals include:

a)Use of emotional, symbolic language to emphasize the

importance of a new task or project

b)Appeals to the target person's sense of justice,

humanitarianism, or organizational loyalty

c) Appeals to the person’s desire to excel, to beat competitors,

or to accomplish an important, challenging task.

According to these definitions, inspirational appeals include a
variety of tactics which could be found in the preliminary
categorization of influence tactics in Kipnis et al. (1980). Under the
heading of clandestine among the 14 categories of Kipnis et al.
(1980) study, two tactics, namely “Challenged the ability of the target’
and “Made the target feel important’ can be said to relate with
inspirational appeals.

As far as consultation tactics are concerned, people in
organizations are sometimes able to influence people to accept a
decision by involving them in the process of making it, or at least in
the process of planning how to implement it (Pfeffer, 1992). The
mechanism for influence through participation is not very well
understood, but when a person is invited to help decide what to do

and how to do it, the person is likely to identify with the decision
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and try to make it successful. (Yukl and Tracey, 1992) Although
consultation is not always a successful tactic, it is an important way
of bringing commitment to a decision (Heller,1971). The agent may
have two different reasons for asking the target for participation. The
first reason is that the agent may really need the participation of the
target since the target has the expertise, authority, or both needed for
the accomplishment. In other words, the prospect of the project or
action depends on the participation of the target whose expertise or
authority is the key to success. In this case, maintaining the
participation of the target is the goal of the agent, not a way of
reaching a goal. In this case, sustaining the participation of a target is
not an influence tactic but an objective. The second reason for asking
one's participation in a project or a decision making process is that
the agent sees the target as a prospective barrier and wants his/her
participation to eliminate his resistance. Having sustained the
participation of the target, the agent has exterminated the basis of the
target's resistance since the target has already committed
himselffherself to the issue, to which he/she has participated. in this
case sustaining one’s participation is an influence tactic.

In fact this tactic was mentioned in Kipnis et al. (1980) study
under the category of coalitions. Under this heading, three tactics,
namely “Obtained support of subordinates”, "Obtained support of co-
workers”, “Obtained support informally from superiors’ are present. In

addition to these, “asking one’s participation to decision making in
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order to change his/her opinion” may prove useful to be considered

as an influence tactic.

3.2. Design of the Research Tool

After identifying the possible influence tactics, the design of a
research tool comes next. This research fool must indicate how
frequent does the respondent wield the influence tactics against
his/her co-worker. Also this research tool should be applied in a
number of different organizations and administered to people with
different status and characteristics. In addition to these, the content of
the tool must be easily understood and replied by the respondents.
Moreover it should be easy to tabulate and analyze. The only
research  tool embodying these characteristics is the structured-
undisguised questionnaire. It is one of the most commonly used
research tools in organizational behavior science. One of the biggest
advantages of this tool is that respondents have little difficulty in
replying. Also, when compared to other data collection methods, it is
less time consuming for the respondent to answer the questions if
properly designed. In addition to these facts, it is easier to maintain
the personal anonymity of the respondent with this method. This is a
very important point to minimize the response bias. Since some of
the tactics may be perceived as more socially acceptable by the

39



respondent, he/she will be inclined to place these tactics as more
frequently used by him/her. Conversely, the respondent will report that
he/she uses the less socially acceptable tactics less frequently. In
this case, it is very important to design the data collection phase of
the research study to ensure the respondent that his/her identity will
be kept strictly secret. in the first place, the interview method must be
eliminated since the respondent may not be objective in describing
how he/she attempts to influence hisfher colleagues because his/her
identity has been already revealed. Another salient fact to eliminate
the interview method is that this method is very time consuming both
for the respondent and the interviewer. Although interview method is
more versatile and a flexible way of collecting data compared to
structured-undisguised questionnaire, structured-undisguised
questionnaire method is chosen because of the clear advantages

stated above.

3.3. ltem Generation for Lateral Influence Tactics

For item generation, items in Kipnis et al. (1980) study based
on the preliminary categorization of 14 groups of influence tactics are
the principal intuition for present research study. Not only the 58
items of Kipnis et al. study (1980) was founded on various 370
influence tactics, but were also tested in a number of studies. (e.g.,
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Ansari and Kapoor, 1987; Erez and Rim, 1982; Erez, Rim, and Keider,
1986 Gonot, 1984; Kipnis and Schmidt, 1983; Kipnis, Schmidt, Swaffin-
Schmidt, and Wilkinson, 1984; Reiser, 1982, Rim, and Erez, 1980;
Schmidt, and Kipnis, 1984, Yukl, and Fatbe, 1990; Yuk!, and Tracey,
1992) However, modifications are needed in order to improve their
research tool and adapt it for this research study.

In the first place, items that are irrelevant to lateral influence
relationship must be phased out. Since items were generated for
exploring all of the three directions of influence (upward, lateral and
downward) in Kipnis et al. (1980) study, some of the items especially
those relating to downward influence include influence tactics which
can not be applied by the agent on his/her co-worker in a lateral
influence attempt. These items are stated below:

e Threatened to give himher an unsatisfactory performance
evaluation.

e Promised (or gave) a salary increase.

e Threatened him/her with of loss of promotion.

e Gave no salary increase or prevented the person from getting a
pay raise.

o Simply ordered him/her to do what was asked.

As might be expected, the agent does not possess the required
legitimate power base to use any of these tactics against histher co-
worker.

Also, there are some items in Kipnis et. al (1980) study that

do not contain proactive means of influence. These are:
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e Ignored him/her and went ahead and did what | wanted.

e« Waited until he/she appeared in a receptive mood before
asking.

e Made him/her feel good about me before making my request.

As far as “Simply ignoring the target and going ahead” is
concerned, there may be several reasons that may affect the agent to
take such an action. The first one is that by ignoring an advice or
comment from the target, the agent may want to prove that hefshe is
eligible enough to take an action without considering an outsider's
comment, advice, authority into attention. If this is the fact, then the
agent tries to influence the others by claiming that he/she is
competent enough to take an action by himself without the aid or
any assistance from others. As a result, the item “Demonstrated my
competence to him/her” is a better choice than “Ignored him/her and
went ahead and did what | wanted.”, if this is the case.

If the agent ignores the target in order to by-pass him/her, this
is not an influence tactic since the agent did nothing to change the
behavior of the target. Because of the complexity in the structure of
this item, this item had the lowest factor loadings in Kipnis et al.
(1980) study.

in a similar fashion, “Waited unti!l he/she appeared in a
receptive mood before asking.” is not a proactive way of changing
the behavior of the target. If the agent had taken an action to
change the mood of the target, that particular action would have

been an influence tactic.
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The item, “ Made him/her feel good about me before making
my request’ is also not clear. What kind of action was applied by the
agent to make the target feel good about the target is more
important and unambiguous. In this research tool we have the
foliowing items which include more comprehensible ways of influence
about agents aitempts to make the target feel good about the
agent:

e Sympathized with him/her about the added problems that my
request has caused.

e Acted very humbly to him/her while making my request.

e Acted in a friendly way prior to asking for what | wanted.

e Asked in a polite way.

e Praised him/her.

o Did personal favors for him/her.

Also, the item, “Provided him or her with various benefits that
they wanted” has a vague meaning. it may be inferred that the
agent tries to influence the target by presenting rewards or
something desirable for the target. If this is the case, the following
items are more suitable for our research tool in terms of clarity of
their meaning:

o Offered an exchange (e.g. if you do this for me, | will do something
for you).

e Reminded him or her of past favors that | did for them.
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¢ Offered to make a personal sacrifice if he or she would do what 1
wanted (e.g. work late, work harder, do his or her share of the
work, etc.)

+ Did personal favors for him or her.

e Offered to help if he or she would do what | wanted.

Also, the two items “Kept checking on him or her’ and
“Became a nuisance ( kept bugging him or her unti he or she did
what | wanted.)” were combined into ‘I coerce him/her until he/she
will comply with my request’ because the former two expressions
have close meanings.

in the present research tool, the item, “Bawled him/her out.” is
also eliminated. Since this item contains extensive means of negative
action, the respondents may have the tendency of not answering it or
answering with bias. The item, “Expressed my anger verbally” is more
suitable.

The item, “Filed a report about him/her with higher-ups® is
thought to have negative attributes that can create a strong response
bias. Instead, the item, “Sent him to my superior.” is found to be a
more suitable item, and added.

Since asking one’s participation to a project is acknowledged
as an influence tactic rather than an influence dimension, the item *
“Asked the participation of the target to decision-making in order to

change his/her opinion” is inserted.
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Other items in Kipnis et al. (1980) research tool, were
reconstructed with modifications in order to clarify their meanings. The
words that may create response bias are revised.

Respondents were asked to evaluate each item on a 5-point
Likert scale how frequently they have used each tactic to change the
behavior andfor judgment of a person who is at the same
organizational level with the respondent. The 5-point scale includes

the anchors as follows (Appendix G):

Usually (5)

Frequently (4)

Occasionally (3)

Seldom (2)

Never (1)
Also, additional background information such as sex, age, job
level status and educational level of the respondent were asked in

the research tool.

3.4. Sample Design

In previous research studies on interpersonal influence
processes, respondents were mostly chosen from part-time employed

people attending to evening MBA classes except for a few studies
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(Yukl, and Falbe, 1990; Schreisheim and Hinkin, 1990; Yukl and Falbe,
1991: Yukl and Tracey, 1992). Moreover, in the studies in which full
time employed people were the respondents, the part time employed
graduate students represented the dominant part of the respondent
pool. It is questionable to state that such a sample represent the
whole working population.

Another important point is that the quality of the research
depends on the variety of organizations from which the sample is
drawn. It is plausible to state that organizational environment in which
the employees are working, is shaping and affecting the ways that
people use to reach their goalis. If organizational characteristics such
as culture and structure are important factors that may impact the
research results in a salient manner, it is wise to draw the sample
from various kinds of firms.

The sample size is another important factor that may affect
the quality of the research. Since the variables would be classified
by factor analysis, the accuracy of the factor analysis depends on the
ratio of the number of respondents to the number of variables that
will be factor analyzed. Both theoretical rationale and Monte Carlo
evidence (Archer and Jennrich, 1976) show that the stability of factor
ioadings (and by implication the interpretation of factor solutions) is &
direct function of sample size (Ford, et al., 1986). On the other hand,
a study by Arindell and van der Ende (1985) suggests that stability
can be achieved with smaller samples than previously acknowledged.

However most of the literature on factor analysis suggests that large
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sample size is mostly desirabie (MacCallum, 1983; Ford et al, 1986;
Nunnally, 1978).

To determine the ratio of number of respondents to number of
variables, several suggestions were made. Gorsuch (1974) has
suggested at_least 5 observations per variable, while Nunnally
(1978) has argued for a 10:1 as the optimum.

Another basis for determining the ratio of number of
respondents to number of items may be the sampling methods used
in previous research studies. In Kipnis et al. (1980) study, combining
three subsamples (each subsample is used for one direction of
influence, namely as upward, lateral, downward directions) yield a good
respondent-to-item ratio (13:1). But the process of combining three
subsamples in factor analysis generated interpretation problems as
previously mentioned. More relevant indicator in Kipnis et al. (1980) is
the ratio of the size of the subsample used for measuring lateral
influence attempts to number of the items ( 285 respondents per 58
items: 4.9 respondents per item). Later, in two studies of mid-level
Israeli managers, and Rim and Erez (1980) and Erez and Rim (1982),
respondents were asked to describe how they influenced others using
the entire set of 58 Kipnis et. al. (1980) items. In both of the studies,
the same sample was used {125 subjects with 58 items; 2.16 subjects
per item).In another research study, Erez, Rim and Keider (1986)
used a sample of 206 israeli mid-managers that answered the fuil
set of 58 items of Kipnis et al. study (respondent-to-item  ratio :

3.55:1). Better respondent-to-item ratio was retained in Schreisheim
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and Hinkin {1990) (This research study includes four consequent
studies. Of the four studies, the second, the third, and the fourth
studies contained factor analysis. The respondent-to-item ratios in
these three studies was 251 respondents per 27 items or 9.29
respondents per item in the second study; 281 respondents per 21
itoms or 13.3 respondents per item in the third study and 181
respondents per 18 items or 10 respondents per item in the fourth
study. in Yukl and Falbe (1990) although the exact number of items
in their research tool was not revealed (From the research paper, it
can be inferred that 32 to 40 items were present in their research
tool), 434 respondents per 40 items vielding to 10.85 respondent-to-
item ratio. However this study inciuded all three directions of influence
(downward, lateral and upward). Therefore, the respondent-to-item ratio
was far below 1085 as far as respondent-to-item  ratio in lateral
direction was considered.

After considering all of these facts, it was decided that
maintaining a respondent-to-item ratio not lower than 511 and not
higher than 10:1 would be plausible. Since full time employed people

are target respondents, it is not easy to maintain 10:1 ratio.
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32 5. The Research Procedure for Lateral Influence Processes

The research was conducted in Turkish private sector firms.
Universities, public enterprises (except for Ziraat Bankasi in public
sector banking), medical and military organizations were not included
in the sample in this research since these organizations are not-for-
profit oriented. The firms which contributed the present research study
have a profound business experience in their market and have formal
and clear-cut organizational schemes (See Appendix | for details).

The sampling method is based on convenience sampling. Since
this kind of research is perceived to be quite sensitive by the firms,
that kind of sampling is the most appropriate method. Since a
minimum respondent per item ratio must be attained, more rigid
sampling methods such as cluster sampling and stratified sampling
methods are not suitable. As a result, ail research on interpersonal
influence processes used convenience sampling without exception
including the landmark studies of Kipnis et al. (1980), Yuki and Falbe
(1990), Schreisheim and Hinkin (1990).

In the current study, no organizations except Ziraat Bankasi
has greater weight than 12 percent in the sample pool. As far as

Ziraat Bankasi is concerned, two subsamples were from that particular
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organization. The first sample which constitutes the 12 percent of the
sample was drawn from the branches in Ankara. The respondents in
this subsample were dealing with banking business and providing
financial services to individuals and institutions. The second
subsample was drawn from the Civil Engineering and Architecture
department located in Head Office of Ziraat Bankasi. The respondents
in the second subsample were all engineers and architects that were
working for special construction projects of Ziraat Bankasi. The
characteristics of the two subsamples are quite different in terms of
organizational variables. In the first subsample, the respondents
worked in a functional organizational system under strict ruies, policies
and procedures. There were relatively a great number of hierarchical
steps in the organization and job definitions and positions of the
employees were clearly set . Span of control is relatively narrow. A
manager supervises approximately three or four people in the
branches.

In the second subsample, respondents were working in the
project teams under the supervision of a team head with a relatively
flat organizational structure. The project groups contain ten to twelve
engineers. The job definitions of the employees were less clear,
changing with respect to the nature of the project with which the
employee was involved. The rules, policies and procedures that were
relevant to financial services were irrelevant to the Engineering and
Architecture Office. It won't be wrong to state that Engineering and

Architecture Office in Ziraat Bankasi has been functioning quite
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similar to civil engineering project firms. Because of these
considerabie distinctions of the two subsamples, the weight of Ziraat
Bankas! in the total sample does not distort the heterogeneity of the
total sample (The first subsample has 12% weight and the second
sample has 11% weight in the total sample).

Family owned business units and organizations without a clear
organizational structure were phased out in this study.

In this research study, a total of 327 respondents answered the
questionnaire. We were able to maintain 7.1:1 respondent-to-item ratio
which can be evaluated as a fair ratio. 170 (52 percent) of the
respondents were male and 157 (48 percent) of the respondents
were female.

in this research study, a variety of firms were used to draw
sample (Appendix [). Of the total of 327 respondents, %23 were
employed in the public sector banking, %26 were employed in the
press and media, %10 were employed in the retailing business, %10
were employed in the high-tech research business, %14 were in the
packaged consumer goods business, %10 were in the paper and
board business and %7 were in the paint production business (See
Appendix ).

As far as the age of the respondents were concerned, 6
percent of the respondents were below the age 20, 47 percent were
between the ages of 21 and 30, 32 percent were between 31 and

40, 13 percent were between 41 and 50, and finally 2 percent were
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petween the ages of 51 and 60. No respondent in the sample has
age over 60.

Of the 327 respondents only 1 percent of the respondents
were holding a primary and/or junior high school diploma, %24 of
them were holding a high school diploma, %65 were holding an
undergraduate degree and %11 had a graduate degree.

Another important characteristic of the sample is the job level
status of the respondents. %35 of the respondents reported that they
were employed in clerical positions, %35 of them were working as a
professional employee (financial expert, engineer, etc.), %24 were line
and middle managers, %5 were employed as top managers and %1
percent were consultants.

The questionnaire was administered by department secretaries
to the employees. The employees that have completed his/her
questionnaire put it into a closed, non-transparent file. After a
twolthree weeks time period, they were delivered back to the
researcher.

The response rate of the guestionnaire was high (% 89
percent). However 17 questionnaires were not put into analysis since

they were returned back incomplete.
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3.6. Data Analysis Methods: Factor Analysis

As mentioned, the primary objective of this research is to find
out the dimensions (subscales) of the influence tactics used laterally
based on quantitative analysis techniques. Therefore it is required to
conduct an analysis of interdependence of the 46 items or in other
words, 46 variables.

The most suitable technique for analyzing the interdependence
of 46 variables is the factor analysis. In studies of interdependence,
all of the variables have equal footing, and the analyst is concerned
with the whole set of relationships among the variables that
characterize the objects. For example, in this research a factor
analysis would focus on the whole set of interrelationships displayed
by the 46 variables; it would not treat one or more of the variables
as dependent variables to pe predicted by the others, as would, say
regression oOr discriminant analysis. The focus on the full set of
refationships can be looked at in one of two ways - conceptually or
mathematically. At the mathematical level, a factor is simply a linear
combination of variables. The other way of looking at factor analysis,

which is the focus of this research, is conceptual. In this sense, a
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factor is a gualitative dimension of the data that attempts to depict

the way in which entities differ, much as the length of an object or
the flavor of a product defines a qualitative dimension on which
objects may or may not differ. A factor does not indicate how much
different various entities are, knowing that length is an important
physical dimension does not indicate how much longer one object is
than another (Steward, 1981).

The purposes of factor analysis are actually two: data reduction
and substantive interpretation. The first purpose emphasizes
summarizing the important information in a set of observed variables
by a new, smaller set of variables expressing that which is common
among the original variables. The second purpose concems the
identification of the constructs or dimensions that underlie the
observed variables.

in modern social and human behavior science, the number of
research studies applying factor analysis has been on a geometric
increase (Comrey, 1978). While a large amount of information has
been published on factor analysis, it is surprising that a systematic
assessment of how factor analysis has actually been appiied in
empirical work is lacking (Ford, McCallum, and Tait; 1986). Therefore, a
detailed assessment of the factor analysis is depicted below to
emphasize the importance of a systematic approach on factor

analysis.



3.6.1. The Selection of the Factor Model

The first decision the researcher faces when employing factor
analysis is the choice of the factor model. Most modern applications
of factor analysis can be divided into two different approaches:

e Common factor model
o (Principal} Components analysis

Both approaches allow researchers to examine how variance
for a given variable distributed relative to other variables in the data
set. The major assumption that distinguishes the two approaches
concerns the nature of the variance in the variables.

The common factor model assumes that the variance of each
measured variable can be decomposed into common and unique
portions, where unique variance can be decomposed into common and
unique variance includes random error variance and systematic
variance specific to the given measured variable. The common factor
analyzes the covariation among the variables, as well as that portion
of the total variability of each variabie that is due to common factors.
This requires the estimation of communalities , which represent the

common variance of each variable analyzed.
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Principal components model, does not differentiate between
common, unique, and erfror variance. The objective of a principal
components analysis is to transform a set of interrelated variables
into a set of unrelated combinations of these variables. These new
variables are intended to account for covariation among variables as
well as the total observed variance of each variabie.

Critics charge that by mixing common, unique, and random
variance, the components model not only makes use of the analysis
of unreliable variance (Weiss, 1976), it also results merely in
convenient groupings of variables rather than theoretical constructs.
Supporters counter this argument by stating that, unlike common
factor analysis, principal components analysis does not impose the
potentially questionable assumption that a hypothetical causal model
actually underlies the data (Waeiss, 1976; Ford et al, 1980) .
Researchers also point to the basic indeterminacy of the common
factor (factor scores and estimated communalities) as a weakness
(Nunnally, 1978).

In previous research studies, various sets of real data were
examined and little substantial difference was found between the
results of principal components and common factor analyses (Ford,
1980 et al.) However, the researcher should give serious thought to
the appropriate factor model during the design stage of the research
(Nunnally, 1978). The principal components model is more appropriate
when a researcher is interested in maximizing the ability to explain

the variance of the observed variables. Common factor analysis is
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more appropriate when measured variables are assumed to be a
linear function of a set of unmeasured variables. Common factor
analysis produced more accurate recovery of true factors if and only
if the data closely corresponded to the common factor model as
mentioned in the previous sentence (Ford et al., 1986)

Common factor model is not appropriate for this research since
it is not possible to state a hypothesis, claiming that 47 variables of
influence constitute a linear function of the unmeasured variables
ie. the factors that will be retained after the analysis. Such a
hypothetical causal model is not proposed in this research. As
mentioned, common factor model produces more accurate results
when the data is closely correspondent to the model. In this research,
it is more important to focus on the factors that are the answers for
covariation among the influence tactics as well as the total variation
of each influence tactic. To reach this end, the principal components

model is the appropriate model.

3.6.2. The Number of Factors to be Retained

Anocther important issue is to determine how many factors are
retained prior to rotation. Factoring should be stopped when additional
factors are accounting for trivial variance. There are several methods

for determining the number of factors that should be retained.
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Latent roots criterion is one of the most popular methods for
determining the number of factors that shouid be retained. The latent
roots criterion holds that the amount of variation explained by each
factor or latent root must be greater than one. The rationale is that
the variation in each variable is one after the variable has been
standardized. Thus each factor should account for the variation in at
least one variable if the factor is to be considered useful from a
data summarization perspective. For example, we have 10 variables
so that maximum number of factors for this set of variables is 10.
Suppose that we carried a forced 10-factor solution with the 10

variables and the variance explained by each factor is below.

Table 3: Example for applying latent roots criterion




in this example, only two factors with latent roots greater than
one, the latent roots criterion suggests a two-factor solution for the
example stated above.

Scree test is another technique for determining the number of
factors. The scree test employs a plot of the size of the latent roots
against the number of factors in their order of extraction. See the
following graph for the scree test of the example given in the

explanation of fatent roofs criterion.

Graph 1: Example for applying Scree test

Scree Test

vVariance Explained by Each Factor
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Note how the curve drops sharply at first and then levels off
as it approaches to the horizontal axis. This is often the case in
such plots, and the method actually gets its name because of the
resemblance of the plot to a side view of a mountain. Typically such
a view will show a sharp drop representing the mountain view of a
mountain. At the foot of the mountain, there will be a straight line or
two or even three at a much lesser angle to the horizontal, where
rocks that have fallen off the mountain have piled up. These various
piles of stable rocks are called screes. The last real factor is
considered to be that point before the first scree begins.

According to Ford et. al (1986), both of the methods should be
used for making a robust decision on the number of factors that
should be retained. Therefore, both of the methods are used in the

present study.

3.6.3. Rotation of Factors

Factor rotation is used to improve the psychological,
meaningfulness, reliability, and reproductivity of factors (Weiss, 1976).
Because the number of different positions for the axis (factor) is
unlimited, a unique solution to the rotation problem is not possible
(Ford, et al., 1986). Rotation of factors does not change the number

of factors found in the pre-rotation factor analysis. The amount of
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variation in each variable accounted for is exacily the same after
rotation as it was before. The only thing that changes is how the
variance accounted for is distributed among the factors.

An axis rotation simply amounts to forming linear combination
of the factors. This is achieved by attempting to produce loadings
that are close to either 0 or 1.00, because such loadings show more
clearly what things go together and, in this sense, are more
interpretable.

There are two salient types of factor rotation: Orthogonal
rotation and oblique rotation. Orthogonal rotation produces factors that
are statistically uncorrelated, while oblique rotation allows factors
themselves can be correlated. Proponents of orthogonal rotation cite
its simplicity, conceptual clarity, and amenability to subsequent
analysis (Nunnally, 1978). Oblique rotation adds statistical complexity by
generating a pattern and structure matrix. However, this complexity
may lead to unstable sets of factor structures and therefore requires
replication of factor resuits on different sample for subsequent
analysis. Another drawback of oblique rotation is that no type of
oblique rotation clearly dominates the fieild in terms of acceptability,
and each technique (Harris-Kaiser orthoblique approach, promax, direct
oblimin  oblique rotations has been the mostly cited techniques)
tends to give a slightly different solution (Ford et al., 1986). Another
problem is that all three popular oblique rotation techniques may not
be found together even in popular statistical computer packages such

as SPSS, Systat, Minitab. Although, oblique rotation allows the factors
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to be correlated, the drawbacks of this technique, on the other hand,
are considerable.

Orthogonal rotation techniques present more accurate and
stable results (Churchill, 1991, Nunnally, 1978, Ford et al, 1986).
Empirical evidence shows that varimax rotation has a dominance over
the other two popular orthogonai rotation techniques, quartimax and
equimax (results (Churchill, 1991, Nunnally, 1978, Ford et al., 1986).
Varimax attempts to clean up the factors in the factor loading table
that is, force the entries in the columns to be near O or 1.

As far as research studies on interpersonal influence attempts
since Kipnis et al. (1980) are concerned, varimax rotation has been
used for interpreting the factor results. In Schreisheim and Hinkin
(1990), the researchers also tested promax rotation (one of the oblique
rotation methods) on Kipnis et al. (1980) items, and found a negligible
difference in factor loadings between promax and varimax ( Maximum
variation of factor loadings were 0.05 when promax was applied).

As a result it is appropriate to apply varimax rotation in this

research because of its conceptual clarity and stability.
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CHAPTER IV

DATA ANALYSIS

In this research, SPSS for Windows was used to find out the
factor structure of 46 variables. The principal components modei was
selected as the factor mode!l as mentioned before. To find out the
number of factors to be retained prior rotation, Latent roots criterion
and scree test were conducted. According to the default settings
build in SPSS, latent roots criterion was applied to the eigenvalues
of the unreduced correlation matrix (the matrix with 1.0's on the
diagonal). According to the built-in functions of SPSS, 8 factors were
retained in the factor analysis. However, even in professional
packages like SPSS, BMDP, SAS, Statistica; use of built-in functions
to determine the number of factors may lead to grave
misinterpretations (MacCallum, 1983, Ford et al, 1986). Therefore it is a
must to find out the number of factors to be held with other
methods.

As mentioned before, the researcher has two analytical tools
for determining the number of factors: iatent roots criterion and scree
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test. In this research, these tests were conducted on the forced 15
factor solution ( In fact a forced 46 factor solution might be tried but
as in the 46 factor solution, we do not expect to retain 15 factors at
the end of the data analysis since previous research studies have
found 8 factors at most). The resuits of the 15-factor solution is

presented below:

Table 4: Latent Roots Criterion
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Graphics 2: Scree Test on forced 15 factor solution
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Both latent roots criterion and scree test on 15 factor solution
approved that 8 factor solution is appropriate. All 8 factors had
eigenvalues greater than 1.00 satisfying the latent roots criterion. In
addition to this, Scree test indicates that the ninth factor brought a
negligible utility to the factor solution. These results are also
consistent with the results of the built-in tools of SPSS.

After determining the number of factors to be retained, the
factor analysis was subjected to varimax rotation to facilitate the

interpretation of results. The results are shown on the next page.
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Table 5: Results of Factor Analysis
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Table 5 continued
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To test the internal reliability of the factors, Kaiser-Meyer-Olkin

index was calculated for each factor. This index is formed for

comparing the magnitudes of the observed correlation coefficients to

the partial correlation coefficients. If the sum of the squared partial

correlation coefficients between all variables is small when compared

to the sum of the squared correlation coefficients, it is close to 1.00.

Small values indicate that the factors are internally weak (inconsistent

items are present) since correlation between pairs of variab
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not be explained by the other variables. Kaiser describes values in
the 0.90's are marvelous, in the 0.80's as meritorious, in the 0.70's as
middling, in the 0.60's as mediocre, in the 0.50's as miserable, and

below 0.50's as unacceptable.

Table 6: Kaiser-Meyer-Olkin Index Values of Factors

No factor was evaluated by Kaiser-Meyer-Okin Index less than
mediocre status. In fact most of them are in the middling status.
These findings are better than Kipnis et al. (1980) study and
comparable with Schreisheim and Hinkin (1990), and Yukl and Falbe
{1990).

As a rule of thumb wused in the landmark studies on
interpersonal influence tactics (Kipnis et al., 1980; Schreisheim and
Hinkin, 1990; Yukl and Falbe, 1990) , items loaded lower than 0.40
and/or cross-loaded on a secondary factor higher than 0.25 were

evaluated as weak This evaluation is also supported by famous
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research studies on factor analysis used in psychological sciences
(Ford et al., 1986). No item in any factor was loaded lower than 0.40
on the primary factor in this research. Also no item was loaded on a
secondary factor greater than 0.27 (only item 30 was cross-load on a
secondary factor greater than 0.25) in any factor.

Another point is that, the eight factors accounted for the %67.2
of the variance. This is a very important indicator of the
appropriateness of the factor structure found in this research. The
variance for which the total number of factors accounted is
comparable with much more powerful research studies (Schreisheim
and Hinkin (1990) with 13:1 respondent-to-item ratio, our study has
7.1 respondent-to-item ratio).

These results are robust, in statistical means. Depending on
these statistics the eight factor model can be said to be suitable for

lateral interpersonal influence tactics.
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CHAPTER V

ANALYSIS OF FACTOR STRUCTURE

According to the factor analysis presented above, eight factors
were found to be the categories of lateral interpersonai infiuence
tactics. The interpretation of the factors found in the factor analysis is
the next step. In our interpretation, we will compare the structure of
the factors with the ones in Kipnis et al. (1980) study since that
study is the source of most of our items. We do not compare our
factor structure with replications of Kipnis et al. (1980) (e.g., Ansari
and Kapoor, 1987; Erez and Rim, 1982; Erez, Rim, and Keider, 1986;
Gonot, 1984; Kipnis and Schmidt, 1983; Kipnis, Schmidt, Swaffin-Schmidt,
and Wilkinson, 1984; Reiser, 1982, Rim, and Erez, 1980; Schmidt, and
Kipnis, 1984) since these studies were less powerfui when compared
to Kipnis et al. (1980) study in terms of the respondent-to-item ratio.
In addition to Kipnis et al. (1980) study, scales of Yuki and Falbe
(1990) and Schreisheim and Hinkin (1990) will be also considered in

our interpretation.
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The first factor included tactics like reminding, forcefully
asserting one’s way, directly reguesting. The influence agent attempts
to change the behavior of the target by reminding his/fher previous
demand, stating what he/she wants from the target and making a
direct request. An important point about these tactics is that they do
not include any means of coercive or negative actions. According to
the factor analysis results, the respondents categorize the influence
tactics regarding coercive attributes as an independent category. The
fourth factor in this research study included tactics as unfriendly
behavior, making direct threats and intimidation.

The first factor in this study, has the same characteristics with
the Assertiveness in Kipnis et al. (1980) study therefore it is named
as Assertiveness. This factor includes the initial categories stated by
Kipnis et al. (1980) and Falbo (1977). Persistence, demand, direct
request, weak request in Kipnis et al. (1980) study and assertion,
persistence, simple statement in Falbo (1977) study are subsets of
the Assertiveness dimension.

All items were loaded strongly on Assertiveness factor, only
item 40 was loaded below 0.60. No cross loading more than 0.25
on a secondary factor was experienced in this factor (The highest
cross Joading was 021 in item 23). This factor is a successful
replication of the Assertiveness factor found in Kipnis et al. (1980)
and Schreisheim and Hinkin (1990) study with a more robust factor
structure (In fact, In Kipnis et al. (1980), there are serious flaws in

Assertiveness factor structure. Two items loaded on the primary factor
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as low as 0.33 and 0.34. Also there are two items had cross
loadings on secondary factors as high as 0.30 and 0.33).

Another important point is that no item in Assertiveness factor
was loaded on the fourth factor (the factor including coercive factics)
higher than 0.17 (item 41). That indicates a clear cut distinction
between the two dimensions.

The Assertiveness factor in this study, has common tactics with
Pressure Tactics factor found in Yukl and Falbe (1990), but it does
not inciude threats, intimidation of the target as included in Pressure
Tactics in Yukl and Falbe (1990). As explained before, tactics like
threats and intimidation which have coercive traits are classified as a
different factor.

The second factor found in this research contains tactics which
are used by the agent to get the target in good mood or to think
favorably of the agent before asking or requesting. Mostly the agent
tries to alter the emotions of the target by acting friendly and kind,
being or pretending to be receptive so that the target will be more
liable to comply with prospective requests. In fact, the influence agent
tries to get into an exchange process in which he/she behave
friendly and receptive and invokes good feelings on the behalf of the
target. In exchange of hisfher friendly and receptive approach, the
agent tries to maintain the compliance of the target person with
his/her demand. In fact, the agent rewards the target by friendly and
receptive behavior before making his demand or request for which

the target's compliance is needed. However, the tactics in the second
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dimension should not be mixed with the formal exchange tactics
which include distinct presentation of benefits or rewards to target
person in order to maintain his/fher compliance.

These tactics were found in initial categorization in Falbo
(1977) as emotion target and in Kipnis et al. (1980) as self
presentation. The factor structure found in the second factor is mostly
identical with the Ingratiating Tactics factor found in Yukl and Falbe
(1990). It has some common tactics with Ingratiation factor found in
Kipnis et al. (1980) but it does not include the tactics relating to
thought manipulation like “Pretended | was letting him or her decide
to do what | wanted (acted in a pseudo-demacratic fashion)’, “Made
him or her feel important (“only you have the brains, talent to do this,
“Inflated the importance of what | wanted him or her to do.” in
ingratiation found Kipnis et al. (1980). In fact these tactics constitute a
different dimension (See analysis of the eighth factor). Therefore, we
name the second factor as Ingratiating Tactics as in Yukl and Falbe
(1990). The factor structure in Ingratiating Tactics is strong. No factor
was loaded below 0.50, only one factor was loaded below 0.60 (item
3). No cross loading greater than 0.13 was present. The robustness of
this factor can not be compared with ingratiation in Kipnis et al.
(1980) study (no item was loaded higher than 0.60 on Ingratiation,
and there are two items loaded below 0.40 on Ingratiation. Also one
item cross loaded on a secondary with a score of 0.27 in Kipnis et

al. (1980)).
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Another important point is that the items in Ingratiating Tactics
were not loaded higher than 0.12 on the fifth factor (The factor
including tactics regarding to distinct presentation of rewards) and
0.13 on the eighth factor (the factor including tactics relating to
manipulation of the target).

The third factor included tactics as using logical arguments,
and factual evidence. The agent tries to influence the target by
logical or rational presentation of ideas and attempts to convince
him/her. Different from the Assertiveness factor in this study, this
dimension includes tactics relating to convincing process
accompanied by demand and request.

The tactics in the third factor were found in initial
categorizations of Falbo (1977) as reason and persuasion and Kipnis
et al. (1980) as expiained rationale for request and gathered
supporting data. The third factor is equivalent to Rationality in Kipnis
et al. (1980) and Rational Persuasion in Yukl and Falbe (1990). We
name this tactic Rational Persuasion. The items loaded powerfully on
Rational Persuasion (only one item loaded below 0.50 and no item
cross loaded on a secondary factor greater than 0.19). In Kipnis et
al. (1980) study, one item loaded below 0.40 on Rationality and there
were cross loadings on secondary and even tertiary factors as high
as 0.23. More impressive is that the item * Offered to compromise
over the issue” loaded on 0.40 on Rationality and 0.47 on Coalitions
and retained in Rationality despite the fact that that item was loaded

higher on Coalitions. Another serious flaw is that the item “wrote a
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detailed plan that justified my ideas’ which was loaded 0.65 on
Rationality as the strongest item in this factor, cross loaded on
Coaiitions with a loading of 0.61! These flaws in Kipnis et al. (1980)
were severely criticized by Schreisheim and Hinkin (1990). Their factor
structure was excellent with the same set of items (no item was
loaded below 0.79 with very insignificant cross loadings.

The fourth factor in our study includes tactics’ like threats,
intimidation, unfriendly actions. By wielding these tactics, the agent gets
into coercive action to force the target to comply with his/her request
or demand. The agent believes that the target would comply in order
to avoid the punitive behavior. The influence process may take place
in two forms. The agent may behave cold and unfriendly to the
target, indicating that he/she does not approve target's actions or
behaviors so that the target would change his/her course of action to
avoid the existing punishment (unfriendly behavior). In this case, the
agent actualizes the punitive behavior and expect conformity from the
target. In another case, the agent presents his/her demand
accompanied with threat or intimidation without actualizing a punitive
action. The agent expects that the target would get into compliance in
order to avoid a prospective punitive action.

The tactics in the fourth factor can be found in initial
categorization of influence tactics in Falbo (1977) as treat and Kipnis
et al. (1980) as personal negative actions, administrative negative
actions. We named this factor as Negative Actions. This factor has

common influence tactics with Pressure Tactics of Yukl and Falbe
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(1990), Sanctions of Kipnis et al. (1980) and Blocking of Kipnis et al.
(1980). As far as Pressure Tactics in Yukl and Falbe (1990) study are
concerned, this factor includes all kinds of pressure tactics like
assertion, demanding, reminding, threats and intimidation. In the present
study, the first factor, Assertiveness is accounted for assertion,
demanding, reminding and our fourth factor, Negative Actions included
tactics like threats, intimidation, unfriendly action. In case of Kipnis et
al., (1980) study, the factor structure seems to be more complex, but
unreliable. As mentioned, our Assertiveness factor is equivalent to the
Assertiveness in Kipnis et al. (1980). Negative Actions included tactics
that were also occupied by two of the factors in Kipnis et al. (1980),
Sanctions and Blocking. Sanctions in Kipnis et al. (1980) study has the
common influence tactics relating to “threatening job security” with
our Negative Actions factor. Blocking factor in Kipnis et al. (1980) and
Negative Actions have the tactics relating to “unfriendly behavior” in
common. In the present study, no item was loaded on the factor
Negative Actions below 0.50 and no cross loading above 0.23 on a
secondary factor occurred.

In the case of Kipnis et al. (1980) study, the items joaded
relatively stronger on Sanctions factor as compared with the other
factors in Kipnis et al. (1980) study (All items were loaded over 0.40
on the primary factor and cross loading on a secondary factor was
at most 0.26). However, Blocking factor in Kipnis et al. (1980) study
was problematic. First of all, its internal consistency was questionable.

Except Blocking, the rest of the factors in Kipnis et al. (1980) had
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alpha coefficients 0.64 at minimum in laterai direction of influence.
Blocking factor had a much more lower alpha value, 0.42 which is
unacceptable in terms of statistics. Not only the internal reliability, but
also the factor loadings were probiematic. Two of the five items in
Blocking were loaded as low as 0.37 and 0.33 on the primary factor.
Another important point is that Blocking in Kipnis et al. (1980) did not
emerge in the overall factor analysis (In fact, Kipnis et al. (1980)
found this factor in only upward influence and forcefully retained this
factor for heuristic purposes in the overall analysis.). More interesting
is that in Schreisheim and Hinkin (1990) mode! for upward influence,
they did not find a factor structure similar to Blocking in their search
for the patterns of upward influence. As a result, our study presented
a new and more reliable factor, Negative Actions including tactics like
threats, unfriendly behavior and intimidation.

The fifth factor, includes tactics that the agent presents
rewards or benefits explicitly to influence or seduce the target to
comply with the request or demand of the agent. In this influence
dimension, the target is well aware of the exchange process, knowing
that what rewards he/she has taken or will take in return of
conformity.

The tactics in this influence direction can be found in the
initial categorization of Falbo (1977) as compromise and bargaining
and Kipnis et al (1980) as reward and exchange. Our factor is
exactly the same as the Exchange Tactics in Yukl and Falbe (1990)

and Exchange in Kipnis et al (1980). Therefore this factor is named
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as Exchange Tactics. ltems were joaded moderately on Exchange
Tactics in our study. The two items that are loaded as 0.47 (item 6)
and 0.41 (item 21) on the primary factor as the weakest items. No
item was cross-loaded higher than 0.23 in this factor. The items in
Kipnis et al. (1980) study has the same loading scheme (two items
were loaded between 0.40 and 0.50) but cross loadings as high as
0.37 on secondary factors were experienced.

The sixth factor in our study includes tactics that the agent
attempts to influence the target by using assistance from higher
management or the agent tries to persuade the target by stating that
histher request is approved by higher management. The influence
process in this dimension is based on the power of a person with a
higher rank in the organization. The agent tries to extend his/her
power base by collaborating with the employee with a higher rank
and attempts to influence the target depending on the new-sprung
power base created by that collaboration.

The factor structure in this study is same as Upward Appeal in
Kipnis et al. (1980) and Upward Appeals in Yukl and Falbe (1990).
Therefore this factor is named as Upward Appeals. In this factor, the
items were loaded quite strong on the primary factor, (the lowest
loading was 0.56) and no apparent cross loading on a secondary
factor was experienced. In Kipnis et al. (1980), however loadings on
primary factor were low, between 0.40 and 0.59. But more important
was that there were high cross loadings on secondary and even

tertiary factors (e.g. the item «“Obtained the informal support of higher-
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ups” was loaded 0.47 on the primary factor, 0.26 on the secondary
factor, 0.23 on the tertiary factor and 0.20 on the quaternary factor!)

The tactics in the seventh factor are in a form that the agent
seeks the help and assistance of others to influence the agent.
However, source of the help and assistance is any person in the
organization except the ones from higher management. This distinction
resulted from respondents’ perceptions of the source of help and
assistance and it led to two different factors: Upward Appeals and
our seventh factor, Coalition Tactics . The factor, Coalition Tactics has
the same traits as the Coaliton Tactics in Yukl and Falbe (1990)
and Coalitions in Kipnis et al. (1980). In our study, the items were
loaded strongly (no item was loaded below 0.50 on primary factor
and no cross loading occurred above 0.21on a secondary factor). In
Kipnis et al. (1980) study, items were loaded moderately with no
loading below 0.40 on primary factor but high cross loadings on
secondary factors as high as 0.35 were observed.

The eighth factor contains tactics like attempting to fool the
target by use of flattery, lies, or manipulation of reality so that the
agent makes the target think that the agents way of thinking or
action is the best way. The influence process in this dimension
depends on the ability of the agent to convey the distorted
information. The distorted information is the key point in the process
since it directly affects the decision-making process of the target. The
agent expects that the distorted information changes the decision of

the target in a way that the target would behave or think as the
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agent wishes. The process of distorting the information and the way
how it is conveyed is important, since these variables are quite
effective in the decision-making process of the target. This dimension
shouid not be mixed with the Ingratiating Tactics since the latter is a
process of exchanging.

The tactics in this dimension can be found in initial
categorizations of Falbo (1977) as thought manipuiation, hinting and
deceit and Kipnis et al (1980) as clandestine. This factor is
absolutely a new factor. In Kipnis et al. {(1980), most of the items in
our factor were not loaded on a primary factor and classified as
unclassified items. In Schreisheim and Hinkin (1990) study, most of
these items were not inserted in their reduced set of 27 Kipnis et al
(1980) et al. items and therefore they were not tested. In Yukl and
Falbe (1990), no factor similar to the eighth factor in the present
study, was found. The items were loaded moderately on the primary
factor (tem 30 and 36 were loaded as 0.49 and 0.41 respectively)
and in item 30, a high cross loading on a secondary factor as high
as 0.27 is observed. But other items were loaded strongly on the
primary factor and no important cross loading on a secondary factor
except item 30 was experienced. This factor is named as Thought
Manipulation.

After constructing a scale of eight factors in iateral influence
attempts, the\ primary objective for conducting the present research
study is met. Also according to the eight factors presented above, a

product-moment analysis was conducted to find out the mean
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frequency of categories of influence tactics reported by the
respondents. The results are depicted in Appendix J. According to the
mean factor frequencies, rank order of tactic frequencies according to

each factor is shown below.

Table 7: Mean Factor Frequency of the Eight Factors

1
2
s
4
6.
Negative Actions e RV g
Exchange Tactics A 8

The results of the mean factor frequencies are comparable
data to the results in Kipnis et al. (1980) and Yuk and Falbe (1990).

Ingratiating Tactics, Assertiveness, Rational Persuasion were
found to be the most frequently used tactics as in Kipnis et al.
(1980) study. On the other hand, Coalition Tactics which were found
to be the most frequently used by the agents against the targets in
lateral direction in this study, were found to be the least frequently
used tactics in Kipnis et al. (1980). Also Exchange Tactics which were

found to be the least used tactics in our study were found to be
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used in moderate frequency in Kipnis et al. (1980). The ranking order
of the other factors were similar.

When the results of the present study are compared with Yuki
and Falbe {1990), Ingratiating Tactics and Rational Persuasion were
among the most frequently used tactics. Assertiveness factor found in
this study is not comparable with Pressure Tactics in Yukl and Faibe
(1990) since their contents are different. As in this research, Yukl and
Falbe (1990) found the Exchange Tactics were least frequently tactics.
On the other hand, they found that Coalition Tactics were used in
moderate frequency as in Kipnis et al. (1980) while we found that
these tactics were found to be most frequently used. Our new factor,
Thought Manipulation tactics were found to be in the sixth rank in
terms of frequency of use. Other common factors were approximately
same as in our study in ranking order when compared to findings in
Kipnis et al. (1980) study and Yuki and Falbe (1990) study.

Most of the findings in our study are comparable with the
ones in Kipnis et al. (1980) and Yuk and Falbe (1990). Especiaily,
the results of the mean frequency analysis of factors are mostly
consistent with the ones in Yukl and Falbe (1990). This similarity may
result from the fact that full time employed people were used as the
respondents in both of the studies when compared to the sample of

part-time employed MBA students in Kipnis et ai. (1980) study.
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CHAPTER VI

CONCLUSION

In the present study, eight dimensions of interpersonal
influence tactics in lateral direction were found by factor analysis. As
mentioned in the previous chapter, the results of factor analysis in
this study were more robust compared to the landmark studies of
Kipnis et al. (1980) and Yuki and Falbe (1990) and comparable to
much more stronger studies like Schreisheim and Hinkin (1990). The
strength of the present study was based on many factors.

The first factor was the sampling method. In the present study,
respondents-to-item ratio was considered as the most critical element
for determining the sample size. The greater ratio of number of
observations per item affects the stability of the factor structure in a
favorable way (MacCallum, 1983; Ford ot al., 1986; Nunnally, 1978). In
this study, the ratio of number of observations per item was
maintained as 7.1:1, where as 4.9 in Kipnis et al. (1980); 2.16 in Rim

and Erez (1980); 3.55 in Erez, Rim and Keider (1986).



The second factor was the heterogeneity of the characteristics
of the respondents. In most of the previous studies, respondents were
selected as part time employed MBA students or employees from a
certain firm. Kipnis et al. (1980); Kipnis and Schmidt (1982); Kipnis,
Schmidt, Swaffin and Wilkinson (1984), Schreisheim and Hinkin (1990);
Hinkin and Schreisheim (1990) and partly Yukl and Falbe (1990) and
Yukl and Falbe (1991) studies used part time employed MBA students
in their research. Rim and Erez (1980); Erez and Rim (1982) and
Erez, Rim and Keider, (1986) used managers from a particular firm as
the sample. In this research study, full time employed people from 10
different firms and from 7 different sectors constitute the sample. This
aspect of the present research study affect the final results in a
favorable way.

The third factor is that a specific research methodology on
lateral influence processes was chosen instead of applying a
combined analysis of the three influence directions. As described
before, combined analysis of factors might have caused distortions in
the previous research studies (Schreisheim and Hinkin, 1990). Given
the three distinct characteristics of the present research study, certain
setbacks of the previous research studies were overhauled in this
study.

In the present study, eight dimensions of interpersonal influence
tactics used laterally were found to be existent. The six of the eight
dimensions of influence, Assertiveness, Ingratiating Tactics, Coalition

Tactics, Upward Appeals, Exchange Tactics and Rational Persuasion
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were pre-explored by the previous research studies. From the uniform
emergence of the six dimensions, several conclusions can be drawn.

The six dimensions of interpersonal influence can be
considered as basic elements of interpersonal influence regardless of
influence direction, sample and organizational characteristics. Kipnis et
al. (1980) stressed that these six dimensions emerged in separate
analysis of factors in three influence directions as well as in the
combined analysis of factors (Kipnis et al., 1980 gave no further
information about the three directional analyses of factors). The same
six factors also emerged in Ansari and Kapoor (1987), in upward
influence. But more important was that in Schreisheim and Hinkin
(1990), a much more powerful study than Ansari and Kapoor (1987),
the six dimensions of influence were found with a very robust factor
structure in upward influence. In downward direction, Hinkin and
Schreisheim (1990) were able to replicate the same six factors. Yukl
and Falbe (1990) and Yukli and Tracey (1992), in their combined
analysis also reported that the six dimensions were existent in three
directions of influence with minor differences in their content.

As far as sample characteristics were concerned, it seems that
cultural differences might have ftrivial effects on the results of the
factor solutions. Ansari and Kapoor (1987), conducted on Indian
people and Rim and Erez (1980), Erez and Rim (1982) and Erez, Rim
and Keider (1986), conducted on lsraelis found the same factors with

trivial difference. The findings of the present study supported the fact
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that the six dimensions of interpersonal influence is not affected by
cultural effects.

Also, the job status of the respondents did not affect the
emergence of the six basic influence dimensions. Kipnis et al. (1980),
Kipnis and Schmidt (1982), Kipnis, Schmidt, Swaffin and Wilkinson
(1984), Schmidt and Kipnis (1984), Hinkin and Schreisheim (1990) and
Schreisheim and Hinkin (1990) used part time employed MBA students
and undergraduate students dominantly in their sample where as Rim
and Erez (1980); Rim and Erez (1982), Erez, Rim and Keider (1986;
Yukl and Falbe (1990); Yuk! and Falbe (1991); Yukl and Tracey
(1992); Yukl and Falbe (1993); Yukl, Falbe, and Young (1993) used full
time employed people from various organizational leveis in their
samplie. However, use of part time employed MBA students or full fime
employed people did not change the result and the six factors
emerged with minor differences in those studies. Thus, the use of part
time employed MBA students as respondents has been criticized on
the grounds that such a sampiing increase the homogeneity of the
sample characteristics and might lead to distortions in the factor
solution.

Another interesting point is that the basic six factors were
found by the studies comparing agent reports and target perceptions.
As Erez, Rim and Keider (1986) and Yukl and Falbe (1990)
emphasized that the basic six factor solution was valid in both
analyses of agent reports and target perceptions. Although this should

be supported with further research, it seems that the six factors
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constitute the core dimensions of the interpersonal influence attempts
in organizations.

The present study differentiated the tactics relevant to
reminding, emphasizing and directly ordering and demanding
(Assertiveness) and tactics relevant to coercive behavior (Negative
Actions) such as using threats and intimidation and behaving
unfriendly. In Kipnis et al. (1980), this differentiation was also
observed as Assertiveness and Sanctions (Blocking was deleted in
later research). Yukl and Falbe (1990), however, integrated the two
factors into Pressure Tactics in their combined analysis. But later
research, Yukl and Tracey (1992); Yukl and Falbe (1993) and Yukl
and Falbe, and Young (1993) demonstrated that such an distinction
was necessary especially, for lateral and downward direction of
interpersonal influence. This fact is supported by two research studies,
Schreisheim and Hinkin (1990) and Hinkin and Schreisheim (1990).
Schreisheim and Hinkin (1990), analyzing the upward direction of
interpersonal influence, found that only Assertiveness is valid for that
particular direction where as, Hinkin and Schreisheim (1990) stated
that that Sanctions dimension is valid for downward direction. The
distinction between Negative Actions and Assertiveness found in the
present study has a strong support by the previous research studies.
The fact that the distinction of the two factors in lateral and
downward direction was supported by various studies, simply

supported the idea that direction of the influence attempts is a strong
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determinant of the factor structure of the marginal factors in addition
to the basic six factors.

Another important point is that Negative Actions found in the
current study, has some differences from Sanctions in Kipnis et al
(1980); Kipnis and Schmidt (1982); Rim and Erez (1980), Erez and Rim
(1982) and Hinkin and Schreisheim (1990) and Legitimating in Yukl
and Falbe (1993) and Yukli and Falbe, and Young (1993). Negative
Actions cover Sanctions (use of threats and intimidation such as
making threats to one’s job security) as well as unfriendly behaviors
(covered by Blocking in Kipnis et al., 1980). This distinction might
arise from the unique characteristibs of lateral interpersonal influence
processes.

Another new factor that emerged in the present study is
Thought Manipulation. Thought Manipulation includes tactics including
conveyance of distorted information in order to make the target think
that the agent's way is the best way. Thought Manipulation was found
to be present in Falbo (1977), Mowday (1978), Falbo and Pepiau
(1980), in the initial categorization of Kipnis et al. (1980), Rim and
Erez (1980), Erez, Rim and Keider (1986), Gresov and Stephens
(1993), Wilson et al. (1996). The cultural difference seems to have
trivial effect on the emergence of Thought Manipulation since the
same dimension was found to be present in the interpersonai
influence attempts among [sraeli managers (Rim and Erez, 1982; Erez,
Rim, and Keider, 1986) and American managers (Falbo 1977, Mowday

1978, Falbo and Pepiau, 1980, Gresov and Stephens, 1993, Wilson et.
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al, 1996). Also, Inspirational Appeals in Yukl and Falbe (1990), Yuk!
and Falbe (1991), Yukl and Tracey (1992), Yukl and Falbe (1993),
Yukl and Falbe, and Young (1993) is a subset of Thought
Manipulation since in Inspirational Appeals, the agent appeals to the
values and ideals of the target to back up his/her request so that
the agent makes the target think that his/her own values and ideals
require the compliance with the request of the agent. In fact, the
agent may well be aware of the fact that if he/she directly makes
histher request, histher attempt may be unsuccessful. By using
Inspirational  Appeals, the agent successfully hides and distorts the
reasons for target's compliance (Yukl and Falbe, 1990).

An interesting point on Thought Manipulation is that this
dimension did not emerge as an independent dimension in studies
where part time empioyed MBA students and undergraduate students
were used as respondents (Kipnis et al., 1980; Kipnis and Schmidt,
1982; Kipnis, Schmidt, Swaffin and Wilkinson, 1984; Hinkin and
Schreisheim, 1990, Schreisheim and Hinkin, 1990). Sampling method
seems to have affected the emergence of the factor in previous
research. As a result, the assumption that the use of part time
employed MBA students as respondents may cause problems is well
placed.

Thought Manipulation did not emerge in downward direction of
influence (Hinkin and Schreisheim, 1990). In upward influence, Mowday
(1978) has found it to be present but Ansari and Kapoor (1987) and

Schreisheim and Hinkin (1990) did not mention the presence of this
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factor. However, in the combined analysis of factors, most of the
research studies have found that this dimension is present.
Emergence of this factor in the present study may have different
interpretations. The first one is that that this tactic may be perceived
as a different influence category by the agents in lateral direction. As
a result, Thought Manipulation emerged as an independent factor. The
studies, in which Thought Maniputation did not emerge as an
independent factor, found a factor solution that Ingratiating Tactics,
one of the six basic factors, includes an important part of the
Thought Manipulation. In lateral influence  attempts, Thought
Manipulation emerged as an interdependent dimension. Also, use of
full time employed people as respondents, might affect the emergence
of this factor.

As far as the findings about the frequency of use of
influence dimensions were concerned, Coalition Tactics, Rational
Persuasion and Ingratiating Tactics were found to be the most
frequently used tactics, whereas Exchange Tactics and Negative
Actions were found to be the least frequently used tactics. The
frequency scheme is similar to Yukl and Falbe (1990)'s study in
which Rational Persuasion, Ingratiating Tactics and Consultation
Tactics were found to be the most frequently used and Pressure
Tactics {including threats and intimidation as in Negative Actions} and
Exchange Tactics were found to be the least frequently used tactics.
Coalition Tactics in Yukl and Falbe, (1990) were found to be used in

moderate frequency. The studies of Erez, Rim and Keider, (1986) and
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Yukl and Falbe, (1990) study were able to replicate these results for
both agent reports and target perceptions. In Auguinis, et al. (1994),
Rationality and Ingratiating Tactics were found to be the most
frequently used ones where as Exchange Tactics were the least
frequently used. Auginis et al. (1994) were able to replicate these
results in three different settings (these settings consists of a
manufacturing plant, a public relations department and a construction
yard). Also, in Erez, Rim and Keider (1986) study which is conducted
on lsraeli managers, the same frequency scheme of influence
dimensions is valid for both agent reports and target perceptions.
Kipnis et al. (1980), presented different resuits. Kipnis et al. (1980)
reported that Ingratiation and Rational Persuasion were used most
frequently as stated in the present study but found that Coalition
Tactics were the least frequently used tactics in their study. But it
should be noted that Kipnis et al. (1980) used part time employed
MBA students where as Yukl and Falbe (1990), Erez, Rim and Keider
(1986) and Auginis, et al. (1994) used full time employed people in
their research. The findings of the present study that Ingratiating
Tactics and Coalition Tactics were the most frequently used
categories of interpersonal influence processes were also supported
by the observations of Guven¢ (1996) and Gamnett (1982) on Turkish
society.

In order to improve the literature on lateral interpersonal

influence processes, several improvements should be made.

92



in the first place, this study should be replicated on a different
sample. The sample should include full time employed people from
different organizational levels and job status. The sample should be
drawn from different organizations as well as different industrial or
service sectors.

Separate factor analyses pased on agent self report and
target's perceptions as in Yukl and Falbe (1990), would prove useful
in terms of comparison of two factor structures. As a result, the
researcher can measure if any bias occurs in the factor structure
resulted from the agent self report data. However, the researcher
should avoid making a combined factor analysis of the two
subsamples, since the overall factor analysis by mixing two
subsamples will distort the factor structure. The size of the both
subsample should be designed in order to maintain the minimum
respondent per item ratio.

In conclusion, the current study has attempted to constructively
examine Kipnis et al. (1980) infiuence dimensions, and despite the
shortcomings uncovered in this measure, the contribution to knowledge
about the influence processes in organizations by Kipnis et al. (1980)
should not be underestimated. Furthermore, it should be emphasized
that the results of the current study directly pertain to only one of
the three influence measures developed by Kipnis et al. (1980).
Thus, future research is needed on the downward influence attempts
(how | influence my subordinates ). Additionally, it would seem

particutarly useful for future research to replicate the Schreisheim and
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Hinkin (1990) study on upward influence as well as the current
study, and even the initial part of the original Kipnis et al. (1980)
work (that part of research in which the respondents wrote narratives,
14 preliminary influence categories were uncovered, and the initial
battery of 58 survey questionnaire items was written).

Despite the need to replicate and extend the current research,
the results of this study should prove useful starting place for future

research.



APPENDIX A

POWER TYPOLOGY OF FRENCH, AND RAVEN (19569)

Reward Power

 Bachman et al. (1966)

Student (1968)

 Thamhain and Gemmill (1974)

| magnitude S vt bich thez;
_atafget _,;percelves that the agent cans.;
o B : - Ih SHar Y 2 - . H

: ?gisadmmlster pnsmve valences and to=:

move or. decrease negative vatenoes

epends upon ﬂ‘ne”ﬁrobablhty that thei

|agent can mediate the reward, as
: {r;gperoelvad by the target '

| “He can give special hatp and beneﬁts;i
g’ggto thase ‘who cooperate with him.”

e | WmP'Y Wlth my suparv:ser’s%
| directives because ‘he can give special
|help and benefits for those who

perate with him.”

1“1 feel he can influence my salary’




Coercive/Punishment Power




Legitimate Power
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Expert Power
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Referent power




APPENDIX B

INITIAL CLASSIFICATION OF INFLUENCE TACTICS
(KIPNIS ET AL., 1980)
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APPENDIX C

KIPNIS ET AL.(1980)'S QUESTIONNAIRE

1. Chalienged his or her ability (‘I bet you cannot do that”).

2. Concealed some of my reasons for trying to influence him or her.

3. Sympathized with him or her about the added problems that my
request has caused.

4. Engaged in a work slowdown until he or she did what | wanted.

5. Ignored him or her and/or stopped being friendly.

6. Threatened to give him or her an unsatisfactory performance evaluation.
7. Offered to help if he or she wouid do what | wanted.

8. Provided him or her with various benefits that they wanted.

9. Acted very humbly to him or her while making my request.

10. Showed my need for their heip.

11. Set a deadline for him or her to do what | asked.

12. Obtained the support of co-workers to back up my request.

13. Used logic to convince him or her.

14.Distorted or lied about reasons he or she should do what | wanted.
15. Promised (or gave) a salary increase.

16. Demonstrated my competence to him or her before making a request.
17. Acted in a friendly way prior to asking for what | wanted.

18. Demanded that he or she do what | requested.

19. Told him or her that the work must be done as ordered or he or she
should propose a better way.

20. Obtained the informal support of higher-ups.

21. Pretended not to understand what | needed to be done so that so that
he or she would volunteer to do it for me.
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22. Pretended | was letting him or her decide to do what | wanted (acted
in a pseudo-democratic fashion).

23. Jgnored him or her and went ahead and did what | wanted.

24. Wrote a memo that described what | wanted.

25. Filed a report about the other person with higher-ups.

26. Threatened his or her job security (e.g. hint of firing or getting him or
her fired).

27. Reminded him or her of past favors that | did for them.

28. Made him or her feel good about me before making my request.

29. Asked in a polite way.

30. Pointed out that the rules required that he or she comply.

31. Explained the reasons for my request.

32. Obtained the support of my subordinates to back up my request.

33. Sent him or her to my superior.

34. Threatened him or her with loss of promotion.

35. Offered an exchange (e.g. if you do this for me, | will do something for
you).

38. Praised him or her

37. Inflated the importance of what | wanted him or her to do

38. Presented him or her with information in support of my point of view.
39 Bawled him or her out.

40. Wrote a detailed plan that justified my ideas.

41. Had a showdown in which | confronted him or her face to face.

42. Offered compromise over the issue (! gave in a little).

43. Repeatedly reminded him or her about what | wanted.

44. Waited until he or she appeared in a receptive mood before asking.
45. Simply ordered him or her to do what was asked.

46. Made him or her feei important ("only you have the brains, talent to do
this”).

47. Threatened to notify an outside agency if he or she did not give in to
my request.

48. Threaten to stop working with him or her untit he or she gave in.

49. Gave no salary increase or prevented the person from getting a pay
raise.

50. Offered to make a personal sacrifice if he or she would do what |
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51. Kept checking up on him or her

52. Kept kidding him or her until they did what | wanted.

53. Becorne a nuisance (kept bugging him or her uniil he or she did what
I want.)

54. Expressed my anger verbally.

55. Did personal favors for him or her.

56. Had him or her come to a formal conference at which | made my
request.

57. This item is missing both in Kipnis et al.(1980) and Schreisheim et
al(1990) studies.

58. Made a formal appeal to higher levels to back up my request.
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APPENDIX D

SCALES OF INFLUENCE TACTICS (KIPNIS ET Al.,1980)
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APPENDIX E

YUKL AND FALBE (1990)’S SCALE DEFINITIONS OF
INFLUENCE TACTICS

mmllll it 2 RIS . )
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APPENDIX F

GROUPS OF INFLUENCE TACTICS (FALBO, 1977)
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'Hinting

‘Persistence

Persuasion
Reason

Simple
statement
‘Thought
manipulation

‘Not openly stating what one wants; indirect

attempts at mﬂuencmg others

Continuing in one’s influence attempts or

repeating one’s point
desired goals in order to obtain some of them

Simple statements about using persuasion,

convincing, or coaxing

Any statement about using reason or rational
argument to influence others

‘Without supporting evidence, or threats, a
:matter-of -fact statement of one’s desires

| Making the target thirik that the agent’s way is

the target®s own idea

Stating that negative consequences. will occur if

| the agent’s plan is not accepted

1 drop hints. 1 subtly bring up

a :pOiflf.”
1 reiterate my point. T keep

| going despite all obstacles .”
| Both agent and target give up part of their{“More often than not we come
o0 a sort of compromise if
thereis a dlsagreemeht "

“1 get my way by convincing
others that my way is the
best™

Ei -at:'_gue:logi,ca!ly. I tell them all
| the reasons why my plan is the
|best.” .

“T snnply tell him what T
want.” :
“Tusually try to get my way by

making the other person fecl

that it is his/her idea.”
“T will tell him I will never

;.speak to him again if he
doesn’t do what T want.”
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APPENDIX G

THE QUESTIONNAIRE

Asapadaki  anketin sonuglan Ortadogu Teknik Universitesi Igletme Boliminde
yiiriitillen bir yiksek lisans tezi i¢in kullamlacaktir. Yamtlayanlanin kimligi kesinlikle gizli
tutulacaktir.

Herhangi bir isteginizi elde etmek amac: ile galiymakta oldufunuz kurulus iginde,
sizinle aym_dizeydeki bir kiginin davrams seklini ve/veya disiince tarzim deBistirmek
icin asafnda belirtilen davrams bicimlerini hangi sikhikta kullandsgimzi litfen uygun kutuya
isaret koyarak ([<) belirtiniz.

Her zaman Sik Sik Bazen Ender  Higbir zaman

1. Yeteneklerine meydan okuyarak, onu

hirslandirdim. (“Bence sen bu isi yapamazsm”, = = = = o

dyerek).......ocooiiiiiii
2. Karsimdakini etlkilemek amact ile bazi

diigiincelerimi ondan sakladim........................ o D B = =
3. lstegimin neden olabilecegi problemleri

anladiZim ona belli et .......oooccrerross s o = =
4. Istegimi yerine getirinceye kadar onunla

calismaktan kagindim ve/veya isimi O 0 O 0 0

afardan aldim. ...
5. Omu girmezden geldim ve/veya ona

atkadasca davranmayr kestim.................... H 2 = o o
6. Istedigim isi yapmass durumunda yardim

etmeyl tekhif ettim. ... o = = = =
7. [lstegimi dile getirirken algakgoniilhi

(W] a a a O

bir sekilde davrandim.............o.cooooinnininiinninn



Her zaman Bik Sik Banm Ender  Highir zaman

Yardimuna ihtivacim oldugunu belirttim. ........... () O o (m] O
Yapilmasim istedifim ig igin ona zaman

st koydum............oooi = = a o a
. Istegimin desteklenmesi igin diger ig

arkadaglanimn destegini kazandm................ = 2 & B 2
. Mantiksal bir siire¢ icinde onu ikma

etmeye cahstom............... el iR ainning = O = = o
. Istegimin alunda yatan nedenleri sakladim

ve/veya bu konudaki gerceklen carpittim........... Z = B = o
. Isimde yetenekli ve basanh oldugumu

O TCAMIRIBREIN. ... .. .. i iiesioni s i o Q Q =, & &

Istegimi karsimdakine stylemeden once

ona arkadasea davrandim...................ccooenee. 1 = Q - g

Kendisinden dnceden rica ettifim igi

yapmasini talep etiim... ... 2 = o Q =
. Ona, isin kendisine soylendigi sekilde

yapmasimu ya da daha iyi bir vol 0 o 0 a a

onermesini sOYIBdim_ ..o

Ustlerimin gayri resmi destegini alarak

istegimin yerine gelmesine caligtum................. = o B o o
. Ne yapilmas: gerektifini anlamamus gibi

o el s o O o O O

tizere gonilli olmasim sagladm..............
. Yapilmasiu istedifim seyi kendisinin

kararma birakiyormus gibi davrandim............ = a a8 4 D
. Oma istefimi agtklayan bir not yazdim.............
. Ona, gecmiste kendisine yaptifim

iyilikleri hatdatm..............coccrvevcricir i L = O O =

Kibar bir gekilde istekte bulundum a a O O O
. Kurallara uwymas1 gerektigini styledim................ 0 & O O =]
. Istegimin altinda yatan nedenleri agiklacim....... | o ) o g
. Istepim konusunda astlaninun velfveya destek

elemanlartn destegini aldim...................... H o o D 0
. Kendisini gorilsmesi igin iistiime

el e n i s v e O = = O =

Ona gerekeni yapmamasi duramunda ig

yasantisiin tehlikeye girecegini soyledim......... = o o o O



Her zaman ik Sik Bazen Ender  Highir zaman
28.Bir tir deistokus Onerdim (Or: “Eger
bunu benim igin yaparsan, ben de ileride

(] ) () a o

senin igin bir sey yapanm™)...............oee
29.0MU SVAIM. ......ooovernrrieeiesecinsien i O O () =] a
30. Yapmasim istedigim igin ¢nemini abarttim........ o 0 m} O O
31.Kendisine goriis agimu destekleyen bilgileri

SUNAUIM. ... 2 = O = =
32.Fikirlerimi hakh ¢ikartan detaylh bir

plan kaleme aldim.............ocoooiviminiinaneninane = = = = 0
33.Kendisiyle konu hakkinda viiz

LT S &l = o 2 d
34 Kargtlikh taviz vererek mesele iizerinde

uzlagma teklif eHtim. . ... 2 = B O o
35.0mna, istedigim seyi tekrar tekrar

BBEAIIL ...t il L 5 & B
36. Kendisini ¢nemli hissetmesini sagladim

(Or: “Bu ig yapmak igin gereken yetenek £ 5 - - O

gadece -oEnde VAIT)... ... ooiassminn s
37.Ona, istegime uymamast durumunda bagka

bir kurolugu uyaracagum stiyledim..................... = = = = G
38. Istefime uyana kadar onunla

cabsamayacaguinu sdyledim..............occoovoveveincnnnnn .. E = = =
39. Istefimi yapmast karsihgmda kigisel

bir dzveride bulunmayr teklif ettim

(Or: Geg saate kadar calismak, onun (| O a (W] a

payma dien igi yapmak)..............ccooooererieiennnnn.
40, Istegimi saka yollu hatirlattim..............c.c..oocev... o O m o O
41.Istegimi yapana kadar omu siagtrdim............... O o m| | m]
42 Kizginhfinm sozler ile ifade ettim................ O 0 (| ] O
43.Ona kigisel iyilikler yaptim................ccoooininn o 0 0 O o
44 Onun istekte bulundugum resmi bir

toplantiva gelmesini safladim.............cccociicinns = O d a =
45.0nu, karar verme sirecine dahil ederek -] O O

etkilemeye galistum.
46 istegim komusunda fist diizey yoneticilere

resmi bir bagvurn yaplim, ... = 0 = = =
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Kisisel Bilgiler:

Cinsiyetiniz: Yas grubunuz:

Erkek [] 20 yasve alt ] 41-50 yas arast dJ

Kadin [} 21-3G yas aras1 O 51-60 yas arass O
31-40 yas arasi ] 60 yas iistii O

Efitim Diizeyiniz:

Kurulug icinde gireviniz:

Tikokul/Ortaokul
Lise
Universite

Yiiksek lisans ve iistii

o0 o0

Memwr/Ofis gorevlisi

Profesyonel eleman (Mithendis,
finans uzmam, doktor, vs.)
Yoénetici (Alt ve orta kademe)

Ust diizey yonetici

ooo0 Ood

Damgman

Zaman ayinp, anketi yamtladifiniz igin tesekkiir ederim.

Burak Kéylioglu

ODTU lsletme Béliimii yiksek lisans grencisi
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APPENDIX H

ENGLISH VERSION OF THE QUESTIONNAIRE ITEMS

1. Challenged his/her ability (‘I bet you can not accomplish that’).

2. Concealed some of my thoughts in order to influence him/her.

3. Showed my sympathy about the added problems that my request may
cause.

4. Avoided from working with him/her or engaged in a work slowdown until
he/she did what | wanted.

5. Ignored him/her and/or stopped being friendly.

6. Offered to help if he/she would do what | wanted.

7. Acted very humbly to him/her while making my request.

8. Showed my need for his/her help.

9. Set a deadline for himmher to do what | asked.

10.0Obtained the support of co-workers to back up my request.

11. Used logic toc convince him/her.

12. Distorted or lied about the realities or reasons related to my request.

13. Proved my competence to him/her.

14. Acted in a friendly manner prior to asking for what | wanted.

15. Requested him/er to do what | asked for.
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18. Told him or her that the work must be done as ordered or he or she
should propocse a bhetter way.

17. Obtained the informal support of higher-ups.

18. Pretended not to understand what | needed to be done so that so that
he or she would volunteer to do it for me.

19. Pretended | was letting him or her decide to do what | wanted.

20. Wrote a memo that described what | wanted.

21. Reminded him or her of past favors that | did for them.

22. Asked in a polite way.

23. Stated that he/she must obey the rules.

24. Explained the reasons for my request.

25. Obtained the support of my subordinates and/or the staff personnel to
back up my request.

26. Sent him or her to my superior.

27. Told him/er that his/her job security would be in jeopardy unless
he/she did what he/she should do.

28. Offered an exchange (e.g. if you do this for me, i will do something for
you).

29. Praised him or her

30. Inflated the importance of what | wanted him or her to do

31. Presented him or her with information in support of my point of view.

32. Wrote a detailed plan that justified my ideas.

33. Had a showdown in which | confronted him or her face to face.

34. Offered compromise over the issue (I gave in a little),

35. Repeatedly reminded him or her about what | wanted.

36. Made him or her feel important (“only you have the brains, talent to do
this™).
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37. Threatened to notify an outside agency if he or she did not give in 1o
my request.

38 Threatened to stop working with him or her until he or she gave in.

39 Offered to make a personal sacrifice if he or she would do what |
wanted (e.g. work late, do his/her share of work)

40. Reminded my request by kidding him/her.

41. Become a nuisance (kept bugging him or her until he or she did what
| want.)

42. Expressed my anger verbally.

43, Did personal favors for him or her.

44. Had him or her come to a formal conference at which | made my
request.

45. Tried to change his/her opinion by including him/her to decision
making process.

46. Made a formal appeal to higher levels to back up my request.
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APPENDIX 1

THE ORGANIZATIONS THAT HAVE CONTRIBUTED TO THE
RESEARCH
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APPENDIX J

SAMPLING DETAILS

Distribution of Respondents with respect to Sector

Distribution of Respondents to Job Level Status

119



Distribution of Respondents with respect to Age

Distribution of Respondents with respect to Educational
Background
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APPENDIX K

MEAN FREQUENCY OF FACTORS
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