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Computer Engineering Department, METU

Assist. Prof. Dr. Çiğdem Turhan
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ABSTRACT

COIL SENSITIVITY MAP CALCULATION USING BIOT-SAVART LAW AT
3 TESLA AND PARALLEL IMAGING IN MRI

Esı̇n, Yunus Emre

Ph.D., Department of Computer Engineering

Supervisor : Prof. Dr. Ferda Nur Alpaslan

March 2017, 82 pages

Coil spatial sensitivity map is considered as one of the most valuable data used in

parallel magnetic resonance imaging (MRI) reconstruction. In this study, a novel sen-

sitivity map extraction method is introduced for phased-array coils. Proposed tech-

nique uses Biot-Savart law with coil shape information and low-resolution phase im-

age data to form sensitivity maps. The performance of this method has been tested in

the parallel image reconstruction task using sensitivity encoding technique.

In MRI, coil sensitivity maps are complex-valued data that are typically represented

with two components: phase and magnitude. In the proposed method, the phase infor-

mation is retrieved from low-resolution central k-space signal data and the magnitude

information is calculated using Biot-Savart law. Under the quasi-static assumption

and using the duality principle, the spatial sensitivity maps of a head coil was com-

puted for using parallel MRI reconstruction.

In our experiments, volunteer and phantom scans were obtained using a 32-channel
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head coil and full field of view images were reconstructed using the proposed method.

Experiments show that the resulting image qualities are higher than the ones obtained

by the existing methods that use sensitivity maps calculated only from low-resolution

image data. Moreover, several simulations were conducted using an electromagnetic

simulation software tool to theoretically prove the success of the proposed technique.

These simulation results indicate that the success of our method depends heavily on

the size of the coil elements.

Briefly, a new method for calculation of coil sensitivity is introduced which increases

the image quality and homogeneity while reducing the artifacts.

Keywords: MRI, coil sensitivity profiles, parallel MRI, phased array coil, MRI in-

homogeneity correction
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ÖZ

BİOT-SAVART YASASI KULLANARAK BOBİN HASSASLIK
HARİTALARININ HESAPLANMASI VE MRG’DE PARALEL

GÖRÜNTÜLEME

Esı̇n, Yunus Emre

Doktora, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Ferda Nur Alpaslan

Mart 2017 , 82 sayfa

Uzamsal anten duyarlılık haritası, paralel manyetik rezonans görüntüleme (MRG)

tekniğinde kullanılan en değerli veri olarak kabul edilir. Bu çalışmada, faz dizili bo-

binler için yeni bir duyarlılık haritası çıkarma yöntemi önerildi. Önerilen teknik has-

saslık haritasını oluşturmak için Biot-Savart yasası ile bobin şekil bilgisini ve düşük

çözünürlüklü faz görüntü verisini kullanmaktadır. Bu yöntemin performansı paralel

imge oluşturma görevinde hassaslık kodlama tekniği kullanılarak test edildi.

MRG’de, bobin duyarlılık haritaları tipik olarak iki bileşen (faz ve miktar olarak) ile

temsil edilen karmaşık sayılardan oluşan bir veridir. Önerilen yöntemde, faz bilgisi

düşük çözünürlüklü merkezi k-uzayı sinyal verisinden çıkarılır ve büyüklük bilgisi

ise Biot-Savart yasası kullanılarak hesaplanmaktadır. Paralel MRG yapımı için, yarı-

statik varsayımı altında ve dualite prensibi kullanılarak, faz dizili bir kafa koilinin

uzamsal duyarlılık haritaları hesaplanmıştır.
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Deneylerimizde, 32 kanallı bir kafa bobini kullanılarak gönüllü ve fantom taramaları

elde edildi ve tam görüş alanı görüntüleri önerilen yöntem kullanılarak oluşturuldu.

Deneyler gösteriyor ki ortaya çıkan görüntü kaliteleri, sadece düşük çözünürlüklü

imge verilerinden hesaplanan duyarlılık haritaları kullanan mevcut yöntemlere göre

daha yüksektir. Dahası, önerilen tekniğin başarımını ispatlamak için bir elektroman-

yetik simülasyon yazılım aracı kullanarak çeşitli simülasyonlar yapılmıştır. Bu si-

mülasyon sonuçları gösteriyor ki bizim yöntemimizin başarımı ağırlıklı olarak koil

elemanlarının büyüklüğüne bağlıdır.

Kısaca, görüntü kalitesini ve homojenitesini artırırken artifaktları azaltan, yeni bir

koil duyarlılığı hesaplamak yöntemi önerilmiştir.

Anahtar Kelimeler: MRG, koil duyarlılık profilleri, paralel MRG, faz dizili koil,

MRG homojensizlik düzeltimi
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CHAPTER 1

INTRODUCTION

In this doctoral study a novel technique for the construction of better coil spatial

sensitivity maps is introduced in order to improve the quality of the images produced

from the MRI scanners. Parallel image reconstruction and coil inhomogeneity

correction in MRI were selected for the application area of our technique. This

technique uses coil internal shape information and Biot-Savart Law. It is tested at

magnetic field strength of 3 Tesla and can be used in lower magnetic fields as well.

1.1 Motivation

There is no doubt that health is one of the greatest assets of any living creature. There-

fore, any improvement in health care has a great importance for us. This is the very

first motivation that we had while starting this study.

Today, there exists a wide range of medical imaging systems. Each has its own mo-

tivation area in terms of diagnosis. Some of the well-known imaging systems are:

X-Ray, CT, Tomography, MRI, Ultrasound, Endoscopy, and Thermography. There

are also some others which are not familiar to most of us since either their usage

areas are very limited or they are not that useful.

A list of popular medical imaging devices and their descriptions are provided in Table

1.1. Among all these systems, currently, MRI is the most advanced and flexible tool

in terms of imaging capabilities in medicine. It can provide cross sectional images of

the body internals (organs, tissues and structures) in any orientation, while the others
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Table1.1: List of Medical Imaging Devices

Medical Imaging Device Description
Magnetic Resonance Imaging (MRI) The technique which make use of magnetic fields

and radio frequencies to make pictures of tissues
and structures inside the body ([2]).

Nuclear medicine In this technique, radioactive substances are taken
from the patient and the radiation emitted from
these substances are captured from external de-
tectors. The signal data is then transformed into
images ([3]).

Ultrasound Sounds with a frequency of higher than the upper
audible limit (above 20,000 Hz) of human hearing
is used for visualizing the tissues and organs ([4,
5]).

Elastography Medical imaging technique which aims to find the
elastic properties of soft tissues. The main work-
ing principle of this technique is that: it creates a
distortion in the tissue and then observe and ana-
lyze the response ([6]).

Tactile imaging Similar to the Elastography, the main aim is to
measure the elasticity, hardness and stiffness of
the corresponding tissues ([7]).

Photoacoustic imaging In this technique laser pulses are delivered into
the tissues and some of the energy is absorbed
which produces heat. The heat generates ultra-
sonic waves which are detected from the sensors
and then converted into images ([8]).

Thermography Thermal cameras are used to detect the radiation
in the long-infrared range of the electromagnetic
spectrum. In this technique the thermal changes
over the body is detected which indicates the
metabolism rate and shows the signs of some of
the illnesses([9, 10, 11, 12, 13]).

Tomography Tomography aims to image a single plane or slice
of an object. Either conventionally or computa-
tionaly the internal structures of the human body
can be visualized using this technique. Most of
the time ionizing radiation (X-Rays) are used for
determining the internals of the subject ([14, 15,
16]).

Echocardiography This technique uses either 2D or 3D doppler ultra-
sond to visuealize the hearth ([17]).

Functional near-infrared spec-
troscopy

For collecting information about the functional
propoerties of neurons in this technique near-
infrared spectroscopy is used ([18, 19]).
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cannot. According to [20], MRI provides the most important diagnostic information

which cannot be obtained from any other medical imaging techniques. In addition,

MRI examinations do not involve the use of ionizing radiation and therefore, MRI is

relatively safe when compared to the rival medical imaging devices such as Tomogra-

phy and X-Ray. Moreover, as people become conscious about the side effects of the

medical imaging devices, they hesitate over the usage of these system. Fortunately,

MRI technique is not one of these techniques and in the future, its usage will con-

tinue to increase. A detailed analysis of MR machine and its effects on human body

is given in [21]. Briefly, MRI is not only one of the safest technique, but also the most

advanced one in terms of imaging capabilities. All these make MRI very important.

MR is a medical imaging device which uses the magnetic field and radio waves to

create internal pictures of the body ([22, 23]). [24] and [25] give details of MR

machine and MRI. A sample MR machine, which is the one that we used for this

study, is given in Figure 1.1.

The basic working principle of an MR machine is as follows:

• MR creates a strong magnetic field around the imaged body and it uses the

protons (hydrogen atoms) inside the tissues to create signals.

• First an RF energy is given to the imaging body temporarily in specific condi-

tions (for example at a proper resonance frequency).

• Then the exited hydrogen atoms emit the given energy as a radio frequency

signal which is received and measured from coils.

• Finally, this information is then processed and converted into MR images which

are used for medical purposes.

A detailed explanation of how an MR machine works and the operational modes that

are useful for clinical applications are explained in [26, 27].

Currently MRI technique is used in investigation and staging of a wide range of dis-

eases. Using MR machines, almost all systems of our bodies (such as central nervous

system, cardiovascular system, musculoskeletal system, liver and the gastrointestinal
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system) can be visualized for detailed analysis of possible illnesses. To illustrate, for

the cancer patients, using MRI, diagnosis, staging, and follow-up of the tumors can

be possible. Moreover, with functional MRI (fMRI), brain responses for the external

stimuli can be investigated [28]. Furthermore, with MRI spectroscopy [29] biochem-

ical information of the tissues can be obtained and its application areas are given in

[30].

There are lots of different usage areas of MRI. Some of the possible reasons for the

need of an MRI examination is given in [31]. In short, MRI has a wide range of

application areas in medicine and it is one of the most advanced medical imaging

system in terms of the image quality it provides and the body parts it can visualize.

Figure 1.1: MR machine used in this study
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1.1.1 Computer Engineering and MRI

Even though Physics and Electrical & Electronics Engineering are the two major

disciplines that are interested in the improvement of MRI technique, Computer Engi-

neering can also provide significant contributions to this research area. Since the MR

machine is a kind of imaging device, some of the image and signal processing tech-

niques available in computer engineering can be used for the construction of better

quality images. In addition, such methods can be further improved or new techniques

can be developed for the enhancement of MRI to increase the quality of the images

produced.

1.2 Problem Definition and Scope of the Thesis

An MRI examination can take several minutes to hours depending on the scan config-

uration, number of slices, size of the area being scanned and the specifications of the

machine. In addition, depending on the patient’s condition, long scan duration can

cause negative effects on the body of patients both mentally and physically. [32, 33]

mentioned about health, biological and physiological effects of MRI on human body.

[34] listed the safety issues regarding to MRI examinations. According to these stud-

ies exposure duration and the magnetic field strength are the two important factors

that may have negative side effects on human body. Therefore, the techniques for

decreasing the exposure duration is currently the focus of several scientists working

in the research area of MRI.

Unfortunately, current MRI machines have already reached their physical operation

speed limits and scientists have been looking for alternative ways. In order to further

increase the MRI examinations, in the last decades, parallel imaging methods in MRI

have been developed to solve the speed problem. Using these techniques, the speed of

acquisitions can be increased not just physically but also computationally. Therefore,

they are independent from the physical capabilities of MR machines.

The parallel imaging techniques in MRI world are called as parallel imaging in MRI

(pMRI). By applying pMRI methods, imaging speed of an MR examination can be
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increased in several folds [35]. Until now, scientists have developed a large number of

pMRI methods. However, there is still much to do in this area, and therefore, pMRI

is still one of the hot topics in MRI research world.

Figure 1.2: pMRI with phased-array surface coil. In the figure, human represents the
patient, rings represent the coil channels and the cube represents the pMRI method
processor which collects the information from all channels which are merged to form
the reconstructed image.

The main idea behind pMRI is that, instead of collecting signal information from

one channel of a phased-array coil in a long period of time, the data is collected

from all channels in a short amount of time simultaneously. Then, by using parallel

imaging techniques, the collected information is merged to construct the final images.

Therefore, in order to apply pMRI, one of the most important prerequisite is the usage

of multi-channel receiver coils in the MR examinations. Figure 1.2 illustrates how

pMRI technique is used with a phased-array surface coil.

As expected, in the last decades, scientists concentrated on the development of phased-

array coil systems, besides the single channel coils. Currently, phased-array coils are

becoming popular and they are used in MR machines for several purposes in many

hospitals. In addition, as stated in [36], using phased-array coils cannot only decrease

the time needed for MRI examinations but also can cover a wider area in one scan.

Moreover, it increases the signal to noise ratio (SNR), and thus, image quality can be

improved significantly.
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1.2.1 Parallel imaging in MRI

According to [37], parallel MRI works by acquiring a reduced amount of signal data

with an array of receiver coils. Since the collected data is decreased by skipping

some of the lines (i.e. under-sampling) in signal space, the scan speed is increased

accordingly. However, the under-sampling leads to aliased/folded-over images when

the signal space is transformed into the image space. Afterwards, parallel imaging

algorithms can be used for unfolding the overlapped images and this process aims to

reconstruct artifact-free, full versions’ of the images. Some of the parallel imaging

techniques reconstruct the images in image domain (such as SENSE [38]), but some

others do this operation in the signal domain (such as GRAPPA [39]).

Parallel MRI techniques consist of several steps of algorithms and their main aim

is to combine information coming from each coil channel of a phased-array coil to

come up with a final image. Even though there are significant differences among

existing parallel MRI methods, all use the same crucial data: coil spatial sensitivity

information. This data is mainly used for unfolding the overlapped images because

of the under-sampled k-space (Figure 1.3) [40, 41] data. The information inside the

overlapped/merged pixels are separated according to the coil sensitivity ratios of the

actual pixel positions in the unfolded image.

Coil sensitivity is a complex-valued data and its value at a point in the space is the

coil response at that location. Depending on various reasons such as: the coil shape,

location and the imaging objects internal properties, sensitivity value of a coil at a

point in the imaging space changes. Therefore, construction of images (without any

post process) by using solely the signal data which is collected by coil channels can

cause non-uniform images.

In the large body coils which are installed in the magnet of MRI machine spatial sen-

sitivities are almost uniform in lower magnetic fields (B0 ≤ 1.5), but in surface coils,

and especially in small-sized coils, sensitivities have different non-homogeneous char-

acteristics. In addition, in case of coils with complicated internal shapes and higher

magnetic fields (B0 > 1.5 Tesla) of the MR machines, the in-homogeneity becomes

a serious problem. This issue can cause significant artifacts in the images depending
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Figure 1.3: k-space. The raw MR signal data is held in this coordinate system. Hori-
zontal axis is for frequency of the signal and vertical axis is used for the phase infor-
mation of the signal data.

on the sensitivity variations over the imaging region. These artifacts are very common

and can decrease the quality of the images remarkably, especially in the ones which

are reconstructed by parallel MRI techniques.

1.2.2 MRI Image In-homogeneity Artifact

In-homogeneity problem is the slow intensity variations on the same tissue image

and it is independent from the body internals. This problem can be caused from

several reasons such as: RF in-homogeneity, static field non-uniformity or sensitivity

variations of the coils. In this study, we focused on the RF in-homogeneity problem

which is caused from the coil sensitivity variations. If the coil spatial sensitivities are

found precisely in the imaging space, this problem in the images can be eliminated

by applying normalization operations using spatial coil sensitivities and the collected

signals. That is, the signal magnitude at all positions in an imaging space is divided
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by the corresponding sensitivity values to normalize the signal at all locations. Thus,

homogeneous and better quality images can be obtained.

In-homogeneity artifacts in the MRI images become more apparent when surface

coils are used, especially in higher fields (B0 ≥ 3). In such cases, these artifacts

cause trouble especially in image segmentation, registration and parallel image recon-

struction processes. Therefore, even if there is no parallelization in the MRI scans,

finding the coil spatial sensitivities will have great importance on the correction of

coil in-homogeneities.

Figure 1.4 illustrates an MRI image of a uniform phantom. Normally the imaged

object should have a homogeneous intensity in all over the regions (a more uniform

image is formed by the MR machine is shown in Figure 1.5) however, because of the

coil spatial sensitivity variations, phantom image doesn’t have a uniform color.

Figure 1.4: In-homogeneity caused from coil sensitivity variations.
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Figure 1.5: Homogeneous phantom image.

1.2.3 Focus of the study

In this study, MR coil sensitivities are found using their 3D internal wire shape in-

formation. In most of the previous studies, the sensitivities are found using low res-

olution reference scan data. In this study, this data and the coil shape information

are combined to provide much better maps instead. Therefore, the focus was on the

combination of scan data and physical shape data.

The coil sensitivities of a commercial phased-array head coil [1] is found and the

success of the method is proven by comparing the results with those obtained by the

well-known parallel MRI methods. In addition, the computed sensitivity information

is used to correct the coil intensity in-homogeneities in the images taken using this

head coil.

Basic flow of the processes in the proposed method is shown in the figure 1.6). First

the coil sensitivities are found using the 3D geometry information of the coil channels

then the MRI examination is performed. If the scan is in accelerated mode the next
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step is finding the combined coil sensitivity maps and applying parallel image recon-

struction techniques. However, if the scan is in normal mode the calculated sensitivity

maps are used for intensity inhomogeneity correction. In each case higher quality im-

ages are produced when compared to the machines’ outputs. Once the sensitivities

are found using the coil shapes it can be used in future scans. Details of each step is

explained in chapter 4.

Figure 1.6: Process flow chart of the proposed method.
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1.3 Contributions of the Thesis

In almost all parallel MRI methods, coil spatial sensitivity information is found from

the estimations using low-resolution signal data in each scan on-the-fly (i.e. within

the MR examination). In non-parallel scans, coil sensitivities can also be found by

similar estimation processes and used for fixing intensity variations during the image

construction processes.

In this study, a new coil spatial sensitivity map extraction method is introduced. This

technique has two major steps. The first step is computing the spatial sensitivities

using coil shape information and Biot-Savart law. The second step is combining the

found map with the one estimated from low-resolution scan data. Thus, the map found

from two different processes are combined and, therefore, a better estimated map in-

formation is obtained. Currently, this method was proposed for spatially fixed phased-

array coils but it can be extended to many coils after applying a pre-processing. In

addition, the first step of our method is processed once but it can be applied to the

scan data in every MRI examination as many times needed.

1.4 Outline of the Thesis

In Chapter 2, related studies which are found in the literature survey are given. In

this chapter not only the studies, but also their advantages and disadvantages are dis-

cussed. In Chapter 3, we present the theory behind this study. Chapter 4 explains

our methodology and gives several illustrative samples. To show the success and

effectiveness of our method, several experimental setups were prepared which are ex-

plained in Chapter 5. In Chapter 6, the results of our method are discussed in detail

and compared with the outcome of the existing similar studies in the literature. Fi-

nally, in Chapter 7, the conclusion gives the final remarks, proposing possible related

future studies.
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CHAPTER 2

LITERATURE SURVEY

This thesis study concentrates on both parallel imaging and intensity in-homogeneity

problem of gray-scale images in MRI. This chapter analyzes the related studies in the

literature in two sections. They are:

• Parallel Imaging in MRI

• Intensity In-homogeneity Correction in MRI.

2.1 Parallel Imaging in MRI

There are several improvement areas of MRI technology. Among all these areas, the

most important ones are related to image quality and scan acquisition speed. There

are lots of studies in the literature aiming to make improvements on these areas. While

some of the studies concentrate on acceleration of the MRI scans, some others focus

on the improvement of image qualities, or both. Scientists made contributions in

these areas with providing new hardware designs and developing new software based

solutions in MRI scanners.

Before the studies [42] and [43], scientists made various contributions on MRI scan-

ners to speed up the scans by using single receiver coils. However, due to the phys-

ical limitations, MRI scanners have already closely reached their operational speed

limits. Since the speed improvements in single coil strategy has reached its limits,

multiple receiver coils have recently been introduced. Some of the earliest studies

which brought out the usage of multiple receiver coils are [42] and [43]. Their main
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idea was, instead of receiving signals from a single receiver coil, the combination of

information gathered from multiple coils could increase the quality of the images.

This idea has been successful, so that, scientists working in this area focused mainly

on the usage of multiple receiver coils in MRI examinations and until now they have

made lots of improvements in the area of MRI.

Usage of multiple antennas is specific to MRI technology. Actually, there are a wide

range of usage areas. In the literature this technique is called as phased array. Nu-

clear magnetic resonance imaging [44], radar technology [45], antenna theory [46],

optics [47], radio-frequency identification (RFID) [48], ultrasound technology [49],

space industry, military ... etc. are all usage areas of phased array methodology.

One of the greatest techniques came along with the usage of multiple coils simultane-

ously to speed up MRI image acquisition process. By combining the signal collected

from each channel of a phased array coil, the speed can be increased significantly. In

addition, usage of multiple coils simultaneously provides collection of more signals

and coverage of wider areas in a single MRI scan besides the speed up. This tech-

nique is called as parallel imaging in MRI (pMRI). It is a combination of hardware

and software based solutions.

Parallel imaging methodology contains all of the data combination techniques where

the data is collected from different kind of sources in MRI. [35] and [50] give the

basics of parallel imaging techniques in MRI. Basically, pMRI methods reconstruct

the images by merging the signal information collected from each coil in a multi-coil

receiver system. In the merge operation, spatial sensitivity information of each coil

is used to form the final images. In normal (not accelerated) image acquisitions coil

sensitivities define the mixing ratio of each channel’s signal data. But in accelerated

mode, coil sensitivities are also used for unfolding the overlapped images. In accel-

erated modes, the acceleration in the scan comes from the reduced acquisition times

which requires less signal data in an MRI examination. The missing information, be-

cause of the accelerated scan, is then compensated from the coil spatial sensitivities.

Therefore, in pMRI, finding the coil sensitivity map information is crucial.

Some of the earliest studies on pMRI are [51], [44], [52] and [53]. Until 1997, the

studies on pMRI were not put into use on commercial MRI scanners. However, with
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the study [54], pMRI became available on MRI machines. Currently, four of the

well-known pMRI techniques, which are also commercially available for clinical use,

are SMASH [54], SENSE [38], PILS [55] and GRAPPA [39]. A detailed analysis of

these four methods are given in [56]. In addition, among all, SENSE and GRAPPA

are the two most important (state-of-art) pMRI methods.

2.1.1 Parallel MRI in Image and Frequency Domains

In the literature, there are hundreds of studies about pMRI. Even though each method

has its own way of reconstruction, all of the studies can be categorized in three main

groups. These groups are as following:

• Image domain pMRI methods

• Frequency domain pMRI methods

• pMRI methods on both image and frequency domains

In the following subsections, each of these category studies are examined.

2.1.1.1 Image Domain pMRI Methods

Parallel imaging methods in this category solves the overlapping problem caused by

accelerated scans in image domain. Therefore, the first step is to transform the signal

data into image data. This transformation is done by applying Fourier transformation.

In image domain pMRI techniques, image is handled as a collection of pixels. In

the overlapped regions, pixels contain information from more than one region of

the imaging subject. Figure 2.1a shows a folded over image and the pixels in the

overlapped regions illustrate the ones which contain cumulative information of the

corresponding 2 pixels in the unfolded version of the same image as in Figure 2.1b.

Scientists have developed several approaches to solve the overlap problem and their

main aim is to separate the information in each pixel containing the accumulated data

from different parts of the imaged subject and, thus, the final unfolded images are

generated.
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The best samples of image domain methods are SENSE and PILS. There are also

other studies which concentrated on the improvement of these two methods. Some

of the studies that concentrated on image domain solutions are [57], [58], [59], [60],

[61], [62] and [63].

2.1.1.2 Frequency Domain pMRI Methods

Contrary to the image domain methods, this category works on a signal domain. In

accelerated scans, some of the lines in k-space (some of the phase encoding signal

lines) are missed, which is the main reason behind the speed-up. Frequency domain

parallel MRI methods aim to estimate these missing lines using the collected ones.

In frequency domain category, methods GRAPPA and SMASH are the well-known

ones. There are also several other methods in this category. For example, studies:

[64], [65] and [66] made improvements on SMASH and [67], [68], [69] and [70]

made improvements on the GRAPPA method.

2.1.1.3 pMRI Methods on both Image and Frequency domains

While all the previous methods are separated according to the domains which they

work on, in the recent study [71] (ESPIRiT), the benefits of the famous two pMRI

methods (SENSE and GRAPPA) are combined.

2.1.2 Coil Sensitivity Extraction Approaches

As the studies [72] and [73] stated, in a parallel image reconstruction process, the

most important step is the calculation of coil sensitivity maps. While studies have

been categorized according to their working (image or frequency) domain, they can

also be categorized according to the data they use for coil sensitivity information.

Scientists have different approaches on this calculation. Some make the use of pres-

can signal data which is handled as the initial step in MRI examinations, while some

of them prefer acquisition of additional signal lines in k-space to estimate the coil

sensitivities. Some others use combinations of collected additional signal informa-
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tion and prescan data. In addition, in the scans where coil and/or table moves during

subsequent acquisitions in order to take a set of images (slices) of the object, coil

sensitivities can be extracted from all of collected signal data during the whole exam-

ination. However, the object should not move throughout the examination duration.

Otherwise the sensitivity data is affected from the object movements and will be use-

less.

Hence, the methods for obtaining coil sensitivities can be examined in four categories:

• Coil Sensitivity in Image Domain

• Auto-calibration Methods

• Prescan Combined Approaches

• Dynamic Coil Sensitivity Extraction

All of these categories are explained and the related studies in the literature are given

in the following subsections.

2.1.2.1 Coil Sensitivity in Image Domain

In accelerated scans, the missing signal lines in k-space resulted in aliased (folded

over) MR images. Clinically, such images are useless and therefore need to be un-

folded before they are interpreted by the radiologists. The folded images can be un-

folded using spatial sensitivity information of the coils. The methods in this category

work on the image domain. Therefore, their main aim is to reconstruct the images in

order to unfold the aliased images. Figure 2.1a illustrates a folded over image because

of missing lines in k-space data in an accelerated scan with an acceleration factor 2.

Figure 2.1b is the reconstructed unfolded version of the image which is generated

using the SENSE method.

In the image domain, pMRI method SENSE is the most popular one, and SMASH

is the second. These two methods are currently implemented in the MR machines’
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(a) Aliased image constructed because of missing
k-space data.

(b) Unfolded version of the image, which is recon-
structed with SENSE method.

Figure 2.1: Folded and unfolded version of trans-axial head slice.

software which are commercially available in the market. Other than these two meth-

ods, there are many other important studies on image domain. However, SENSE and

SMASH are like corner stones of the image domain techniques, because there are

lots of studies which specifically concentrated on the improvement of either SENSE

or SMASH.

The image domain pMRI method which is embedded in our scanner is explained in

[58]. It is a modified version of the SENSE and is commercially available with the

name of mSENSE. In our experiments, we compared our results with the outputs

produced by the mSENSE technique. After introducing mSENSE for commercial

scanners, the authors also made improvements on this method in study [59]. In this

study, by using reference lines, the SNR performance of mSENSE was improved.

Original SENSE method is also improved over time. For example, the author of

SENSE technique published a novel study [74]. In addition, an enhanced version of

SMASH was developed in [75].

In some of the earlier studies, the coil sensitivities were not directly used in pMRI.

For example, in study [76], scientists proposed a spatial adaptive matched filter for

coil array combination. Then, this method was used for reconstruction purposes in

pMRI [77]. However, in almost all other image domain approaches, coil sensitivity

maps were considered as one of most important data in parallel image reconstruction.

Even though there are different ways of finding these maps, one of the most common
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way requires additional data acquisition from a uniform coil (normally body coil).

In this approach, the images from the surface coil are divided by the uniform coil

images to find the coil sensitivities [38]. There are also other approaches on forming

coil sensitivities as in studies [78] and [79]. In these methods, instead of using an

additional uniform coil image, they found the surface coil sensitivities using signal

processing techniques, namely, wavelet denoising and smoothing.

Up to this point, we mentioned some of the methods which use coil sensitivity maps

in image domain pMRI. However, in study [80], images with sparse representations

were recovered from randomly under sampled data without using the sensitivity maps.

This method is based on mathematical theory of compressed sensing. This way, sci-

entists achieved better resolutions and accelerated acquisitions.

2.1.2.2 Auto-calibration Methods

Auto-calibration methods acquire the sensitivity information during (immediately be-

fore or after) the actual scans via collecting additional signal data. Thus, problems

caused by the motion of the patient after each scan session is diminished. However,

moves during the scan acquisition is still a problem. This technique is particularly

useful when the coil or the patient moves after each subsequent scan. For example,

in moving table acquisitions (i.e. imaging slice position is adjusted by table move-

ments), significant changes can occur among the sensitivities of each slice during the

whole examination session. In such cases, auto-calibration methods provide much

better results as the sensitivity data is calculated for each slice separately.

Auto-calibration methods require acquisition of extra signal data in each scan for

sensitivity calculation and this increases each individual scan time. Therefore, the

main motivation among the studies in this category is keeping this additional signal

data as small as possible. In these methods, a low resolution central full k-space data

is acquired as well as the interleaved high resolution actual accelerated scan data. The

former data is used for calibration and sensitivity map extraction and the letter is used

for production of the image data. Some of the well-known auto-calibration studies

in the literature are: AUTO-SMASH [64], VD-AUTO-SMASH [65], GRAPPA [39],

mSENSE [58], and the study in [81].
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Currently GRAPPA and mSENSE are the two methods that are implemented in com-

mercial MRI machines. They both uses auto-calibration lines, however, while GRAPPA

is a frequency domain technique, mSENSE is an image domain technique.

2.1.2.3 Prescan Combined Approaches

In prescan based approaches, the coil sensitivities are found by using both the body

coil and the surface coil signal data [38]. In this approach, in order to find sensitivity

map of a slice, surface coil image of a slice is divided by the body coil image of the

same slice (which is assumed to be uniform). Details of this process are explained

in [35]. Moreover, since a uniform image is available, prescan data can also be used

for solving coil in-homogeneity problem in the images. This process is explained in

[82]. In lower magnetic fields (up to 1.5 Tesla) body coil images are almost uniform

therefore the sensitivities can be found correctly. However, as the strength of mag-

netic field increases (equal or greater than 3 Tesla) uniformity assumption of body

coil images fail. Since the noise is inevitable in both coil images, division process

causes additional errors resulting in artifacts.

Unlike the lungs and the heart, the head is not a regularly moving organ, and if pos-

sible, patient can be asked not to move his/her head during the entire examination

process. If this can be done by the patient, prescan will be an option to estimate

the coil sensitivities at the beginning of the examination and can be used afterwards

(in the entire scan process). However, there is always a risk that patient can change

his/her head position and this requires additional prescan. In case of the movement

the computed sensitivity maps will be invalid and they should be recalculated with ad-

ditional prescan session. Moreover, the movements should be tracked and the prescan

data should be renewed after each movement.

In [83], the advantages and disadvantages of auto calibration methods have been dis-

cussed. The authors mentioned that the coil elements are becoming smaller with

phased arrays. In the examinations where small coils are used, any coil position

change during examination process affects the sensitivities significantly and move-

ments of the scanned subject during the entire MRI examination cause crucial prob-

lems.
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(a) First image frame of adjacent slices (b) Second image frame of adjacent slices

Figure 2.2: a) Adjacent k-space data for first and second MR slices in dynamic ac-
quisition. Missing lines are shown as dashed lines. Using adjacent slice information,
coil sensitivity can be found by merging the two k-space data.

2.1.2.4 Dynamic Coil Sensitivity Extraction

Compared to the previous coil sensitivity calculation techniques, dynamic coil sensi-

tivity calibration approach is relatively new. This method can be used if more than

one MR slice is going to be taken into account and the coil (either itself or with the

patient table) is moving during image acquisitions. This way, the missing lines are

scanned in the adjacent slice acquisition, therefore, these lines can be found by merg-

ing the information in the adjacent frame signal values. The acquired and missing

lines in each slice are shown in Figure 2.2. The missing even numbered lines are re-

placed in the next slice. Thus, without the need of extra calibration lines, the required

coil sensitivities can be found by combining the two adjacent slice information.

The well-known methods using dynamic coil sensitivity technique are TSENSE [84]

and TGRAPPA [69]. As in SENSE and GRAPPA methods TSENSE is applied in the

image domain and TGRAPPA is used in the frequency domain.

The techniques in this category have some limitations. For example, the slice posi-

tions should be selected properly and all of them should be located in parallel. More-

over, since the techniques require coil movement in a particular direction, during the

movement, the subject should not change its position. Any change will result in arti-

facts in the reconstructed images. Furthermore, the movement in any direction cannot

be possible, therefore, slice positions and orientations are limited in these techniques.
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2.1.2.5 Discussion on Sensitivity Extraction Techniques

If the coil shape or position is fixed and the patient is not moving, prescan gives better

results in coil sensitivity extraction and, therefore, the parallel reconstruction. Since

this calibration step is done once at the beginning of the examination and is used in

all other actual scans, the time increase in an overall scan is very limited. In addition,

it is possible to create high resolution sensitivity maps by increasing the prescan res-

olution. However, this means additional time requirement for the prescan process. In

case of a change in the imaging subject or the coil position, the prescan process should

be repeated, otherwise, this causes significant changes in the sensitivities resulting in

images with artifacts.

An alternative option is getting some extra reference lines in each scan to estimate

the coil sensitivities but this increases the scan time considerably. This contradicts

with the main aim (increasing the speed of acquisition) of pMRI. Moreover, increase

in scan time may cause additional problems. For example, for the claustrophobic pa-

tients, the MRI examinations will be even harder. Moreover, in some cases, increase

in the time means exposure of the side effects of MRI (such as RF and its side effect

heat) for a longer duration, which is harmful to human body. Furthermore, as stated

in [85] and [86], since the reference lines provide low resolution images, they are

susceptible to Gibbs phenomena [87].

If the slices are going to be in the same orientation and the coil can be moved ac-

cordingly, then dynamic coil sensitivity methods will be better but they have also

limitations such as the subject should not move within the examination.

In short, depending on the examination conditions, the better method in terms of

coil sensitivity mapping may change and therefore the success of the parallel MRI

reconstruction. A recent study [37] reviewed the pMRI methods in different aspects.

2.1.3 The Proposed Parallel Imaging Approach

In this dissertation, we focused on a commercial head coil shown in Figure 2.3

(Siemens 32 channel Head Coil [1]) which is fixed to the patient table and is rigid
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in shape (i.e. it shape does not change in any condition and is not flexible). Since it

is stuck to the table, finding the coil position and then the image slice positions from

the table location information relative to the coil is a trivial problem. A novel method

is proposed for coil sensitivity computation to achieve the following aims:

• The provided method should minimally be affected by the patient movement

• The generated sensitivity maps should have at least the actual image resolution

• The method should not increase the MRI examination time

Although we worked on a head coil, the study can be extended to the other surface

coils. In addition, head imaging has a great importance in MRI. Head scans consti-

tute a significant percentage (22% in the United States [88]) of the MRI examinations,

and most of the available head coils are rigid and attached to the table. Moreover, for

claustrophobic patients, the most challenging scans are again the head scans. Ac-

cording to [89] and [90], head and nerve system MRI provide a more comprehensive

information than any other medical imaging technique and it is the most sensitive

scanning test of the head in clinical practices. Thus, any improvement on the quality

of head MR images and scans will have significant impact towards clique practices,

which is the main motivation behind this study.

Thus, all the methods for coil sensitivity estimation in the literature have several ben-

efits with unintended side effects. To solve this problem, we propose a novel method

to build coil sensitivity maps. Instead of estimating the coil sensitivities using addi-

tional accusations before, after, or during the actual scans, we directly calculate them

using the coil internal wire shape information. This new method is based on coil wire

position information and Biot-Savart Law (equation [1]). When the sensitivities are

found, unfolding the overlapped images caused by reduced k-space lines and fixing

surface coil image in-homogeneities become possible with the known pMRI methods.

Currently, this method can be used only when the coil position is known and fixed in

each scan during an examination like the head coils which are fixed to the table.
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Figure 2.3: Siemens 32 Channel Head Coil.

2.2 Intensity In-homogeneity Correction in MRI

Even though MRI is one of the most important medical imaging devices, it is not per-

fect in terms of the quality of the images that it produces. There are several artifacts

which degrade the quality of the images. According to the [91] some of the common

artifacts in MRI images are as following.

• RF Offset and Quadrature Ghost

• RF Noise

• B0 Inhomogeneity

• Gradient

• Susceptibility
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• RF Intensity Inhomogeneity

• Motion

• Flow

• Chemical Shift

• Partial Volume

• Wrap Around

• Gibbs Ringing

• Magic Angle

There are several reasons behind these artifacts, but, as we used a head coil, we con-

centrated on RF Intensity Inhomogeneity artifact which is directly related with this

hardware. It is caused from either non-uniform B1 field or, by nature, non-uniform

sensitivity profile of receive RF coils as in our coil ([1]).

While RF in-homogeneity artifact does not cause a significant problem in lower fields

( B0 < 3 Tesla ), in higher fields, this problem becomes apparent. Presence of the

artifact can affect the decisions of the radiologist on diagnosis and staging of sev-

eral diseases like cancer. In addition, artifacts reduce the quality of automated post

processing techniques such as image segmentation and registration which gives quan-

titative measurements on the images.

In the literature, there are several studies trying to solve this problem. Some of them

are post processing techniques, while some others are in-processing methods which

are applied during MRI acquisitions. A common way to fix the in-homogeneity prob-

lem is to find intensity correction maps, then applying these maps on the real images

to generate more uniform images. There are several ways to find these maps.

The first method is obtaining the maps from in vivo images. [92] is an important study

which illustrates this technique. It proposes a special excitation pulse to compensate

for RF in-homogeneities especially for brain images. According to the results of this

study, images acquired with this excitation pulse, without using intensity correction

algorithms, images can be segmented. Another study is [93], which uses two images
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with different flip angles (θ and 2θ) to fix the in-homogeneity problems. From these

two, first spatial distribution maps are created and then new images are corrected by

division process with the found spatial distribution maps.

The second method takes additional images on uniform phantoms from the scanner

to find the intensity changes over the imaging medium. There are several studies

using this approach to fix the image non-uniformities. For example, in the study

[94], a uniform phantom is used and the actual images are normalized by division of

phantom images.

The third method is estimating the correction maps by using statistical information

extracted from the images. A sample study in this category is [95] where, a simple

statistical based rapid correction algorithm is proposed. In this method, first, the

noise of the image is calculated and then, the average signal intensity of the non-

noise locations are determined and after these operations, the noisy part of the image

is filled with average intensities of non-noisy parts. When all these operations are

applied to the image, the final steps are smoothing and normalization of the image.

The fourth method is to create theoretical modeling approaches to find the maps. One

of the recent and important studies in this category is [96]. In this study, an iterative

and fast approach is proposed for in-homogeneity problem.

Each of these methods has its own advantages and disadvantages over the others.

A detailed review was given in [97]. There are also several other important stud-

ies on in-homogeneity problem such as [98], [99], [100]. [100] reviewed almost 60

studies and categorized them. According to this study and [98], the in-homogeneity

issue is not a completely solved problem and therefore in the future, will continue

to receive attention from scientists. [99] compares six of the well-known intensity

non-uniformity correction algorithms in different conditions especially in lower and

higher fields. According to this study, none of the methods performed ideally under

all circumstances but locally adaptive methods are better than the general ones.

To sum up, image non-uniformity is still a current problem in MRI images. Even

though there are several studies providing solutions to the problem, with the advances

in MRI technology (like higher magnetic fields and multi channel coils becoming
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available) the problem arises while the old approaches fail. For example, in higher

fields, uniformity assumption of B0 field fails therefore correction methods using di-

vision process fail as a result. Moreover, in multi-channel surface coils, the sensitivity

change of the RF receivers over the image is not always smooth. The reason for this

is that the image is constructed with the help of several coil elements. Since the sen-

sitivity changes of receive RF coils over the imaging slice is complicated, this makes

the in-homogeneity issue even more complicated.

According to [98], to solve the in-homogeneity problem the first focus should be on

the real causes of the issue. Therefore, in our study, we focused on the sensitivity

changes in the receive RF profiles of a surface coil [1]. Our assumption depends

on the fact that if the sensitivity profile of a coil is computed precisely, then non-

uniformity caused from the sensitivity changes will be fixed trivially. Therefore, in

this study, complex sensitivity profiles of the surface coil is calculated and the in-

homogeneity problem caused from the sensitivity changes is fixed accordingly. The

details of our approach will be explained in the following chapters.
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CHAPTER 3

THEORETICAL BACKGROUND

In MRI world, radio frequency (RF) coils act as antennas of the system. Coils send

RF signals to the body of patient and receive the return signals from the body. Some

of them work as RF transmitter, some of them as RF receiver, and some others work

as both transmitter and receiver. Most of the time, body coils work as transmitter

and provide nearly uniform RF field (providing that the main magnetic field strength

is less than or equal to 1.5 Tesla) using more energy when compared to the surface

coils. On the other hand, surface coils have better signal receive characteristics as

they are located close to the subject. Therefore, when receiving the RF signals from

the body, surface coils provide better information in terms of signal to noise ratio

(SNR). However, their receive ranges are very limited and their sensitivities to the

signal significantly changes going farther away from the wires. The coil sensitivity

decrease is nearly inverse proportional to the square of the distance from the coil

wires. Therefore, the sensitivity change depends on the shape of the wires inside the

coil and their relative distance to the imaging subject.

MRI magnetic fields inside the MR machine are represented with two abbrevia-

tions/symbols. They are B0 and are B1 and are explained as follows:

• B0 : The symbol used for the main magnetic field strength in the MRI system.

This value is constant and nearly homogeneous in the MR machine. The direc-

tion of the main magnetic field defines the longitudinal axis of the system and

is also represented with B0 symbol.

• B1 : The symbol used for the RF field strength in the MRI system which is
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perpendicular to B0 [101]. This field is mainly produced by the surface RF

coils or the tissues of the patients and is used for adjusting the magnetic field

strength inside the MR machine. It has two circularly polarized components as:

B−
1 (receive RF field produced by the body tissues) and B+

1 (transmit RF field

produced by the surface RF Coils) [102]. In this study, we are interested in RF

receive field ( B−
1 ).

3.1 RF Receive Field B−
1

Coil sensitivities can be calculated using the reciprocity principle. It was shown that

the spatial distribution of the circularly polarized component of the magnetic field,

B−
1 , generated by the coil element when a unit current is applied to the terminal of

the coil, is proportional to the sensitivity distribution of this coil element. In this

study, we assume that the size of the coil is small (has a diameter less than 10 cm)

and it has a simple loop structure (not necessarily circular), and the current applied to

the terminal of the coil remains unchanged on the wire of the coil.

According to [103], the reciprocal fields can be calculated using Biot-Savart inte-

gration when the object size is smaller than the RF wavelength. If this condition is

preserved, the geometry of the RF field is hardly affected from the presence of the

scanned object. In this study, our target object is the human head and the typical hu-

man head sizes are listed in [104]. In addition, typical human head sizes in the United

States are listed in [105]. As it is stated in [106], RF wavelength on average for in

vivo brain imaging is 27 cm at 3 Tesla and this is greater than the typical human head

sizes. In addition, sensitivity area of a coil depends on its diameter and the sensitivity

of the coil is decreased rapidly with increasing distance away from the surface [107].

The region where each coil channel retrieves a high signal is even shorter than the

head size as shown in Fig. 3.1c. Therefore, in phased array coils, each channel is

arranged properly to get the maximum image quality.
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Figure 3.1: Sensitivity map calculated from an element of the 32 channel head coil.
(a) 3D model of a channel and slice position; (b) Sensitivity map; (c) An image
obtained using only this element of the coil.
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3.1.1 Biot-Savart law

Electric current carried by a wire creates magnetic field. The strength of this field at

a point of interest in the space can be calculated using Biot-Savart law (Eq. (3.1)).

This law can be used in MRI under quasi-static assumption, as the magnetic field

contribution of a unit current on an infinitesimal wire segment,
−→
dl , at position−→r with

respect to the point of interest [108]. According to [109], this assumption is valid if

the receiver coils are much smaller than the wavelength at the Larmor frequency. The

RF field wavelength outside the body is 234 cm and approximately 30 cm inside the

body at 3 Tesla [110]. All this information makes our assumptions valid for such a

study since our head coil element diameters are about 8 cm for all channels. Then,

we can calculate the magnetic field as:

−→
dB =

µ0

4π|−→r |3
−→
dl ×−→r (3.1)

where µ0 is the constant representing the permeability of free space and we assume

body has the same free-space permeability.

According to Biot-Savart Law, magnetic field strength of a position near the wire

depends on the magnitude of the current and the distance from the wire. In MRI,

a similar but opposite event occurs. Instead of a giving current in to the wires of a

surface coil to produce magnetic field, electro-magnetic signal goes over the wires of

the coil. This produces an alternative current in the wires in small amounts. The in-

duced current in the coil is first amplified from the MRI machine, then is transformed

into signal data and finally converted into the images after some image and signal

processing operations by the computers of the MRI machine.

3.2 Physics Behind MRI

A typical MRI examination has following steps:

• Body is located inside the main magnetic field of the MR machine.
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• RF at Larmor frequency is transmitted into the body part which is going to be

imaged by the transmit coils for a period of time.

• Electro-magnetic signals are released from the atoms of the body after the RF

pulse is turned off from the transmit coils.

• Emitted signals by the body internals are collected from the receive coils and

amplified from the MRI machine.

• Collected RF signals are saved into the machine and then processed. These

signals are converted into MR (DICOM formatted) images.

It this study, it is assumed that the strength of magnetic field at a position next to a

coil due to a unit current in its wires is directly proportional to the sensitivity of the

wires at the position when there is an electromagnetic signal which is broad-casted

from the atoms of the body part at that position.

Actually, this assumption is not valid in all cases. There are several factors that affect

the electromagnetic signals originated from the atoms until they reach to the coil.

Not only the distance between the point of interest and the coil wire but also some

other factors, like changes in electric properties (i.e. conductivity and permittivity)

of the tissues, can affect the electromagnetic field signals reaching to the coil wires.

In this study, we ignored the factors other than the distance. Provided that the size

of the phased array coil is small and the region that the coil gathers signal (i.e. the

region visualized from the coil) is narrow, any other effect does not create significant

deviations at the signal level. However, for larger coils, this assumption may not be

correct. Such effects are going to be analyzed over electromagnetic simulations in

the next chapters. Holding our assumption, the sensitivities of coils can be calculated

using the reciprocity principle if its exact wire shapes are obtained using Biot–Savart

law.

In pMRI, when the sensitivity maps are used for unfolding the overlapped regions, the

exact result (i.e. the exact magnetic field values) of equation in 3.1 is not required.

However, the ratio of sensitivity change over the imaging slice is necessary. There-

fore, any fixed value can be used for the constant µ0 since it is only a multiplier in the

equation. In addition, it is assumed that any other effects on the sensitivities such as
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the body load, tissue dielectric property variations or the coupling effect between the

coil elements are ignored. Therefore, we assumed that the multiplier is constant over

the imaging region.
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CHAPTER 4

THE METHOD

The main aim of this study is to find more accurate spatial coil sensitivity maps than

the ones in the existing methods, by using MR scan data and geometry of the array

elements, then, using the maps to construct better images. The proposed method has

two steps:

1. Sensitivity map derivation

2. Parallel image reconstruction

4.1 Sensitivity Map Derivation

As we stated in the previous chapter, this study is based on the following assumptions:

• Sensitivity magnitude of coil element at a position in the space is directly pro-

portional to the magnetic field strength at that location when there is a unit

current in its wire loop. The prerequisite of this assumption is that the imaged

object size should be smaller than the RF wavelength at the Larmor frequency.

If this condition is satisfied, according to [103], the magnitude of the magnetic

field variations due to load (body) can be ignored for coil elements with a di-

ameter smaller than RF wavelength.

• There is no coupling effect between elements of the coil, or the existing cou-

pling effect is so small that it is negligible.

35



• The coil tuning is nearly optimal therefore there is no significant factor which

alters the coil sensitivity profiles.

Coil sensitivity maps are complex-valued data that can be represented in terms of

magnitude and phase information. In this study, these two distinct values are found

separately and then are combined to form the complex-valued final maps. Eq. 4.1

shows the formula of a typical sensitivity map (S) derivation using magnitude (M )

and phase (P ) information.

S =M × ejP (4.1)

4.1.1 Magnitude Data

The 3D sensitivity maps of each channel in a multi-channel coil can be computed

using Biot-Savart law (eq. 3.1). The shape of wires in each channel can be defined

as a combination of several finite straight wires while calculating the magnetic field

(B) using Eq. 4.2. In the equation, µ0 represent permeability of the free space which

is approximately the same as the human body. Other parameters are explained in

the next paragraph on a figure. If the coil shapes cannot be defined with a combina-

tion of discrete wire segments (such as circular or elliptical shapes), the sensitivities

can be calculated with proper methods in the literature which are used for magnetic

field calculation purposes. Since the coil channels used in the study can be defined

as a combination of finite wire segments, only this sensitivity calculation process is

explained.

B =
µ0I

4πR
[cos(α) + cos(β)] (4.2)

Fig. 4.1 presents an illustration of magnetic field at a position, P , due to a current I

in a straight finite wire. Distance, R, and angles α and β can be seen in the figure.

The x and y components (z is the B0 (main magnetic field produced by the MRI

machine) direction) of the magnetic field for each current segment can be calculated

using geometrical position of the wire segment and using the right hand rule. Using
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Figure 4.1: Magnetic field generated at point P by the current I in a finite straight
wire (shown in blue). Magnetic field on the red circle is constant and tangential to it.
The angles α and β are used in equation (4.2) in order to calculate the magnitude of
the magnetic field.

this information, the complex value,B−
1 , can be calculated as the sensitivity of the coil

by applying summation operation on all current segments. Afterwards, the complex

numbers are converted to the absolute values by applying abs function in MATLAB

to find the magnitude information.

Using these processes, for each voxel inside the imaging plane, a sensitivity value is

calculated for each element of the head coil. For illustration, a sample coil element is

shown in Fig. 4.2 as an octagonal wire. In the same figure, the patient head is shown

as a sphere. The B value is the summation of magnetic fields produced by all wire

segments W1,W2, ...Wn. That is B = Bw1 + Bw2 + ...Bwn. The magnitude of B

vector is calculated by abs(B) in MATLAB.

For experiments, a 3T [111] MRI scanner was used. In order to demonstrate the per-

formance of the new method, we obtained images in normal (without acceleration)

and in SENSE (commercial name is mSENSE [58] in our scanner) modes. Moreover,
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the 32 channel head coil [1] was used in the experiments and it has the outer dimen-

sions of 300 mm× 309 mm× 290 mm (L×W×H). The coil inside where the human

head is located is sphere shaped and the internal diameter size is about 22 cm. Each

of the coil elements has a diameter of less than 10 cm. According to head sizes given

in [104], it is expected to have a minimum of 1-4 cm distance between head and each

coil element.

Scan data contains table location and corresponding slice position information. All

these values are given in machine’s coordinate system. Therefore, image position

with respect to head coil location was found and the position of the coil wire loops

were calculated for each image. We obtained the sensitivity values for a volume of

coil size (where head is located) with a resolution of 1mm x 1mm x 1mm voxel size (a

better resolution can also be calculated). Thus, the spatial coil sensitivity magnitude

data of the head for each channel is obtained. Moreover, we prepared a 3D model of

the head coil and rendered it in OpenGL in order to visualize the coil elements, scan

data, and the calculated maps. Fig. 3.1a presents a snapshot of the program. From

the figure and the figures presented in the study [112] it is clear that a coil channel

Figure 4.2: Magnetic field at a position P due to a current I in a wire loop is the
vector sum of magnetic field due to each wire segment (W1,W2, ...Wn).
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has complex shape. However, the method can also be applied to simple shapes like

circular, square or rectangular shapes.

4.1.2 Phase Data

In the proposed method, phase information of the sensitivity maps are retrieved from

the raw scan data. Instead of using the calculated B vector directions in the mag-

nitude computations, we prefer to use the phase data in the scan signals. They are

obtained from the scanner and they contain MR signal data with scan configuration

information.

In mSENSE mode, our MRI machine creates two different complex type data for each

channel. One is the fully sampled central region of k-space data and the other is the

under sampled k-space data. MRI machine uses former data for sensitivity estima-

tions and the latter data to form aliased images. Using the sensitivities, the machine

unfolds the overlapped images and forms the full FOV images. In this study, we used

the former data to construct phase data of our sensitivity maps by first applying the

Fourier transform and then taking tan−1(Imag/Real) of the complex data. Since

the scan phase information is used all of the parameters (such as body load) that may

affect the phase data is take into the account. We also applied Fourier transform to

under sampled data and obtained the aliased images which are unfolded after pMRI

operations.

Using the phase information from the scan data is important. By using it this way, the

possible difference between the actual sensitivity maps and the calculated ones with

the proposed method will be smaller. Even though there is a gap between the cal-

culated magnitude values using Biot-Savart law and the actual ones because of body

load or any other reason, there will be no difference between the phase information

that is collected from the low resolution data and the actual scan data.
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4.2 Parallel Image Reconstruction

In order to show the success of the calculated sensitivity maps, the SENSE [38] tech-

nique is used for the parallel image reconstruction. Even though the machine uses

another method (mSENSE) and it is significantly different than ours in terms of sen-

sitivity map derivation, both are similar the way they use of sensitivities to form final

images. Final images are constructed by solving a set of linear equations with an

unknown number which is equal to the acceleration factor in both methods.

The acceleration factor defines the gap between each adjacent line in k-space. For

an acceleration factor α in a 2D image, after acquisition of one k-space line, the next

α − 1 lines are skipped in phase encoding direction in full k-space. Thus, as the gap

between the actual lines increases, the total lines in the k-space and the total scan time

decreases proportional to the acceleration factor. However, since it is needed to take

some reference lines for the estimation of the coil sensitivities, the net speed gain in

terms of time is not equally proportional to the acceleration factor.

After the sensitivities of the coil channels are determined using the proposed method,

and aliased images are formed from k-space data from Fourier transformation, the

last step is to construct the final image using the SENSE method. The main purpose

of the simple SENSE technique is to unfold the aliased images using the sensitivities

of the coil channels as explained in [113].

The details of the parallel image reconstruction can be explained in the following two

steps:

• Construction of aliased images from k-space data.

• Applying pMRI Reconstruction Method

4.2.1 Construction of aliased images from k-space data

After calculating the sensitivities of the coil, the next step is acquiring the k-space

data for each scan. In this study, a 3T (MAGNETOM Trio a Tim System, Siemens

Healthcare, Erlangen, Germany) MRI scanner was used. In this machine, two inte-
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grated Parallel Acquisition Techniques (iPAT), which is the term used by the vendor

of the pMRI method, are available. One is mSENSE [58] and the other is GRAPPA

[39]. We used both of these pMRI methods, and compared the results with ours after

several experiments on volunteers and phantom. The comparison of the images are

done by an experienced radiologist as well.

The raw files obtained from the scanner contain signal data. Along with the raw

files, the machine also provides DICOM formatted images as a final output for the

radiologists. Raw files contains header information as well as signal data. In iPAT

mode, the signal data is the combination of two different k-space data. One type is the

under-sampled one and the other is the fully sampled, low-resolution, central region

of k-space data. Former type of data is the main image signal data. The latter is

called as reference lines which are used for the calculation of spatial sensitivities of

coil channels. In this study, we used the former data and only the phase information

of the latter one.

Figure 4.3 illustrates a sample k-space data when the acceleration factor i set to 2. In

the figure, dashed lines illustrate the missing lines and the other lines represent the

signal lines collected during the examination process. From the under-sampled part of

k-space data, the aliased images are constructed by applying Fourier transformation.

From the central region, where there are no missing lines, the sensitivity maps are

found by first applying Fourier transformation and then division to the SoS of all

channels sensitivities.

4.2.2 Applying pMRI Reconstruction Method

When the calculated spatial sensitivity values are obtained in the image domain in-

stead of the Fourier domain, simple SENSE technique can be used for pMRI recon-

struction. In this method, final images are constructed by solving linear equations

where unknown variable numbers is proportional to the acceleration factor.

The acceleration factor defines the gap between each adjacent lines in k-space. For

an acceleration factor α in a 2D image, after acquisition of one k-space line, the next

α− 1 lines are skipped in phase encoding direction. This process continues until the
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Figure 4.3: Sample k-space with an acceleration factor 2. Bold line is the center of
k-space. Dashed lines (2, 4, 10 and 12) are the missing lines. Fully sampled center
region (5, 6, 7, 8 and 9) is used as reference lines in calculation of coil sensitivities.
Red lines are not missed to create a fully sampled region for sensitivity estimation.

formation of full k-space. Thus, in accelerated scans, since the gap between the actual

lines increases with acceleration, the total lines in the k-space and the total scan time

decreases proportional to the acceleration factor. However, it is needed to take some

reference lines for the estimation of the coil sensitivities in a real scan, therefore, the

net speed gain in terms of time is not equally proportional to the acceleration factor

but a little bit smaller.

After the sensitivities of the coil channels are calculated using the spatial wire shapes

with Biot-Savart Law and aliased images are formed from k-space data by applying

Fourier transformation, the next and final step is to construct the final images using
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SENSE reconstruction algorithm. The main purpose of the simple SENSE technique

is to unfold the aliased images using the sensitivities of the coil channels. The imple-

mentation details of this technique has been explained in [113].

Equation 4.3 is the main formula used in SENSE reconstruction technique. In the

equation c channels in the phased array coil, p pixels in the final desired image, and r

pixels in the aliased images are used. AI refers to an rc×1 column matrix containing

the aliased images of all the channels, S refers to rc×pmatrix corresponding to spatial

sensitivities of these coil channels and I refers to p× 1 column vector corresponding

to the desired unfolded image.

AI = S × I (4.3)

In Eq. 4.3, AI and S are the known parameters. The unknown I is the final recon-

structed image. It can be found by solving the linear equation. In the phase array

head coil, which we used in the experiments, there are 32 channels. Therefore c value

is equal to 32. The size of the aliased images varies depending on the acceleration

factor α. The relation between the pixel size of the final reconstructed image and the

pixel size of the aliased image is computed as follows:

p = α× r (4.4)

There are r number of unknowns and c number of equations. Provided that the rule

c >= α is preserved, the linear equation can be solved theoretically. However, since

there is always noise and some other negative factors in the MRI systems, most of the

time, the acceleration ratio used in practical clinical applications is smaller than the

coil channel size. In this study, we used acceleration ratio as 2 in our experiments, and

we made comparison of the provided approach and the methods implemented in the

MRI machine. In addition we showed the success of our method over reconstructed

images and these images are also evaluated by an experienced radiologist.

43



44



CHAPTER 5

EXPERIMENTAL RESULTS

Serious of experiments were carried out to find the exact coil position relative to the

patient table. The parameters that affects the orientation and location of the coil were

discovered in this way. Then using this information, the computed sensitivities were

figured out to be used in the experiments.

The experiments were carried out both on real data and simulated MRI scan data. The

details of all these experiments are explained as below.

5.1 Experiments for Finding Coil Position

The head coil used in the experiments was attached to the patient table of the MR

machine. Fig. 1.1 shows the head coil used in the experiments. This head coil is

fixed on the patient table. Therefore its position relative to the table is always the

same. The head coil position relative to the machine coordinate system is found by

experiments. Fish oil pills were used as markers and they were attached to the coil as

shown in the Fig. 5.1a. Although the position of the coil can be predicted roughly with

respect to the patient table in Z (main magnetic field) direction, its exact position in

each of the three axis (X, Y, Z) of main magnet coordinate system should be known

precisely. The image slice positions and orientations can be retrieved from the MR

machine. Using the coil position, its computed sensitivity map can be registered

with each image slices using simple transformation (translation, scaling and rotation)

operations.
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(a) (b)

Figure 5.1: Experiment for the head coil location finding with respect to the MRI
machine iso-center using oil pill markers. (a) Head coil with fish oil pills used as
markers. Pill positions are shown with red arrows. (b) An image slice taken for
finding the exact positions of the markers and therefore the head coil position were
calculated precisely.

Markers are widely used for marking positions to be located easily in the images. One

of simplest substance which produces relatively high brightness in the images is the

liquid oil. In the experiments, several fish oil pills were stuck to the coil to mark the

location of it in the images. Then, the distance between each marker and corners of

the head coil and the patient table were measured. Since, the head coil is rigid (its

internal shape does not change), once the coil position is found, the channel positions

can be found easily using the 3D drawing of the head coil. Fig.5.1 is an illustration of

the experiments that were made for coil positioning. In Fig.5.1a the head coil and the

attached fish oil pills are shown with red arrows and Fig.5.1b is a sample slice image

which is taken by the MRI machine.

After taking several image slices in different positions and orientations using the ex-

perimental setup, the head coil position was found precisely. Head coil is attached

to the patient table and its position information can be retrieved from the scan data

headers produced by MRI machine. Therefore, once the parameters are calibrated,

the exact coil position and all of its 32 channel positions can be calculated using the

3D model of the coil for each scan. In the remaining scans, we used this calibration
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parameters.

In any other coil which are not attached to the patient table the coil position should be

calculated for each scan. There are several methods for finding a surface coil position

during a scan and this is left as future work. They are listed as below:

• Using image processing techniques, the coil position can be found by applying

matching algorithms. First intensity change over a tissue can be calculated for

each channel and this change is registered by applying basic transformation

operations to the found sensitivity maps. When they are registered, the coil

position is also found.

• Another way is putting fixed markers on well-known positions on the coils. In

each scan, using image processing techniques, first the markers are found in the

image and then the coil position is calculated.

5.2 Experiments on Real Scan Data

7 volunteers and 2 different shaped phantoms were scanned and more than two thou-

sand MR images with different scan configurations were taken in the experiments.

These images were used for various purposes. The proposed method has been tested

on 178 MR image slices. The experiments on human subjects were conducted with

the approval of Human Subject Ethics Committee of Middle East Technical Univer-

sity, Turkey.

5.2.1 Sensitivity Maps

Coil sensitivities were calculated using the proposed method. The found magnitude

and phase image maps are shown separately in this section.

Fig. 5.2 is an illustration of the calculated sensitivity magnitude map of an element

of the Siemens 32 channel head coil. In this figure, coil element and its location

corresponding to the slice position is shown in a 3D model ((a) of Fig. 5.2). Moreover,
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Figure 5.2: Sensitivity map calculated from an element of the 32 channel head coil.
(a) 3D model of a channel and slice position; (b) Sensitivity map; (c) An image
obtained using only this element of the coil.
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Figure 5.3: Sensitivity map calculation of a coil channel element. (a) Magnitude
image of the channel constructed from reference low resolution data; (b) phase image
of the channel; (c) magnitude image calculated from Biot-Savart law; (d) sensitivity
map magnitude image calculated by dividing the image in (a) with SoS of all channels
low resolution magnitude images.

the calculated sensitivity map ((b) of Fig. 5.2) and the channels raw image ((c) of

Fig. 5.2) are also shown.

Fig. 5.3 shows the phase image generation process from a low resolution scan data

corresponding to the selected coil element (shown in Fig. 5.2). The magnitude image

(Fig. 5.3a) and it phase image (panel (b) of Fig. 5.3) are constructed from the scan

data. When these images are compared, it can be seen that the magnitude image is

affected more from the object shape and internals (such as different type of tissues)
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than the phase image. Even though the signal intensities are very low in some regions,

the phase information can still be extracted from a big portion of the data and therefore

these images become smoother than the magnitude images. This is the main reason

why we used the phase image and preferred to calculate the magnitude image using

the proposed method. Moreover, for comparison, both the calculated sensitivity map

and the map found by dividing the image in panel (a) of Fig. 5.3 with SoS (sum

of squares) of all channels low resolution magnitude image is given in panel (c) of

Fig. 5.3 and (d) of Fig. 5.3, respectively. While the calculated sensitivity map is

smooth, the found map is adversely affected from the object internal structures, noise,

and low resolution.

5.2.1.1 Image Samples

The images in (a) of Fig. 5.4-5.6 show SoS of absolute signal data from 32 channel.

They are obtained from different slices, volunteers, scan configurations, and a phan-

tom which are constructed by applying Fourier transformation to the under sampled

raw k-space images. In each image, the acceleration factor is set equal to 2. Fig. 5.6

has different phase encoding direction than the other two (Fig. 5.4 and Fig. 5.5).

The resulting images are also provided in pairs. One is obtained by the proposed

method and the other is taken from the machine. In the images, the artifacts are

marked with red arrows in the magnified version of the images. The images in (b)

of Fig. 5.4-5.6 show the ones obtained using manufacturers reconstruction technique,

while the images shown in (c) of the same figures show the output of the proposed

method, respectively. In all the experiments, the slice thickness is set to 1 mm and

the acceleration factor is 2. The remaining scan parameters are provided within the

figures.

The images obtained using the manufacturer’s software and the proposed method

can be compared in different conditions. For a detailed analysis, the magnified and

color map mode versions are provided in panels (d) and (e) of the figures. Artifacts

are shown with red arrows in the corresponding magnified images. The errors in

the reconstructed images can be detected in the regions where no signal is expected

(i.e. outside of the region where the scanned objects located). As it can be seen,
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Figure 5.4: Trans-axial T2 TSE head scan experiment image data. (a) SoS of absolute
signal data from 32 channel; (b) MRI scanner’s output using the mSENSE method;
(c) the result of the SENSE method that uses calculated sensitivity map; (d) Magni-
fied bottom part of image given in (b) and artifacts are marked with red arrows; (e)
Magnified bottom part of image given in (c).

51



Figure 5.5: Trans-axial T2 TSE phantom scan experiment image data. (a) SoS of
absolute signal data from 32 channel; (b) MRI scanner’s output using the mSENSE
method; (c) the result of the SENSE method that uses calculated sensitivity map; (d)
Magnified bottom part of image given in (b) and artifacts are marked with red arrows;
(e) Magnified bottom part of image given in (c).
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the proposed reconstruction has less artifacts outside the head and phantom images

indicating that the sensitivity map calculated using the proposed formulation is more

accurate than the map found using acquired MR data.

In Fig. 5.7, the performance of the Biot-Savart based sensitivity calculation method

on intensity correction is shown. In this reconstruction process, there is no accelera-

tion, but the sensitivity maps are used as if the acceleration factor is equal to 1. For

comparison, the machine’s output image and the SoS of absolute signal data from 32

channel are also given.

5.3 Experiments on Simulation Data

A commercial electromagnetic simulation software tool (FEKO [114]) was used to

simulate the B−
1 magnitude changes over a phantom depending on the coil size and

distance between a coil and a phantom at 3 Tesla. Three different sized square coils

were generated with a side length of 6 cm, 9 cm, and 12 cm, and a phantom with

relative permittivity: 61.0 and conductivity (S/m): 0.22. These parameters were se-

lected to simulate actual human head parameters. In the experiments, coils were

positioned with a distance of 1 cm, 3 cm, 5 cm, and 7 cm to the phantom. These val-

ues were selected as the most probable distances between typical human head and the

coil channels. In addition, for each experiment B−
1 magnitude values were collected

with a resolution of 0.5 cm over a line starting from the coil center going through the

phantom center. The magnitudes were normalized according to the point where the

phantom begins. Fig. 5.8 shows a screen shot of an experimental setup and the results

of each experiment.

In this study, we used the principle of reciprocity and we assumed a steady current

flowing in the coil element. In order to validate this assumption, as well as the mag-

nitude changes, we also analyzed the current variation over the coil element using

FEKO simulation experiments. From the data that the tool generated, percentage of

differences between the two ends of the coil conductor were calculated. These values

are provided in Table 5.1, where rows represent the square coils with the provided

side lengths and columns represent the distance between coil and phantom. Current
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Table5.1: Current percentage change through the coil conductor

1 cm 3 cm 5 cm 7 cm
6 cm 0.06502 0.00547 0.00563 0.00560
9 cm 0.34713 0.00091 0.00113 0.00112
12 cm 0.42000 0.00523 0.00375 0.00368

changes are less than 1% in all cases. Moreover, the current differences are maximum

when the distance between the coil and the phantom is equal to 1 cm. Depending on

the coil size and coil channel to phantom distance even smaller current variations

were obtained. Briefly, current changes over the coil channel wires are very small

and such a small change did not create a noticeable problem in the final results of the

proposed method, as seen in the experiments.
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Figure 5.6: Sagittal T2 TSE head scan experiment image data. (a) SoS of absolute
signal data from 32 channel; (b) MRI scanner’s output using the mSENSE method;
(c) the result of the SENSE method that uses calculated sensitivity map; (d) Magnified
right part of image given in (b) and artifacts are marked with red arrows; (e) Magnified
right part of image given in (c).
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Figure 5.7: Without any acceleration the proposed method is used for the combination

of each channels signal data. (a) SoS of absolute signal data from 32 channel; (b)

MRI machines final output image; (c) Provided methods combination of 32 channel.

In SoS construction coil inhomogeneity is clear (center of the image is darker than

outside in (a). The machines result (b) and the proposed methods result (c) are similar

and homogenous. MRI machine used pre-scan data for inhomogeneity correction but

in (c) no additional acquisition data is used. Contrast and details are better in (c) than

in (b) in all regions of the brain.
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Figure 5.8: Electromagnetic simulation results for three different sized square coils
with a phantom at 3 Tesla. An illustration of experimental setup and comparison
of the simulated B−

1 magnitudes and the calculated Biot-Savart ones are given. (a)
Figure of an experiment setup, a 200 mm x 200 mm x 200 mm cube phantom and a
square shaped coil element is shown; (b) Normalized magnitude results of coil with
side length of 6 cm; (c) Coil with side length of 9 cm results; (d) Coil with side length
of 12 cm results.
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CHAPTER 6

DISCUSSION

6.1 Evaluation of the Method and the Experiments

Various experiments have been carried out and the proposed method has been ana-

lyzed in different aspects both on real world images and on simulation data. Accord-

ing to the results of the real scan data, the proposed method produces consistent and

satisfactory outputs in each scenario. In addition, experiments on the simulation tool

show that the success of the proposed method depends heavily on the size of the coil.

In the proposed method, one of the most important steps was to determine the exact

coil element positions in 3D imaging space. Since the head coil is fixed to the patient

table in our head coil case, position and, thus, location of each coil element with

respect to the image slices were calculated precisely. Moreover, it was seen that, in

case of a miscalculation, quality of the reconstructed images decreases dramatically

even with small errors (such as several mm). This indicates two important facts. One

is that: our approach is correct (i.e. the coil sensitivities are very much related with

the coil shape and its position with respect to the imaging region). The other is that

the position calculation should be correct and in case of errors in the computation, the

performance of proposed method will decrease accordingly.

As stated in Chapter 1, one of the main usage areas of the MRI is to image the inter-

nals of the head. Fortunately, most of the head coils are fixed to the patient tables and

they are rigid. The exact coil shape can be obtained from the coil manufacturers as

we did in this study. Using the coil shape and table position information, finding the

location of each coil element relative to the image slice is relatively an easy task. The
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calculation of coil sensitivity magnitude maps is not very time-consuming. More-

over, they can be computed once and used anytime later. Once the coil sensitivity

magnitude maps are calculated, they can be ready before an examination and after a

position adjustment operation they can be used directly in each scan. As a result, post

processing duration will not be affected because of the proposed method.

If the coil is not attached to the table or the coil position is not retrieved from the data

provided by the machine, there are still several ways to get the coil position and orien-

tation with respect to the MRI machine coordinate system. One possible and simple

method is locating a number of markers inside the coil. Marker is an object which can

be visualized easily from the MRI scanner. We have mentioned about oil pill markers

in section 5.1 which we have utilized for finding our head coil position. For example,

in our experiments, we used small fish oil pills since they can be seen as bright objects

in the images. Vegetable oils can also be used as marker as stated in study [115]. We

stuck at least 3 pills over the coil surface and by using the images containing pills,

we could easily find the exact coil position. We made these experiments to verify

the table information and our coil position calculation approach. Another possible

method for determining the coil location is slightly complicated. Coil sensitivities

change depending on the distance to the imaging object. Therefore, using such in-

tensity changes in the images of the objects, coil positions can be estimated. In most

of the phased-array coils, the channel positions are fixed relative to each other’s. If

one of the coil element position is found the others can be found trivially. In addition,

from the estimations of each channel position, the exact coil location with respect to

the imaged object can be found precisely. Since we were able to easily calculate our

coil position from the MRI scan data, the second method mentioned in this paragraph

is left as a future study.

If the sensitivity profiles are created on-line by using signal information which are

collected during the scan or pre-scan, they can be easily affected from the spatial

movements of patients during MRI examination. However, in the proposed method,

we obtained the sensitivities of the coils directly from the shape information of the

coils, i.e. our sensitivities are independent from the object scanned. Since the shape

and the position of the coil (head coils are fixed to the patient table) does not change

during the examinations, our calculated sensitivity profiles also do not change, since
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they are independent from the object movements. For example, in our machine, the

sensitivity profiles are found by division of body coil and the surface coil images

which are collected during pre-scan phase of the examination process. However, if

the scanned object position changes during the scan, the found sensitivities will not

be correct. They are affected from the position changes and using these sensitivities

in case of object movements will create artifacts in parallel imaging applications.

Therefore, when compared to the methods using pre-scan, our method is more reliable

in case of object movements.

In a previous study [86], Biot-Savart law was used for the enhancement of coil sensi-

tivity maps on simulated data. In the study, a priori knowledge of approximate coil

geometry was utilized and the sensitivity of the coils were refined using optimization

processes. However, as in our head coil case, the coil elements do not have always ba-

sic shapes (i.e. circular, elliptical or rectangular) in real life. Therefore, it may not be

possible to find the exact coil geometries from the raw sensitivity profiles and the pro-

posed method in the study [86] cannot guarantee high performance on complex coil

shapes. Moreover, as stated in the study, that method is applicable only in low fields

(B0 ≤ 1.5 Tesla) and cannot be used in high fields. Furthermore, internal electrical

properties of the object, which is being scanned, may cause unexpected consequences

and may decrease the performance of such an approach.

With the advent of stronger magnets (B0 ≥ 3 Tesla) RF field’s homogeneity becomes

a serious problem. In order to make the transmit field homogeneous, RF shimming

([116]) can be used. However, coil sensitivities and body internals are the two most

important factors to receive field homogeneity. The method we propose can be con-

sidered as an alternative technique for inhomogeneity correction. Coil sensitivity

information can be used solely for the correction of intensity variations on the images

as illustrated in Fig. 5.7. As shown in our experiments (shown in Fig. 5.4-5.6) the

reconstructed images with the proposed method provide better results in terms of ho-

mogeneity. Detailed analysis of the homogeneity evaluations are explained in section

6.2.2.

As stated in [86], the known method for finding coil sensitivities is the division of

the images constructed from the surface coil data with a known uniform reference
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image which is usually obtained either from a body coil or SoS of all coil channel

elements. However, such methods suffer from two main problems. First, in higher

magnetic fields neither the body coil image nor the SoS of surface coil images are

uniform. Second, division process accumulates additional errors especially in low

proton density areas in the images [73], since the noise is augmented by division in

these regions. Proposed solution for sensitivity mapping does not carry any proton

density information, therefore it does not increase the level of noise. Moreover, in

division approach the created sensitivity maps have lower resolution because most

of the time, the reference images have lower resolution than the actual ones. Before

the reconstruction process using interpolation techniques, the resolution of the sen-

sitivities are equalized to the actual images. This process creates additional errors.

However, in the proposed method, the resolution of the sensitivity maps are inde-

pendent from the scan configuration. Therefore, much better resolution maps can be

calculated easily. As seen in Fig. 5.4-5.7, the resolution and homogeneity of the final

images are better in the proposed method than that of machine outputs.

In the proposed method, only the phase images of the reference low resolution signal

data were used. Phase images are not affected as much as magnitude images from

phase encoding line counts in the reference scans. Therefore, the total scan can be

accelerated by decreasing the phase encoding lines in reference scans. Moreover,

with further studies, phase images can be calculated without additional scan or pre-

scan data, and thus, the time for the examination can be decreased. In such a case,

since the sensitivity maps will be computed, artifacts due to usage of low resolution

reference data in sensitivity estimations will be eliminated.

We assumed that each channel of the head coil is perfectly tuned and there is no cou-

pling between elements. Even though the load (head or phantom) effect was taken

into account in phase values of sensitivity maps, it was ignored in magnitude values.

When the results of the experiments are analyzed, our method is found to be success-

ful in 32 channel head coil. This means that the assumptions made in this study did

not create a noticeable problem in reconstruction. Actually, our results are better than

the machine outputs in several aspects (such as it generates higher resolution maps

and therefore images with better fine details, decreases artifact level significantly and

provides more homogeneous images). Detailed quality analysis is given in section
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6.2.1.

There are several studies [117, 118] about load effect on RF fields. These studies

showed that the dielectric media (tissue or phantom) alters the wave propagation com-

pared to air/free-space in high fields (B0 ≥ 3 Tesla). This concurs with our simulation

results shown in Fig. 5.8. However, the difference between the actual magnitude val-

ues and Biot-Savart law results get smaller as the coil size decreases. The effect of

coil to phantom distance is shown in panel (b-d) of Fig. 5.8. It is seen that when the

electromagnetic wave propagates from one medium (air) to another (phantom), the

wave bends but the rate of decrease in magnitude does not change significantly be-

tween different mediums (tissues of the head) for small coils. In a recent study [119],

a lossy multi-layered spherical head phantom which has similar radial conductivity

and permeability profiles as human head was designed. RF field behavior in the hu-

man head was analyzed both with surface and volume coils. In that study, various coil

sizes (6 cm - 10 cm radii) in different distances (0.5 cm - 4 cm) to the model were

tested and magnetic, electric field, specific absorption rate (SAR) pattern and loss re-

sistance characteristics were measured for each case. Our results are in accordance

with this study; loss resistance increases with RF frequency and the radii of the coil,

and decreases with coil to phantom distance.

As stated in the study [106], RF wavelength on average for in vivo brain imaging is

27 cm. Our head coil internal size where human head places has a diameter of about

22 cm. A typical human head is even smaller than these sizes as the head coil is

commercial and used in many hospitals. Typical human sizes are given in the study

[104]. In addition, as stated in the study [120], as the coil size decreases the region

where the coil collects signal also decreases. In surface coils, sensitivity drops off

very rapidly as a function of distance from the coil. Therefore, as in our head coil, the

effective region where the coil collects the signal is half the head size, which is much

shorter than the RF wavelength at that magnetic field strength.

We have also given our simulation results and shown how the load affects the sen-

sitivity profile. In the simulations, the simulated coil is tuned for 3 cm distance be-

tween imaging object and the coil. As the coil size decreases, the sensitivity profiles

get closer to the Biot-Savart law results (Fig. 5.8). In the simulation, we have also
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demonstrated how the loaded object and its distance to the coil affects the sensitivity

profiles. In addition, we have tested our method in phantom and on several volunteers

which have different head sizes. We have also carried out experiments on volunteers.

One of our volunteers had a head periphery about 8 cm shorter than another volunteer.

In all experiments on volunteers, even though their head sizes differs significantly, we

obtained better results when compared to the machine’s output.

We prove with our experiments that if the coil gets smaller, the sensitivity profiles get

closer to the calculated ones as our approach proposes. The effects of load (body)

or the movements during the scan did not create a significant problem in our exper-

iments. It does not mean that tuning, load, or movement problems do not affect the

performance of the sensitivity approaches, but these problems create lower effects on

our approach as our method produces better quality images. In addition, the effects of

these problems get minor as the coil size decreases. This is also stated in study [106]

as the magnitude of the magnetic field variations due to load (body) can be ignored

for coil elements.

As a conclusion, our analysis and previous studies show that if the coil size is small

and there is no other significant error source (i.e. coil tuning is nearly optimal and

coupling effect among the elements is ignorable), the proposed method can be used

for parallel image reconstruction and intensity correction in the images. Proposed

method has produced successful results using a commercial 32 channel head coil.

We believe that, after further studies (i.e. usefulness of the proposed method will be

tested under different settings and on other small coils available in the market), our

method can be improved and may be ready to be used in practice. In such a case, the

future coil designs will also be affected from the proposed method.

6.2 Evaluation of Resulted Images

We have evaluated the results of our method in terms of:

• Image quality

• Image homogeneity
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6.2.1 Image quality

There are several approaches on the evaluation of image qualities in the literature.

However, almost all of them require a reference image. The qualities of the methods

are quantified by comparing the similarities between the result and the reference im-

age. That is, the method which produces the most similar image to the reference im-

age is categorized as the most successful method. As the similarity distance between

the reference image and the compared image decrease, the success of the method in-

creases. Thus, the quality of an image processing method is quantified in this way.

However, in our study, since we worked on real volunteer head images, we did not

have any reference image. Therefore, we could not compare our result with the ma-

chine’s result over a reference image. Instead, for the evaluation of the results we

conducted a survey on domain experts. A group of experts (2 radiologists, a neu-

rologist, 2 expert doctors and 9 professionals working on medical image processing)

analyzed our results of more than 20 MRI images and compared the outputs generated

by the machine and those obtained by the proposed method.

We prepared a questionnaire for our domain experts in order to compare the results in

terms of image quality parameters: resolution, sharpness, artifact level, homogeneity

and contrast. 14 of the experts preferred the results we obtained for having better

resolution, sharpness, and low level of artifact. 9 experts, including the radiologists

and a neurologist, found the quality increase significant. 6 of 9 the experts selected

our method as providing improved contrast and the other 8 experts reported that the

contrast is similar in both methods.

In order to make a quantitative quality assessment we used Signal to Noise Ratio

(SNR) in the images. For this, we used the following formula (Eg. 6.1).

SNR =
SOR

SOOR
(6.1)

In Eg. 6.1, SOR refers to the pixel value sum of the object region and SOOR refers

to the pixel value sum of the region outside of the object. For a good imaging we

anticipate no signal outside of the imaging object, as any value outside of the image is

accepted as noise. If we accept the signal as the total pixel values of imaging object,
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and noise as the total pixel values outside this object then we can easily calculate SNR

using the Eg. 6.1.

We calculated signal to noise ratio (SNR) values by using Eg. 6.1 for all images and

our method provided at least 11% better SNR values for all cases. Moreover, in all of

the images, our method generates less signal outside the imagining object.

6.2.2 Image homogeneity

It is expected to get homogeneous images (i.e. signal intensity level should be simi-

lar over same tissue or same material like phantom) in an MR image and in uniform

phantom MR images. For this purpose, we have tested the intensity changes over

uniform phantom images and compared the results with the machine’s output. In ac-

celerated scans of those images, especially over the folded parts, the intensity differ-

ences are about 10% in the machine’s method and about 1% in our proposed method.

In addition, MRI machine promises homogeneity using pre-scan data. In normal (not

accelerated) scans, the intensity difference over the object pixels between the images

generated by the machine and our method is less than 3%. This shows that homo-

geneity characteristics between our method and the machine’s software is similar.

An example is given for comparison in Fig. 6.1. In the figure, SoS construction is

shown in panel (a). It is not homogeneous since the middle part has a lower signal

level when compared to the outer parts of the head. As shown with arrow in (d),

center of the image is not in similar in color when compared with the images in (e)

and (f). This is not expected for the tissue in the middle of head, which has to be red

as in (e) and (f). As it is shown in the third row, (h) and (i) have similar homogeneity

characteristics, but in (g) middle region has smaller values. Moreover, in third row

in Fig. 6.1, red arrows show signal levels outside the imaging object. In graph (i)

noise is much smaller when compared to the other two graphs in (g) and (h). This

shows that our method produces much smaller noise when compared to the other

methods. Signal intensity in the middle part of the graph in panel (i) is much higher

when compared to the other parts in the graph. But in graph (h), the middle part in the

graph is a little bit smaller. According to the MRI machine’s vendor, inhomogeneity

correction in higher fields using pre-scan data causes a decrease in signal level the
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middle regions (i.e. that parts away from the body coil). However, as it is seen in

graph (i), our approach does not have this problem.

Thus, MRI machine uses pre-scan data for inhomogeneity correction but in our method

we do not use any additional acquisition data. In addition, it is clear in Fig. 6.1 that

our method provides the best image in terms of sharpness, noise level and contrast.

All of the domain experts had the same opinion.
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Figure 6.1: Out puts of a scan without acceleration. Each channels signal data is

combined with different methods. (a) SoS of absolute signal data from 32 channel;

(b) MRI machines output image; (c) Our methods combination. Second row images:

(d), (e) and (f) are the jet colored images of the gray scale (a), (b) and (c) respectively.

In this set red arrows show the signal values outside the object regions. Third row

images: (g), (h) and (i) are the pixel value sums in vertical direction of images in (a),

(b) and (c) respectively.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

Currently, MRI machines contain one of the most advanced imaging technologies in

medicine. Without any doubt, human life has the greatest importance and this ma-

chine is used for increasing the lifespan and life quality of human-beings. It provides

superior contrast and better resolution images of body internals when compared to

the other medical imaging devices like CT, X-Ray, Thermography or Ultrasound.

Besides the imaging capabilities solely on the content of the body internals, an MRI

machine can be used for other crucial purposes. For example, using fMRI [28] proce-

durei the machine can visualize the cell activities and give useful information about

functional behaviors of body cells, especially the neuron cells. Moreover, with MRI

Spectroscopy [29, 121], MRI machine can identify various metabolites and find their

concentrations in a region of interest inside the body.

Because of its numerous capabilities, MRI machine has a great number of application

areas and can be used for several medical purposes like the diagnostics and staging of

cancer illness, identifying neurological problems, heart diseases, etc.

Since MRI is a very important technique used for medical purposes, there are great

number of studies conducted by scientists. As scientists from different parts of the

world are working in this area, we also aimed to further improve the capabilities of

MRI machines. We believe that with this study, we made an enhancement in the

capabilities of the MRI machine, and this study will open a new area of research for

future studies.

This study focused mainly on coil spatial sensitivities, where a novel method is pro-
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posed to calculate complex-valued coil spatial sensitivities at 3 Tesla. It has been ap-

plied to various setups on 7 volunteers and a phantom using a commercial 32 channel

head coil. Moreover, the superior performance of the proposed approach is supported

with simulations on an electromagnetic simulation software. It has been shown that,

using this method, the images can be reconstructed using one of the known parallel

imaging techniques (such as SENSE).

The results were examined by domain experts and medical doctors. According to

them, the results of the experiments on volunteers and the phantom, our approach

generated more uniform images with better resolution and less artifacts compared

to the sensitivity maps obtained using low resolution full k-space data. Thus, this

method increased the image quality significantly as shown in Fig. 5.4-5.7. We also

showed that it can be used solely for intensity correction purposes without losing

diagnostic quality of the images. Moreover, as stated in the discussion chapter, our

method has some limitations, but they can be eliminated with future studies.
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