
NAVIGATION AND SYSTEM IDENTIFICATION OF AN UNMANNED
UNDERWATER SURVEY VEHICLE

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES

OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

SEDA KARADENİZ KARTAL
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submitted by SEDA KARADENİZ KARTAL in partial fulfillment of the require-
ments for the degree of Doctor of Philosophy in Electrical and Electronics Engi-
neering Department, Middle East Technical University by,

Prof. Dr. Gülbin Dural Ünver
Dean, Graduate School of Natural and Applied Sciences

Prof. Dr. Tolga Çiloğlu
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ABSTRACT

NAVIGATION AND SYSTEM IDENTIFICATION OF AN UNMANNED
UNDERWATER SURVEY VEHICLE

KARTAL, SEDA KARADENİZ
Ph.D., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. M. Kemal Leblebicioğlu

January 2017, 187 pages

This study includes the mathematical model of an unmanned underwater vehicle, au-
topilot and the guidance design, the navigation solution and system identification of
the unmanned underwater survey vehicle SAGA (Su Altı Gözlem Aracı). First, the
6 degrees-of-freedom (DOF) nonlinear mathematical model of an unmanned under-
water vehicle is obtained by a Newton-Euler formulation. Then, the autopilot is de-
signed by utilizing the proportional–integral–derivative (PID) control approach. The
navigation problem is solved by integrating the inertial navigation system, acoustic
and vision based measurement system and aiding sensors. All measurements are ob-
tained in simulation environment. Performance of the resultant navigation system
is analyzed by creating suitable system state, measurement and noise models. The
navigational data of the vehicle is improved by utilizing a Kalman filter. After the
navigation problem solved, guidance is performed by the way point guidance algo-
rithm by line-of-sight (LOS) and the way point guidance based optimal control with
navigational data. The pool experimental set-up is designed by using the inertial
navigation system and acoustic-based measurement system composed of pinger and
hydrophones together. These are integrated to obtain navigation data of the vehicle
more accurately. In addition, the depth sensor is used in order to support depth infor-
mation. The mathematical model of the vehicle includes some unknown parameters
such as added mass and damping coefficients. It is not possible to determine all the
parameters values as their effect on the state of the system is usually negligible. On
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the other hand, most of the “important” parameters are obtained based on a system
identification study of the vehicle by using this estimated experimental navigational
data for coupled motion. All of this study is performed in a Matlab/Simulink envi-
ronment.

Keywords: Mathematical Modelling of an Unmanned Underwater Vehicle, Autopi-
lot, Guidance, Navigation, Acoustic-based Navigation, Vision-based Navigation, In-
ertial Navigation System, System Identification, Kalman Filter, Sensor Fusion
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ÖZ

BİR İNSANSIZ SUALTI GÖZLEM ARACININ NAVİGASYONU VE SİSTEM
TANILAMASI

KARTAL, SEDA KARADENİZ
Doktora, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. M. Kemal Leblebicioğlu

Ocak 2017 , 187 sayfa

Bu çalışma, bir insansız sualtı aracının matematiksel modelini, otopilot, güdüm tasa-
rımını, yer tespiti çalışmaları ile SAGA’ya ait sistem tanılama çalışmalarını içermek-
tedir. İlk olarak bir insansız su altı aracının Newton-Euler formülasyonundan gelen 6
serbestlik dereceli doğrusal olmayan modeli elde edilmiştir. Daha sonra aracın oto-
pilotu, PID kontrol yaklaşımı ile tasarlanmıştır. Ataletsel ölçüm sistemi ile akustik
ve görüntüleme temelli ölçüm sistemi ile yardımcı algılyıcılar entegre edilerek navi-
gasyon problemi çözülmüştür. Tüm bu ölçümler simülasyon bazlı üretilmiştir. Navi-
gasyon sisteminin performansı uygun sistem durumu ile ölçüm ve gürültü modelleri
oluşturularak analiz edilmiştir. Navigasyon datası Kalman filtre ile iyileştirilmiştir.
Navigasyon problemi çözüldükten sonra, aracın güdümü görüş hattı ve optimal kont-
rol yöntemleri ile navigasyon datası kullanılarak gerçekleştirilmiştir. Pinger ve hidro-
fonlardan oluşan akustik temelli ölçüm sistemi ile ataletsel ölçüm sistemi kullanılarak
havuz deney düzeneği oluşturulmuştur. Aracın daha doğru yer bilgisi için bu iki öl-
çüm sistemi birleştirilmiştir. Buna ek olarak basınç algılayıcısı ile aracın derinlik bil-
gisi desteklenmiştir. Aracın matematiksel modeli katma kütle ve sönümleme parame-
releri gibi değeri bilinmeyen parametreler içerir. Sistemin durumu üzerindeki etkisi
genellikle ihmal edilebilir olduğu için tüm parametre değerlerini belirlemek mümkün
değildir. Buna karşın, "önemli" parametrelerin çoğu, aracın birleşik hareketi için, kes-
tirilen deneysel navigasyon bilgisini kullanarak sistem tanımlama çalışmasıyla elde
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edilir. Tüm bu çalışmalar Matlab/Simulink de yapılmıştır.

Anahtar Kelimeler: İnsansız Sualtı Aracının Matematiksel Modeli, Otopilot, Güdüm,
Navigasyon, Akustik-temelli Navigasyon, Görüntü-temelli Navigasyon, Ataletsel Na-
vigasyon sistemi, Sistem Tanılama, Kalman Filtresi, Sensör Birleştirme
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CHAPTER 1

INTRODUCTION

1.1 Motivation of the Thesis

There are many research operations on oceans which covers about seventy percent

of the Earth such as underwater geological, hydro-graphic, archaeological and oil-

gas research, port and ship security. Since most of these research operations have

to be conducted in dangerous places, unmanned underwater vehicles (UUV) can be

utilized for human safety. The first unmanned underwater vehicle, Self-Propelled Un-

derwater Research Vehicle (SPRUV), was designed at the applied physics laboratory

at the University of Washington as early as 1957 by Stan Murphy, Bob Francois and

later on, Terry Ewart. It was used to study diffusion, acoustic transmission, and sub-

marine wakes. Many different vehicles have been improved to date with developing

technology.

UUV’s are divided into two main classes according to the type of its operation. One

of them is autonomous underwater vehicles (AUV’s) and the other is the remotely

operated vehicles (ROV’s). While an AUV does not require input from operator, an

ROV requires the control input from operator. Remote Environmental Monitoring

UnitS (REMUS) can be given as an example for an AUV as shown in Fig.1.1. Its

simulation model was developed in 6 DOF [36] in 2001. ROVs are classified accord-

ing to size, depth capability, on board horsepower, and steering system (all-electric

or electric-hydraulic). DST-R-100-4 which is in miniROV class can be given as an

example for ROVs as shown in Fig. 1.2 was designed by Desistek Company in 2012.

In UUVs, navigation, guidance and control systems generally work together. The
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Figure 1.1: REMUS, AUV Figure 1.2: DST-R-100-4, ROV

position of the vehicle must first be known to direct the vehicle to go wherever. Nav-

igation data is the reference signal for the guidance system of the vehicle. Guidance

system generates the reference signal for the controllers of the vehicle. All the system

provides the vehicle to go to the desired points with desired speed and attitude. The

success of the system depends on the accuracy of the navigation information. In this

thesis, solution of the navigation problem is explained in detail.

1.2 Literature Review

In general, mathematical models of UUVs are nonlinear; but linear models can be

preferred sometimes [18]. This thesis focused on a nonlinear mathematical model

(since it is more accurate and realistic). Mathematical models of UUVs have some

unknown parameters such as added mass and damping coefficients. The added mass

parameters and damping coefficients can be obtained by using some programs such

as WAMIT, VERES, SEAWAY and SOLIDWORKS. If the structure of the vehicle

has some symmetry with respect to pitch and yaw planes, added mass parameters

can be approximately obtained by using the strip theory [18]. For more accuracy,

the values of the parameters can be improved by a system identification study based

on the navigational data from a physical experiment. System identification study

can be performed offline after the experimental data is obtained. However, it was

performed as online for realistic result [23]. Experimental identification was done

for both coupled motion of the vehicle in 6 (DOF) and uncoupled motions such as

surge, yaw, pitch, [31], [2]. In this study, the system identification was performed
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using simulated data for both coupled and decoupled motion and it was done using

experimental data for coupled motion of SAGA.

It is seen that the determination of the vehicle position is very important for the sys-

tem identification study especially when the GPS data is unavailable. In general, there

are three main categories of navigation systems for determination of vehicle position:

acoustic-based navigation, inertial navigation and geophysical navigation [35]. Iner-

tial navigation uses accelerometers and gyroscopes. The position error grows with

time in inertial navigation [30] and [22]. Acoustic based navigation techniques are

based on measuring time of duration (TOD) of signals from acoustic beacons or the

opposite. In order to determine TOD there are three common methods such as ultra-

short base line (USBL), short base line (SBL) and long base line (LBL) [17] and [6].

Geophysical navigation techniques use sonar, cameras and magnetometer for refer-

ence information [7] and [39]. For more accuracy in position, INS, acoustic-based

navigation and geophysical navigation are integrated [28] and [32]. In this thesis, the

inertial navigation system (INS) and acoustic-based data collection system with sen-

sors (magnetometer and depth sensor) are integrated to determine the position of the

vehicle with a reasonable accuracy.

The solution of the navigation data is reference signal of the guidance system. The

guidance and control of the vehicle is very important for applications of these kinds

of vehicles; because the vehicles have complex dynamics and there are difficulties

in underwater environments. There are many control techniques to design autopilots

for unmanned underwater vehicles (UUV). Speed autopilots are designed by P or PI

control techniques [11]. Position autopilots are also designed by the same controllers

[41]. More complicated autopilots are designed with PID and sliding mode control

techniques [29]. Optimal kinematic control for an autonomous underwater vehicle

and a particular set of optimal motions which trace helical paths are discussed in [5].

A new optimal control method based on the energy equations of the controlled sys-

tem is presented in [19]. This method is applied on an under-actuated underwater

vehicle. In the study of the configuration optimization for an underwater vehicle, the

maneuver requirements of the optimization problem are obtained by the solution of

an optimal control problem [1]. Optimal control is applied on an underwater sen-

sor network for cooperative target tracking [4]. In this thesis, the surge and heave
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speeds and the yaw angle are controlled by using PID controllers. The input signal

of the controller is generated from the guidance system. There are many guidance

algorithms to bring the vehicle to a desired position. The most common algorithm

is the line-of-sight (LOS) guidance [3]. The environmental distributions such as cur-

rents, wind and waves effects the guidance performance. Integral LOS guidance is

performed both in the constant ocean current and in the environmental distribution

[12] and [8]. In this thesis, the way point guidance by line of sight and way point

guidance based optimal control are studied.

1.3 SAGA

The unmanned underwater survey vehicle (SAGA) used in this thesis is a remotely

operated underwater survey vehicle specifically developed for the purpose of inves-

tigation of underwater and equipped with a camera and a two dimensional sonar in

addition to several other custom specific sensors as seen in Fig. 1.3. It is very easy

to obtain navigational data and high resolution video, as regards to underwater oper-

ation, from this vehicle [15]. It consists of three basic parts; cable, operator console

and vehicle’s body. The cable provides data transmission and power transmission

between the vehicle and the operator console. The vehicle is controlled and the data

from the vehicle is observed by the operator console. The properties of SAGA is

shown in Table 1.1.

Table 1.1: SAGA proporties

Length 420 mm
Width 330 mm
Height 270 mm
Weight in air 10 kg
Max. operation depth 250 m
Max. surge speed 3 knots
Volume 0.01

Thruster configuration
2 forward
1 vertical
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Figure 1.3: Hull of SAGA, unmanned underwater survey vehicle [15]

1.4 Organization of the Thesis

Chapter 1 gives the information about history and application area of an unmanned

underwater vehicles and literature survey about the scope of this thesis and it mentions

about SAGA.

Chapter 2 explains the mathematical model of unmanned underwater vehicle. Kine-

matic and rigid body dynamic parts of an underwater vehicle are explained. The

motion of an underwater vehicle is defined in 6 DOF. Hydrodynamic forces and mo-

ments are explained. The equations of motion of SAGA is derived.

Chapter 3 consists of the thruster model of SAGA, autopilot design of SAGA and

an analysis of the nonlinear system response. The nonlinear mathematical model

of SAGA is implemented in Matlab/Simulink environment and the system response

is analyzed with different tests by activating different thrusters. In addition, PID

controller design for translational and rotational velocity and position are explained

in this chapter.

Chapter 4 gives information how the navigation problem of SAGA is solved. The

inertial navigation system, acoustic-based navigation system, vision-based navigation
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systems are explained. Inertial navigation processor and inertial navigation equations

are given. System model based on the inertial navigation system and measured model

are obtained for the integrated navigation system. The navigation solution is obtained

with the design of the integrated navigation architecture by Kalman filter algorithm.

Chapter 5 includes the guidance algorithm of SAGA. The guidance of SAGA is com-

posed of the way point guidance with LOS and the optimal guidance.

Chapter 6 presents the acoustic-based navigation experiment of SAGA at the pool

of the Middle East Technical University (METU). The experimental navigation data

obtained from the acoustic based measurement system is integrated into the measured

data which comes from the inertial navigation system and the depth sensor. System

states are estimated by a Kalman filter algorithm.

Chapter 7 explains how to obtain the unknown parameters of the mathematical model

of SAGA. First, the navigation data is generated from simulation-based model to be

used in the system identification study for the uncoupled and coupled motions. Then,

the real navigation data of SAGA which was obtained in Chapter 6 is used for the

system identification study of the coupled motion. Finally, system responses with

and without the system identification study are compared.

Chapter 8 summarizes this thesis and comments on the results of the thesis. In addi-

tion, it gives possible future directions as a continuation of this work.
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CHAPTER 2

MATHEMATICAL MODELLING

2.1 Introduction

Modeling of an underwater vehicle has two main parts, statics and dynamics study.

While statics is associated with bodies at constant velocity, dynamics is associated

with bodies having accelerated motion. The motion of an underwater vehicle is de-

termined in 6 DOF since 6 independent coordinates are required to determine the

position and orientation of a rigid body. Table 2.1 shows notations used in mathemat-

ical modeling of an underwater vehicles. The first three coordinates and their time

derivatives are used to illustrate the position and translational motion along x, y and

z axes. The orientation and rotational motion are determined using the last 3 coordi-

nates and their derivatives. The six different motions are determined for underwater

vehicles such as surge, sway, heave, roll, pitch and yaw [18].

Table 2.1: Notation used for underwater vehicles

DOF
Forces

and
Moments

Linear
and

Angular
Velocities

Positions
and

Euler
Angles

1 motions in the x-direction (surge) X u x
2 motions in the y-direction (sway) Y v y
3 motions in the z-direction (heave) Z w z
4 rotation about the x-axis (roll) K p φ

5 rotation about the y-axis (pitch) M q θ

6 rotation about the z-axis (yaw) N r ψ
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2.2 Kinematics

2.2.1 Notation of Kinematics Quantities

Most of kinematic quantities such as position, velocity, acceleration, and angular rate,

involve three coordinate frames [20].

• object frame: The frame whose motion is described, α;

• reference frame: The frame with which that motion is respect to, β;

• resolving frame: The set of axes in which that motion is represented, γ.

The notation is used as xγβα. The vector, x, refers to a kinematic property of frame α

with respect to frame β, expressed in the frame γ axes.

2.2.2 Coordinate Frames

A coordinate frame can be defined in two ways. First, it provides an origin and a set

of axes in terms of which the motion of objects is described. Second, it defines the

position and orientation of an object. To determine the motion of the vehicle in 6 DOF,

there are two main coordinate frames such as body-fixed and earth-fixed coordinate

frames as shown in Fig 2.1. The position and attitude of the vehicle are defined with

respect to the earth frame. The linear and angular velocities of the vehicle are defined

related to the body-fixed frame. To solve the navigation problem, there are many

coordinate frames such as Earth-Centered Inertial Frame, Earth-Centered Earth-Fixed

Frame, Local Navigation Frame and Body-Fixed Frame. Earth-Centered Earth-Fixed

Frame is chosen as reference and resolving frames in this thesis [20]. All axes of

ECEF frame are fixed with respect to the Earth. The ECEF frame is denoted as e.

Body-fixed coordinate frame is denoted as b, XbYbZb and the origin of the body-fixed

coordinate frame is chosen as the CG as shown in Figure 2.1 [18].

For underwater vehicles, body axes Xb, Yb and Zb correspond to the principal axes of

inertia, and are defined as [18]:
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Xb

Yb

Zb

X e

Ze
Ye

u (surge)

v (sway)

w (heave)

p (roll)

q (pitch)

r (yaw)

Body-fixed

Earth-fixed

Figure 2.1: Body-fixed and earth-fixed reference frame

Xb- longitudinal axis (directed from aft to fore)

Yb- transverse axis (directed to starboard)

Zb- normal axis (directed from top to bottom)

The motion of the body-fixed coordinate frame is defined related to an inertial refer-

ence frame. The earth-fixed coordinate frame,XeYeZe is also considered to be inertial

since motion of the Earth scarcely effects low speed underwater vehicle. When the

moving, body-fixed, coordinate frame with origin O, XbYbZb rotates with angular

velocity around an earth-fixed coordinate frame XeYeZe, the body’s inertia tensor is

defined [18]:

I0 ,


Ix −Ixy −Ixz
−Iyx Iy −Iyz
−Izx −Izy Iz

 (2.1)

where, Ix, Iy, Iz are moments of inertia about XOYOZO axes and Ixy = Iyx,

Ixz = Izx, Iyz = Izy are products of inertia. They depend on the mass of the

body and its geometry.

The general motion of an underwater vehicle in 6 DOF is described related to SNAME
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notation by the following vectors as [18]:

~η =
[
x y z φ θ ψ

]T
~η1 =

[
x y z

]T
~η2 =

[
φ θ ϕ

]T
(2.2)

~v =
[
u v w p q r

]T
~v1 =

[
u v w

]T
~v2 =

[
p q r

]T
(2.3)

~τ =
[
X Y Z K M N

]T
~τ1 =

[
X Y Z

]T
~τ2 =

[
K M N

]T
(2.4)

where

η1: The position vector in the earth fixed frame,

η2: The orientation vector in the earth fixed frame,

η: The position and orientation vector in the earth fixed frame,

v1: The linear velocity vector in the body-fixed frame,

v2: The angular velocity vector in the body-fixed frame,

v: The linear and angular velocity vector in the body-fixed frame,

τ1: The forces act on the vehicle in the body-fixed frame,

τ2: The moments act on the vehicle in the body-fixed frame,

τ : The forces and moments act on the vehicle in the body-fixed frame.

2.2.3 Euler Angles

Euler angles, roll, pitch, yaw is the ideal way of the describing the attitude. The

attitude is composed of three rotations. It is defined by the transformation of a vector

x = (x, y, z) from resolving axes, β to an α frame. The first rotation, ϕβα, is the

yaw rotation. The x and y components of the vector rotate with yaw angle around the

common z axes of the frames, α and β as shown in Fig. 2.2.
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xᵝ

xᷢ

ᷢ

ᷢ
yᵝ

yᷢ

uy

ux

Figure 2.2: Euler angle rotation in z axes

xϕ = xβ cosϕβα
−→ux + yβ sinϕβα

−→uy
yϕ = −xβ sinϕβα

−→ux + yβ cosϕβα
−→uy

zϕ = zβ

(2.5)

Thus, the rotation transformation matrix related to yaw rotation is obtained as

Cz,ϕ =


cosϕ sinϕ 0

−sinϕ cosϕ 0

0 0 1

 (2.6)

Second rotation is the pitch rotation. x and z components of the vector rotates with

pitch angle around common y axes of α and β frames as shown in Fig. 2.3.

xθ = xϕcos θβα
−→ux − zϕsin θβα−→uz

yθ = yϕ

zθ = xϕsin θβα
−→ux + zϕcos θβα

−→uz

(2.7)

The transformation matrix of the pitch rotation is obtained as
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x

z

zu z

ux ᷔ

ᷔ
xᷔ

ᷢ

ᷔ
ᷢ

Figure 2.3: Euler angle rotation in y axes

Cy,θ =


cosθ 0 −sinθ

0 1 0

sinθ 0 cosθ

 (2.8)

Finally, the roll rotation, φβα, is performed. The y and z components of the vector

rotate with roll angle around common x axes of these frames as shown in Fig. 2.4

y

y

z

zṁ

uz

uy

ᷔ

ṁ ᷔ

ṁ

ṁ

Figure 2.4: Euler angle rotation in x axes

xα = xθ

yα = yθcos φβα + zθsinφβα

zα = −yθsin φβα + zθcosφβα

(2.9)
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The transformation matrix of the roll rotation is obtained as

Cx,θ =


1 0 0

0 cosφ sinφ

0 −sinφ cosφ

 (2.10)

Euler rotation from frame β to frame α is represented by the vector

Ψβα =


φβα

θβα

ϕβα

 (2.11)

Reversing the sign of the Euler angles does not return to the original orientation


φβα

θβα

ϕβα

 6=

−φβα
−θβα
−ϕβα

 (2.12)

Euler angles which are roll, pitch and yaw are used in order to transform from the

body-fixed frame to the earth fixed frame and vice versa. It is described by the fol-

lowing vector.

η2 = [φ, θ, ψ]T (2.13)

The body-fixed linear velocity vector v1 = [u, v, w]T and the position rate vector
·
η1 = [ẋ, ẏ, ż]T are related to coordinate transformation matrix Ce

b (η2) as follow:

·
η1 = Ce

b (η2) v1 (2.14)

where

Ce
b (η2) =


cψcθ −sψcφ+ cψsθsφ sψsφ+ cψcφsθ

sψcθ cψcφ+ sφsθsψ −cψsφ+ sθsψcφ

−sθ cθsφ cθcφ

 (2.15)

The orientation in the earth-fixed frame can be obtained by angular velocity transfor-

mation as
·
η2 = T eb (η2) v2 (2.16)
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where

v2 = [p, q, r]T (2.17)

�
η2 = [

�
φ ,

�
θ ,
�
ψ ]

T

(2.18)

T eb (η2) =


1 sφtθ cφtθ

0 cφ −sφ
0 −sφ/cθ cφ/cθ

 (2.19)

For a pitch angle, θ, is equal to ∓90◦, the transformation matrix T eb (η2) is undefined.

But, because of the mechanical design of SAGA, pitch angle cannot be equal to∓90◦.

2.3 Rigid Body Dynamics

The nonlinear dynamic equation of motion in 6 DOF are defined as [18]:

Mv̇ + C (v) v +D (v) v + g (η) = τ

η̇ = J (η) v
(2.20)

where

M : Inertia matrix, including added mass,

C(v): Matrix of Coriolis and centripetal terms, including added mass,

D(v): Damping matrix,

g(η): Gravitational forces and moments vector ,

τ : Control inputs vector.

The rigid body equations of motions, translational and rotational, are derived by using

Newton’s second law taking Euler’s first and second axioms. Translational motion

equation is derived by using the linear momentum formula, pc and rotational motion
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equation is derived by using the angular momentum formula, hc.

ṗc = τ1 pc = mv1 (2.21)

ḣc = τ2 hc = Icv2 (2.22)

where τ1 = [X, Y, Z]T are forces and τ2 = [K, M, N ]T are moments related to

body’s center of gravity. v1, v2 are linear and angular velocity vector respectively. So,

the rigid-body equations of translational and rotational motion in 6 DOF are obtained,

where the coordinates of the center of gravity, rG, are given by xG, yG and zG.

X = m(
·
u − vr + wq − xG(q2 + r2) + yG(pq − ·

r ) + zG(pr +
·
q ))

Y = m(
·
v − wp+ ur − xG(qp+

·
r )− yG(r2 + p2) + zG(qr − ·

p ))

Z = m(
·
w − uq + vp+ xG(rp− ·

q )− yG(rq +
·
p ) + zG(p2 + q2))

(2.23)

K = Ixṗ− Ixy q̇ − Ixz ṙ − qIzxp− q2Izy + Izrq + Iyxpr − Iyqr + Iyzr
2

+m(yGpv − yGqu+ yGẇ + zGpw − zGru− zGv̇)

M = Iy q̇ − Iyxṗ− Iyz ṙ + p2Izx + Izyqp− Izrp+ Ixpr − Ixyqr − r2Ixz

+m(−xGpv + xGqu− xGẇ + zGqw − zGru+ u̇zG)

N = Iz ṙ − Izy q̇ − Izxṗ+ p2Iyx + pqIy − prIyz − qIxp+ q2Ixy + qrIxz

+m(−xGpw + xGru+ xGv̇ − yGqw + yGrv − u̇yG)

(2.24)

These equations of the translational and rotational motions are explained in a more

compact form as:

MRB v̇ + CRB (v) v = τRB (2.25)

where

τRB: The generalized vector of external forces and moments act on the vehicle,

v: The linear and angular velocity vector in the body-fixed frame,
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MRB: The rigid body inertia matrix,

CRB: The rigid body Coriolis and centripetal matrix.

MRB is defined as [18]:

MRB =



m 0 0 0 mzG −myG
0 m 0 −mzG 0 mxG

0 0 m myG −mxG 0

0 −mzG myG Ix −Ixy −Ixz
mzG 0 −mxG −Iyx Iy −Iyz
−myG mxG 0 −Izx −Izy Iz


(2.26)

CRB is defined as [18]:

CRB =



0 0 0

0 0 0

0 0 0

−m(yGq + rzG) m(yGp+ w) m(pzG − v)

m(xGq − w) −m(rzG + xGp) m(qzG + u)

m(xGr + v) m(yGr − u) −m(xGp+ yGq)

m(rzG + qyG) −m(xGq − w) −m(xGr + v)

−m(yGp+ w) m(rzG + xGp) m(yGr − u)

−m(pzG − v) −m(u+ qzG) m(qyG + xGp)

0 −qIyz − Ixzp+ rIz Ixyp− qIy + rIyz

qIyz + Ixzp− rIz 0 −Ixzr − Ixyq + pIx

−Ixyp+ qIy − rIyz Ixzr + Ixyq − pIx 0


(2.27)

2.4 Hydrodynamic Forces and Moments

Hydrodynamic forces and moments are composed of radiation-induced forces and

Froude-Kriloff and diffraction forces. The radiation-induced forces and moments

are caused by added mass, restoring forces due to Archimedes and hydrodynamic
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damping. The Froude-Kriloff and diffraction forces are caused by environmental

forces such as waves, wind and currents [18].

The total external forces and moments acting on the vehicle are represented as

τRB = τH + τE + τ (2.28)

where τ is the propulsion forces and moments, τE is represented environmental forces

and moments and τH is hydrodynamic forces and moments. Hydrodynamic forces

and moments are defined as

τH = −MAv̇ − CA (v) v −D (v) v − g(η) (2.29)

where, the terms of (−MAv̇−CA (v) v) is due to added mass, g(η) is due to restoring

forces and D (v) v is hydrodynamic damping.

Substitution of Equation (2.29) into Equation (2.28) together with Equation (2.25)

results in the dynamic equation of motion in the 6 DOF as follows [18].

Mv̇ + C (v) v +D (v) v + g (η) = τE + τ (2.30)

where

M ,MRB +MA C (v) , CRB (v) + CA(v) (2.31)

2.4.1 Added Mass and Inertia

The added mass terms should be understood as pressure-induced forces and moments

due to a forced motion of the body which are proportional to the acceleration of the

body. The added mass forces and moments are derived using the fluid kinetic energy,

TA which can be written a quadratic form of the body axis velocity vector components

[18] as

TA =
1

2
vTMAv (2.32)

where MA is a 6× 6 the added mass inertia matrix expressed as follow [18]:
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MA = −



Xu̇ Xv̇ Xẇ Xṗ Xq̇ Xṙ

Yu̇ Yv̇ Yẇ Yṗ Yq̇ Yṙ

Zu̇ Zv̇ Zẇ Zṗ Zq̇ Zṙ

Ku̇ Kv̇ Kẇ Kṗ Kq̇ Kṙ

Mu̇ Mv̇ Mẇ Mṗ Mq̇ Mṙ

Nu̇ Nv̇ Nẇ Nṗ Nq̇ Nṙ


(2.33)

ZA represents hydrodynamic added mass force along z-axis due to an acceleration ẇ

in the z direction can be written as:

ZA = Zẇẇ (2.34)

where

Zẇ ,
δZ

δẇ
(2.35)

The added mass forces and moments are separated in the added inertia matrix, MA

defined in (2.33) and matrix of hydrodynamic Coriolis and centripetal terms, CA (v)

defined in (2.36) [18].

CA (v) =



0 0 0

0 0 0

0 0 0

0 −a3 a2

a3 0 −a1

−a2 a1 0

0 −a3 a2

a3 0 −a1

−a2 a1 0

0 −b3 b2

b3 0 −b1

−b2 b1 0


(2.36)

where

a1 = Xu̇u+Xv̇v +Xẇw +Xṗp+Xq̇q +Xṙr

a2 = Xv̇u+ Yv̇v + Yẇw + Yṗp+ Yq̇q + Yṙr

a3 = Xẇu+ Yẇv + Zẇw + Zṗp+ Zq̇q + Zṙr

b1 = Xṗu+ Yṗv + Zṗw +Kṗp+Kq̇q +Kṙr

b2 = Xq̇u+ Yq̇v + Zq̇w +Kq̇p+Mq̇q +Mṙr

b3 = Xṙu+ Yṙv + Zṙw +Kṙp+Mṙq +Nṙr

(2.37)
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The added mass parameters can be obtained from some hydrodynamic software pro-

grams such as WAMIT, VERES and SEAWAY and SOLIDWORKS. If the structure

of the vehicle has some symmetry with respect to pitch and yaw planes, added mass

parameters can be obtained approximately using the strip theory [18]. For more ac-

curacy, values of these parameters can be improved by a system identification study

based on the navigational data from a pool experiment.

In many ROV applications the vehicle will usually moves at low speeds. If the vehicle

also has three planes of symmetry, this suggests that we can neglect the contributions

from the off-diagonal elements in the added inertia matrix MA. Also, it is assumed

that the vehicle is designed ellipsoidal shape represented semi-major, a, semi-minor,

b, and semi-vertical c axes which are defined as in [18].

x2

a2
+
y2

b2
+
z2

c2
= 1 (2.38)

The diagonal added mass terms are obtained as follow equations by letting b = c and

a > b [18].

Xu̇ = − α0

2− α0

m (2.39)

Yv̇ = Zẇ = − β0

2− β0

(2.40)

Kṗ = 0 (2.41)

Nṙ = Mq̇ = −1

5

(b2 − a2)
2
(α0 − β0)

2 (b2 − a2) + (b2 + a2)(β0 − α0)
m (2.42)

where

α0 =
2 (1− e2)

e3

(
1

2
ln

1 + e

1− e
− e
)

(2.43)

β0 =
1

e2
− 1− e2

2e3
ln

1 + e

1− e
(2.44)

e = 1− (b�a )
2

(2.45)
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2.4.2 Hydrodynamic Damping

The hydrodynamic damping for ocean vehicles is caused by potential damping, skin

friction, wave drift damping and damping due to vortex shedding. Potential damping

consists of surface waves. These waves are high frequency waves with small wave

length. Wave drift damping occurs while the vehicle moves on the surface of the sea.

Potential and wave damping effects are neglected since the vehicle operates in deep

water. Skin friction caused by ow of water around the boundary of vehicle. Damping

due to the skin friction are modeled is linear and quadratic damping in (2.46) [18].

Dskin(v) = Dlinear +Dquadratic (v) (2.46)

Damping due to vortex shedding occurs because of the pressure differences on the ow

path of water and it is modeled in (2.47). It is proportional to projected sectional area

of the vehicle and with square of velocity,

Dvortex = −1

2
ρ CD (Rn) A |v| v (2.47)

where v is the vehicle velocity, A is the projected cross-sectional area, CD(Rn) is

drag-coefficient depends on Reynolds number, Rn and ρ is the water density.

After all, the total drag acting on the vehicle is expressed as [18]:

DM (v) = −
Xu+X|u|u|u| Xv+X|v|v |v| Xw+X|w|w|w| Xp+X|p|p|p| Xq+X|q|q |q| Xr+X|r|r|r|
Yu+Y|u|u|u| Yv+Y|v|v |v| Yw+Y|w|w|w| Yp+Y|p|p|p| Yq+Y|q|q |q| Yr+Y|r|r|r|
Zu+Z|u|u|u| Zv+Z|v|v |v| Zw+Z|w|w|w| Zp+Z|p|p|p| Zq+Z|q|q |q| Zr+Z|r|r|r|
Ku+K|u|u|u| Kv+K|v|v |v| Kw+K|w|w|w| Kp+K|p|p|p| Kq+K|q|q |q| Kr+K|r|r|r|
Mu+M|u|u|u| Mv+M|v|v |v| Mw+M|w|w|w| Mp+M|p|p|p| Mq+M|q|q |q| Mr+M|r|r|r|
Nu+N|u||u| Nv+N|v|v |v| Nw+N|w|w|w| Np+N|p|p|p| Nq+N|q|q |q| Nr+N|r|r|r|

 (2.48)

2.4.3 Restoring Forces and Moments

Restoring forces and moments composed of gravitational and buoyant forces. The

gravitational force, fG is defined in the body-fixed coordinate frame in (2.49). It acts
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through center of gravity rG = [xG, yG, zG]T of the vehicle.

fG (η2) = J−1
1 (η2)


0

0

W

 (2.49)

where W is weight of vehicle’s body defined as W = mg letting m, the mass of the

vehicle, g ,the acceleration of gravity and J1(η2) is Euler angle coordinate transfor-

mation matrix.

The buoyant force is defined in the body-fixed coordinate system in (2.50). It acts

through the center of buoyancy rB = [xB, yB, zB]T .

fB (η2) = − J−1
1 (η2)


0

0

B

 (2.50)

B is buoyancy force defined as B = ρg∇, letting ρ be the fluid density, ∇be the

volume of the fluid displaced by the vehicle.

The restoring force and moment vector in the body-fixed coordinate system is:

g (η) = −

 fG (η) + fB(η)

rG × fG (η) + rB × fB(η)

 (2.51)

Equation (2.51) is expanded as:

g (η) =



(W −B)sθ

−(W −B)cθsφ

−(W −B)cθcφ

−cθcφ (yGW − yBB) + cθsφ(−zGW + zBB)

−cθcφ(−xGW + xBB) + sθ(−zGW + zBB)

−cθsφ(xGW − xBB) + sθ(yGW − yBB)


(2.52)
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2.5 Equations of Motion

The nonlinear equations of motion for SAGA in the body-fixed frame are written as:

Mv̇ + C (v) v +D (v) v + g (η) = τ

η̇ = J (η) v
(2.53)

M ,MRB +MA C (v) , CRB (v) + CA(v) (2.54)

The rigid body mass is a diagonal matrix since the vehicle is assumed to have three

symmetry planes. The off-diagonal contributions are neglected. The simplified rigid

body mass matrix of SAGA is defined as

MRB =



m 0 0 0 0 0

0 m 0 0 0 0

0 0 m 0 0 0

0 0 0 Ix 0 0

0 0 0 0 Iy 0

0 0 0 0 0 Iz


(2.55)

For completely submerged vehiclesMA will always be strictly positive, that is,MA >

0. In many ROV applications the vehicle will usually moves at low speeds. If the

vehicle also has three planes of symmetry, this suggests that we can neglect the con-

tributions from the off-diagonal elements in the added inertia matrix MA. Hence, the

following simple expressions for MA and CA are obtained for SAGA as:

MA = −



X 0 0 0 0 0

0 Y 0 0 0 0

0 0 Z 0 0 0

0 0 0 K 0 0

0 0 0 0 M 0

0 0 0 0 0 N


(2.56)
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CA (v) =



0 0 0 0 −Zẇw Yv̇v

0 0 0 Zẇw 0 −Xu̇u

0 0 0 −Yv̇v Xu̇u 0

0 −Zẇw Yv̇v 0 −Nṙr Mq̇q

Zẇw 0 −Xu̇u Nṙr 0 0

−Yv̇v Xu̇u 0 −Mq̇q 0 0


(2.57)

The moving weather in the surface of the rotating earth causes water to veer to right

(clockwise) in the northern hemisphere and to the left (anticlockwise) in the southern

hemisphere. This effect is known as the Coriolis force. The Coriolis and centripetal

force matrix of SAGA is the sum of the rigid body and hydrodynamic Coriolis and

centripetal matrices.

C (v) , CRB (v) + CA(v) (2.58)

The rigid body Coriolis and centripetal matrix is related to vehicle’s speed and it is

defined as

CRB =



0 0 0 0 m(w) −m(v)

0 0 0 m(−w) 0 m(u)

0 0 0 m(v) m(−u) 0

0 m(w) −m(v) 0 Izr −Iyq
m(−w) 0 m(u) −Izr 0 0

m(v) m(−u) 0 Iyq 0 0


(2.59)

The damping force matrix is assumed consisting of only linear terms since the vehicle

will only be able to move at low speeds. The contribution of quadratic damping terms

is neglected since the effect of the quadratic damping terms is important at higher

speeds. Hence, the following simple expressions is obtained for SAGA as
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D(v) = −



Xu 0 0 0 0 0

0 Yv 0 0 0 0

0 0 Zw 0 0 0

0 0 0 Kp 0 0

0 0 0 0 Mq 0

0 0 0 0 0 Nr


(2.60)

The restoring force and moment matrix is defined as in Equation 2.52.

In the nonlinear mathematical modeling of the vehicle, u is the column matrix which

consists of moments and forces produced from thrusters will be given in Chapter 3.

2.6 Conclusion

In this chapter, the mathematical modeling of an unmanned underwater survey vehi-

cle is obtained. Kinematics and dynamics of the model are explained. The coordinate

transformation matrix is obtained using the ZY X rotation. The inertia matrix of the

SAGA is defined as a diagonal matrix. The rigid body mass and Coriolis matrices

are obtained with the added mass parameters. The damping forces on the vehicle are

defined and the damping matrix is obtained with linear damping coefficients. Resort-

ing forces matrix is defined for the SAGA. The nonlinear equations of motion for

the SAGA are obtained after the all matrices that build the mathematical model are

defined.
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CHAPTER 3

AUTOPILOT

3.1 Introduction

In this chapter, the nonlinear mathematical model of SAGA is implemented in MAT-

LAB/Simulink environment. Since the system input of the model is the force value

produced from thrusters, the thruster model is explained. Then, the system response is

analyzed with different tests by activating different thrusters. The surge, heave speed

and rotational speed bring the angle of yaw which are controlled by a PID controller.

In addition, the depth and the yaw angle are controlled also by a PID controller.

3.2 Thruster Model

The hardware elements of the motor controller-motor-propeller are collected in one

place and it is called the thruster shown in Fig. 3.1. Each thruster is driven by a DC

motor. The dynamic equations of the motors are given [38] as:

La
d

dt
ia =−Raia − 2πKMn+ ua (3.1)

2πJm
d

dt
n = KM ia −Q(n, Va) (3.2)

where

La: Inductance of the rotor,
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Figure 3.1: Thruster (composed of motor controller-motor-propeller)

Ra: Resistance of the rotor,

ua: Voltage of the rotor,

KM : Torque constant of the motor,

ia: Rotor current,

Jm: Inertial moment of the motor,

n: Rotational speed of the motor,

Q(n, Va): Torque of the propeller.

There is a reference PWM value for each motor. Motor is stopped when PWM value

reaches the value of 1500 rpm. If the applied PWM value is the higher than 1500 rpm,

motor rotates positive direction. If the applied PWM value is the lower than the 1500

rpm, motor rotates the opposite direction. Since the system input for mathematical

model of SAGA is force value (Nm) of each thruster, applied PWM values are trans-

formed to the force values. The relationship between the force (Kgf) value and the

PWM value of the used motors is shown in Fig. 3.2 [15].

SAGA has three thrusters. Two of which are located horizontally, at right and left

sides as shown in Fig. 3.3. The distance between center of gravity and right thruster,

r1, is equal to the distance between the center of gravity and the left thruster, r2.
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Figure 3.2: The relationship between PWM value and force (Kgf) [15]

The last one is located vertically. The motion in the x-axis (surge motion) and the

rotation around the z-axis (yaw angle) are accomplished by horizontal thrusters. The

motion in the z-axis (heave motion) and the rotation around the y-axis (pitch angle)

are managed by using the vertical thruster. Since the vertical thruster is located almost

on the center of gravity, r3 the pitch angle is usually very small.

The resultant thrust force and moments applied on the vehicle are expressed as follow.

τ =



∑
X∑
Y∑
Z∑
K∑
M∑
N


=



T1 + T2

0

T3

0

T3r3

T1r1 + T2r2


(3.3)

where

T1: Produced force from the right thruster,

T2: Produced force from the left thruster,

T3: Produced force from the vertical thruster,
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Figure 3.3: SAGA’s thrusters locations

r1: Distance between the right thruster and the center of gravity,

r2: Distance between the left thruster and the center of gravity,

r3: Distance between the vertical thruster and the center of gravity.

The nonlinear model of SAGA is implemented in MATLAB/Simulink environment.

The system response is analyzed with some tests. Each thruster produces a maximum

10N force.

Test 1 : T1 = 10, T2 = 10, T3 = 0

The right and left thrusters are activated by applying equal maximum force, 10 N in

the same direction in test 1. The system response is shown in figures 3.4 and 3.5. As

seen from these figures, the vehicle moves only in the x direction with a maximum

surge speed, 1.5 m/s. The system is considered stable since the translational and

rotational velocities are equal to zero.

Test 2 : T1 = 10, T2 = −10, T3 = 0

The right and left thrusters are activated by applying equal maximum force, 10 N in

the opposite direction in test 2. As seen in figures 3.6 and 3.7, the vehicle rotates

around the z direction with rotational velocity of yaw. The system is considered
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Figure 3.4: Translational velocities in the body-fixed frame for test 1

stable since rotational velocity of yaw converges to a constant value and the remaining

translational and rotational velocities are equal to zero.

Test 3 : T1 = 0, T2 = 0, T3 = 10

The vertical thruster is activated by applying max force 10 N in test 3. The vehicle

moves in the z direction with heave speed as seen in figures 3.8 and 3.9. Since the

vertical thruster is positioned almost on the CG of the vehicle, the rotational velocity

of pitch converges to zero within 5 seconds. The system is stable when the vertical

thruster works.

Test 4 : T1 = 0, T2 = 10, T3 = 0

The right thruster is activated by applying max force 10N in test 4. As seen in figures

3.10 3.11 the vehicle moves in x and y direction with the surge speed and the yaw

rate. Test 4 shows that both of the forward thrust and yaw moment are produced using

only one thruster.
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Figure 3.5: Rotational velocities in the body-fixed frame for test 1

3.3 Controller Design

Many dynamic systems are often controlled by the proportional (P)-integral (I)-derivative

(D) controller known as PID controller. The error between the desired state value and

the output of the system is feedback to the PID controller. This error is minimized

by adjusting the control input, u(t) using optimization. Control inputs are forces pro-

duced from right, left and vertical thrusters T1, T2 and T3 for SAGA. A block diagram

of the PID controller is shown in Fig. 3.12.

The control input of the system, u(t) is written as:

u (t) = Kpe (t) +Ki

t∫
0

e (τ) dτ +Kd
de(t)

dt
(3.4)

where

Kp: Proportional gain, a tuning parameter,

Ki: Integral gain, a tuning parameter,
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Figure 3.6: Translational velocities in body-fixed frame for test 2

Kd: Derivative gain, a tuning parameter,

e: Error, e(t) = u (t)− y(t),

τ : Variable of integration, takes on values from time 0 to the present t.

A PID controller contains three parameter, Kp, Kd, Ki. A proportional controller,

Kp reduces the rise time and the steady-state error. An integral control Ki provides

elimination of the steady-state error, but it may increase the overshoot and settling

time. A derivative control, Kd improves the stability of the system and it reduces the

overshoot [34].

In this thesis, autopilot is designed by using PID controller. Optimal PID gains are

obtained using auto-tuning options of MATLAB PID block.

3.3.1 Speed Controller

Since SAGA has two of the translational velocity components, u and w, and one of

the rotational velocity components, r, a PID controller is designed in order to control

these translational and rotational velocities independently. The output of the speed
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Figure 3.7: Rotational velocities in body-fixed frame for test 2

controller is the desired force. It is assumed that thruster rpm is proportional to the de-

sired force. This desired force is divided between the right, left and vertical thrusters

logically. The vertical force is allocated only to the vertical thruster. If only forward

force is available, this force is distributed equally to the right and left thrusters in the

same direction. If only forward moment is available, this force is distributed equally

to the right and left thrusters in the opposite direction. If both forward force and for-

ward moment are available, this force is distributed not equally to the right and left

thrusters in the same direction. In this situation, since the right and left thrusters work

at different rpm’s, this force is divided according to importance of the job denoted by

W as [13]

T1,rpm = k

T2,rpm = (1−W )k
(3.5)

where

0 < W < 1 (3.6)
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Figure 3.8: Translational velocities in body-fixed frame for test 3

Surge Speed Controller

Figure 3.13 shows the block diagram of the surge speed controller. As seen in Fig.

3.13 error is defined as the difference between the reference and actual surge speed.

Optimal PID gains for the surge speed controller are obtained by minimizing the error

between desired and actual surge speed values. PID controller related to optimal gains

generates the reference forward force for system input. The response of the surge

speed controller, right and left thrusters are shown in Figures 3.14, 3.15, respectively.

As seen in these figures desired surge speed is set to 1 m/s and the controller reaches

the desired value in 3.5 seconds.

Heave Speed Controller

Figure 3.16 shows the block diagram of the heave speed controller. As seen in Fig.

3.16 error is defined as the difference between the reference and actual heave speeds.

Optimal PID gains for the heave speed controller are obtained by minimizing the error

between desired and actual heave speed values. PID controller related to optimal

gains generates the reference vertical force for system input. Heave speed controller

and vertical thruster responses are shown in figures 3.17 and 3.18. As seen in these

figures, desired heave speed is set to 0.3 m/s and the controller reaches the desired
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Figure 3.9: Rotational velocities in body-fixed frame for test 3

value in 3 seconds.

Yaw Rate Controller

Figure 3.19 shows the block diagram of the yaw rate controller. As seen in Fig. 3.19

error is defined as the difference between the reference and actual yaw rates. Optimal

PID gains for the rotational speed of yaw controller are obtained by minimizing the

error between desired and actual yaw rate values. PID controller related to optimal

gains generates produces the reference right and left thrusts for system input. Yaw

rate controller response and the right and left thrusters are shown in figures 3.20,

3.21, respectively. As seen in these figures, desired yaw rate is set to 0.4 rad/s and

the controller reaches the desired value in 5.5 seconds.

3.3.2 Heading Controller

Figure 3.22 shows the block diagram of the yaw angle (heading) controller. As seen

in Fig. 3.22 error is defined as the difference between the reference and actual yaw

angles. Optimal PID gains for the yaw angle controller are obtained by minimizing

the error between desired and actual yaw angle values. PID controller related to
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Figure 3.10: Translational velocities in body-fixed frame for test 4

optimal gains produces the reference right and left thrusts for system input. Yaw

angle controller response is shown in Fig. 3.23. As seen in figure, desired yaw angle

is set to 1 rad and the controller reaches the desired value in 3.5 seconds.

3.3.3 Depth Controller

Figure 3.24 shows the block diagram of the depth controller. As seen in Fig. 3.24

error is defined as the difference between the reference and actual depths. Optimal

PID gains for the depth controller are obtained by minimizing the error between de-

sired and actual depth values. PID controller related to optimal gains produces the

reference vertical thrust for system input. Depth controller response is shown in Fig.

3.25. As seen in the figure, desired depth is set to 10 m and the controller reaches the

desired value in 20 seconds.
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Figure 3.11: Rotational velocities in body-fixed frame for test 4

3.4 Conclusion

The nonlinear model of SAGA is implemented in Matlab/Simulink environment. Sys-

tem response is analyzed from the tests performed by activating different thrusters.

The block diagrams of all controllers are shown and input-output signals are defined.

As seen from the figures, the desired values are reached in a short time.
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Figure 3.13: The block diagram of surge speed controller of SAGA
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Figure 3.14: Surge speed controller response
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Figure 3.15: Right and left thrusters response
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Figure 3.16: The block diagram of heave speed controller of SAGA
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Figure 3.17: Heave speed controller response
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Figure 3.18: Vertical thruster response
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Figure 3.19: The block diagram of yaw rate controller of SAGA
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Figure 3.20: Yaw rate controller response
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Figure 3.21: Right and left thrusters response
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Figure 3.22: The block diagram of yaw angle controller of SAGA
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Figure 3.23: Heading angle controller response
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Figure 3.24: The block diagram of depth controller of SAGA
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Figure 3.25: Depth controller response
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CHAPTER 4

NAVIGATION

4.1 Introduction

Navigation is the determination of the position and velocity of a moving body related

to a known reference. A navigation system is composed of navigation tools that de-

termine position and velocity of the moving body. Some navigation systems measure

attitude angular rate and acceleration in addition to position and velocity. The output

of the navigation system is known as the navigation solution. Position fixing and dead

reckoning is the basis any navigation technique. Position fixing determines the po-

sition of the moving body related to visual references, radar, celestial and electronic

devices. The distance and/or relative direction between the reference objects and the

moving body provides generation of position fixes. Global Positioning System (GPS)

is a well-known example of a position fixing system. Dead reckoning is the process

of calculating current position of the moving body by using a previously determined

position and by integrating its velocity measurement. Dead reckoning technique pro-

vides a continuous position solution but it has cumulative errors. Inertial Navigation

system (INS) is a well-known example for dead reckoning navigation system. For

the more accuracy and continuous navigation solution, dead reckoning and position

fixing system outputs are integrated [20].
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4.2 Inertial Navigation System

An inertial navigation system is composed of the dead reckoning navigation system,

inertial measurement unit (IMU) and a navigation processor [20]. Figure 4.2 shows

the schematic illustration of an INS implementation. Navigation processor produces

the navigation solution composed of position, velocity and attitude data using the inte-

grating of accelerometer and gyroscopes outputs and gravity model after initialization

[20].

Figure 4.1: The schematic illustration of INS implementation

4.2.1 Inertial Sensors

Accelerometer and gyroscopes in three orthogonal axes are the main part of the iner-

tial measurement unit (IMU). Accelerometer measures the specific force of the IMU

body related to the inertial frame resolved along the accelerometer axes, represented

by the vector f bib. Gyroscope measures rotational speed of the IMU body related to

the inertial frame resolved along the gyro axes, represented by the vector wbib. The

translational and rotational position and translational velocity information of the ve-

hicle are obtained from these measured angular rate and force (acceleration) data by

integration [20].
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4.2.2 Error Charecteristics

Inertial sensors error in estimated Kalman filter approach is the systematic errors.

These errors sources are biases, scale factors and misalignment. The other stochastic

errors cannot be easily estimated by a Kalman filter because of their random char-

acteristics. These errors source are quantization noise, angular random walk, rate

random walk, bias instability and rate ramp. These errors can be analyzed by Allan

variance and some other techniques [40].

The systematic error sources are biases, scale factor, cross-coupling error, random

noise and further error sources. The bias is a constant error which is not related

to measured force and rotational velocity. The vectors, ba and bg symbolizes the

bias of accelerometer and gyro, respectively. Scale factor errors of accelerometer

and gyro are related to the actual specific force and actual rotational velocity. They

are represented by the vector sa = sa,x, sa,y, sa,z , sg = sg,x, sg,y, sg,z respectively.

Each accelerometer is sensitive to the specific force along the axes orthogonal to its

sensitive axis. The notation, ma,αβ and mg,αβ represents the cross-coupling errors of

accelerometer and gyro. The scale factor and cross-coupling errors for accelerometer

and gyro are defined as [20]

Ma =


sa,x ma,xy ma,xz

ma,yx sa,y ma,yz

ma,zx ma,zy sa,z

 , Mg =


sg,x mg,xy mg,xz

mg,yx sg,y mg,yz

mg,zx mg,zy sg,z

 (4.1)

All inertial sensors have random noise. The random noise of accelerometer and gyros

are represented by wa = wa,x, wa,y, wa,z, wg = wg,x, wg,y, wg,z respectively. Spin-

ning mass and vibratory gyros exhibit sensitivity to a specific force known as the

g-dependent bias due to mass unbalance. The g-dependent bias for a gyro is repre-

sented by Gg [20].

The output information of the accelerometer and gyroscope are modeled by the fol-

lowing equations [20]
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f̃ bib = ba + (I3 +Ma) f
b
ib + wa (4.2)

w̃bib = bg + (I3 +Mg)w
b
ib +Ggf

b
ib + wg (4.3)

where the f̃ bib is the measured force from accelerometer output and the f bib is the actual

value of the force. And, w̃bib is the measured rotational velocity from gyro output and

the wbib is the actual value of the rotational velocity.

The total acceleration error is defined as

δf bib = f̃ bib − f bib (4.4)

The total gyro error is defined as

δwbib = w̃bib − wbib (4.5)

4.2.3 Inertial Navigation Processor

Inertial navigation processor produces the navigation solution, position, velocity and

attitude data by integrating the measured data from accelerometer and gyro. First the

kinematic quantities such as attitude, angular rate, position, velocity and accelera-

tion are expressed before deriving the navigation update equations. In addition, used

gravity and earth model will be expressed.

4.2.3.1 Kinematics

4.2.3.1.1 Coordinate Transformation Matrix

The coordinate transformation matrix is a 3 × 3 matrix. It is represented by Cβ
α .

It is used to transform a vector from one set of resolving axes to another, the lower

index represents the “from” coordinate frame and the upper index the “to” frame [20].

Hence,
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xβδγ = Cβ
αx

α
δγ (4.6)

In this notation shows the transformation from α coordinate frame to β coordinate

frame. The coordinate transformation matrix properties such as transpose, multipli-

cation and reversing, are given as

Cα
β = (Cβ

α)
T

Cγ
α = Cγ

βC
β
α

Cγ
α 6= Cβ

αC
γ
β

Cβ
αC

α
β = I3

(4.7)

The coordinate transformation matrix from β to α is obtained multiply the rotation

transformation matrix around x, y and z direction. So;

Cα
β = CxCyCz (4.8)

Cα
β =


1 0 0

0 cosφ sinφ

0 −sinφ cosφ



cosθ 0 −sinθ

0 1 0

sinθ 0 cosθ



cosϕ sinϕ 0

−sinϕ cosϕ 0

0 0 1

 (4.9)

Cα
β =


cθβαcϕβα cθβαsϕβα −sθβα

−cφβαsϕβα + sφβαsθβαcϕβα cφβαcϕβα + sφβαsθβαsϕβα sφβαcθβα

sφβαsϕβα + cφβαsθβαcϕβα −sφβαcϕβα + cφβαsθβαsϕβα cφβαcθβα


(4.10)

If the Euler angles and the coordinate transformation matrix represent a small angular

perturbation, the Equation 4.11 becomes [20]

Cα
β =


1 ψβα −θβα
−ψβα 1 φβα

θβα −φβα 1

 = I3 − [ψβα∧] (4.11)
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4.2.3.1.2 Angular Rate

The angular rate vector wγβα is the rate of rotation of the α frame axes with respect

to the β frame axes, resolved about the γ frame axes. The angular rate vector is

represented by the skew-symmetric form in navigation equation [20].

Ωγ
βα =

[
wγβα∧

]
=


0 −wγβα3 wγβα2

wγβα3 0 wγβα1

wγβα2 wγβα1 0

 (4.12)

Using the small angle approximation applied in the limit δt → 0, the time derivative

of the coordinate transformation matrix is obtained as

Ċα
β = −Cα

βΩβ
βα = −Ωα

βαC
α
β = Cα

βΩβ
αβ = Ωα

αβC
α
β (4.13)

4.2.3.1.3 Position

A Cartesian position of the frame α with respect to the origin of frame β, resolved

about the axes of frame γ is rγβα = (xγβα, y
γ
βα, z

γ
βα), where x, y and z are the compo-

nents of position in the x, y and z axes of the γ frame [20].

The object and reference frame of a Cartesian position can be transposed with the

same resolving frame:

rγβα = −rγαβ (4.14)

If two Cartesian positions are resolved in the same frame, they are simply added:

rγβα = rγβδ + rγδα (4.15)

Also, the Cartesian position can be resolved in other frames by multiplying the coor-

dinate transformation matrix as:

rδβα = Cδ
γr
γ
βα (4.16)
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Considering specific frames, the origins of the ECI and ECEF frames coincide as

local and body frames [20]. Thus,

rγie = rγnb = 0 (4.17)

and

rγib = rγeb = rγin = rγen = 0 (4.18)

4.2.3.1.4 Velocity

Velocity is defined as the rate of change of the position of the origin of an object frame

with respect to the origin and axes of a reference frame. So, the velocity of frame α

with respect to frame β, resolved about the axes of frame γ, is defined as [20]:

vγβα = Cγ
β ṙ

β
βα (4.19)

The time derivative of the position is,

ṙγβα = Ċγ
βr

β
βα + vγβα (4.20)

As seen in equation 4.19, velocity, vγβα is not equal to time derivative of position,

rγβα. Velocity may be resolved in other frames by multiplying the related coordinate

transformation matrix as:

vδβα = Cδ
γv

γ
βα (4.21)

If the reference frames rotate with respect to each other, velocities are not added [20]:

vγβα 6= vγβδ + vγδα (4.22)
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4.2.3.1.5 Acceleration

Acceleration is defined as the second time derivative of the position of the origin of

one frame with respect to the origin and axes of another frame. The acceleration of

frame α with respect to frame β, resolved about the axes of frame γ is expressed as

[20]:

aγβα = Cγ
β

¨
r ββα (4.23)

The acceleration is not equal to the time derivative of vγβα or the second time derivative

of rγβα:

v̇γβα = Ċγ
β ṙ

β
βα + aγβα (4.24)

¨
r γβα =

¨

C
γ
βr

β
βα + Ċγ

β ṙ
β
βα + v̇γβα (4.25)

¨
r γβα =

¨

C
γ
βr

β
βα + 2Ċγ

β ṙ
β
βα + aγβα (4.26)

The first term on the right hand side of equation 4.26 is the centrifugal acceleration

and the second term is the Coriolis acceleration. From 4.13 and 4.16,

¨

C
γ
βr

β
βα = (Ωγ

βΥΩγ
βγ − Ω̇γ

βγ)r
γ
βα (4.27)

and, from 4.20, 4.13 and 4.16

Ċγ
β ṙ

β
βα = −Ωγ

βγΩ
γ
βγr

γ
βα − Ωγ

βγ ṙ
γ
βα (4.28)

The equations 4.27 and 4.28 are substituted into 4.26,

¨
r Υ
βα = −(Ω̇γ

βγ + Ωγ
βγΩ

γ
βγ)r

γ
βα − 2Ωγ

βγ ṙ
γ
βα + aγβα (4.29)
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The acceleration is transformed to other set of axes by applying the related coordinate

transformation matrix:

aδβα = Cδ
γa

γ
βα (4.30)

if the reference frames rotate with respect to each other accelerations are not added

[20]:

aγβα 6= aγβδ + aγδα (4.31)

4.2.3.2 Earth Model

For the navigation solution, Earth model and Earth’s surface are needed. The coordi-

nates of position with respect to reference surface, longitude, latitude and height are

required. Measurements coming from the inertial navigation system with respect to

Earth referenced coordinate frame and Earth’s rotation should be taken into account.

4.2.3.2.1 The Ellipsoid Model of the Earth’s Surface

The surface of the Earth can be approximated as an ellipsoid fitted in the main sea

level. The ellipsoid is commonly defined in terms of the equatorial radius and the

eccentricity of the ellipsoid, e [20]. The eccentricity is defined by

e =

√
1− R2

P

R2
0

(4.32)

where R0 is the length of semi-major axis and Rp is the length of semi-minor axis.

According to World Geodetic System 1984 (WGS84):

R0 = 6378137.0 m

RP = 6356752.3142 m

e = 0.0818191908425
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Figure 4.2: Cross-section of the ellipsoid representing the Earth’s surface [20]

4.2.3.2.2 Curvilinear position

Position with respect to the Earth’s surface is described using three mutually orthog-

onal coordinates, aligned with the axes of the local navigation frame, height (h), the

latitude (L), and the longitude (λ) known as curvilinear position. Height or altitude

is the distance from the body to the surface in the normal direction. Latitude is the

north-south axis coordinate of the point on the surface where that normal intersects.

Longitude is the coordinate of that point in the east-west axis as seen in Fig. 4.3.

Figure 4.3: Geocentric and geodetic latitude [20]

The transverse radius of curvature is needed to obtain curvilinear position from Carte-

sian ECEF position. It is given by
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R
E

(L) =
R0√

1− e2 sin2 L
(4.33)

Then, the curvilinear position is

sinLb =
zeeb

(1− e2)RE(Lb) + hb
(4.34)

tanλb =
yeeb
xeeb

(4.35)

hb =

√
(xeeb)

2 + (yeeb)
2

cosLb
−RE(Lb) (4.36)

4.2.3.2.3 Earth Rotation

Earth rotates, with respect to space, clockwise about the common z-axis of the ECI

and ECEF frames. The Earth-rotation vector resolved in these axes is given by

wiie = weie =


0

0

wie

 (4.37)

According to WGS 84 the value of the Earth’s angular velocity is

wie = 7.292115× 10−5 rad s−1

4.2.3.2.4 Specific Force, Gravitation, and Gravity

Specific force is the non-gravitational force, sum of all forces acting on a body with

respect to an inertial frame. It is measured by accelerometers in the body axes rep-

resented by fib. Gravitation is the fundamental mass attraction force and it does not

incorporate any centripetal components. Acceleration due to gravitational force is
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represented by γγib. The specific force is related to acceleration, a, and the accelera-

tion due to the gravitational force, γ [20].

fγib = aγib − γ
γ
ib (4.38)

If the object is stationary with respect to rotating frame, the velocity, acceleration and

position properties are

veeb = 0 aeeb = 0 (4.39)

ṙeib = ṙeeb = 0
··
r
e

ib =
··
r
e

eb = 0 (4.40)

Then, the specific force of stationary object is the reaction to the acceleration due to

gravity defined as

gγb = Υγ
ib − Ωγ

ieΩ
γ
ier

γ
eb (4.41)

4.2.3.3 Inertial Navigation Equations

The inertial navigation equation is obtained in four steps. They are attitude update,

transformation of the specific force resolving axes, velocity update and position up-

date. In addition, the gravity model is needed for velocity update. The outputs of

the IMU are force and angular rate in the body-axes. The attitude is updated by in-

tegrating measured angular rate from gyros. The velocity is updated by integrating

measured force data from accelerometers. The position is updated by integrating ve-

locity. In this thesis, the reference frame and resolving axes are chosen as ECEF

frame. Thus, the navigation solution is expressed in ECEF frame. The block diagram

of the inertial navigation equation is shown in Fig. 4.22. The symbols (−) and (+)

represent the beginning and end of navigation equations processing cycle respectively

at all of the following update equations.
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Position update
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transformation

Velocity 
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Previous navigation 
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model

Angular rate 
measurement

Specific force 
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Intertial navigation solution (position, velocity, and attitude)

Figure 4.4: Schematic of an inertial navigation processor

4.2.3.3.1 Attitude Update

The time derivative of the earth frame coordinate transformation matrix is expressed

with respect to earth rotation and angular rate coming from gyros.

Ce
b = Ce

bΩ
b
eb

Ċe
b = Ce

bΩ
b
ib − Ωe

ieC
e
b

(4.42)

where Ωb
ib is the skew-symmetric matrix of angular rate measured from gyros. The

Earth rotation skew-symmetric matrix represented by Ωe
ie is given by

Ωe
ie =


0 −wie 0

wie 0 0

0 0 0

 (4.43)

By integrating of the equation 4.42 from t to t+ τi, where τi is the sampling interval

of the inertial sensors, Earth-frame coordinate transformation matrix is updated as

Ce
b (+) ≈ Ce

b (−)
(
I3 + Ωb

ibτi
)
− Ωe

ieC
e
b (−)τi (4.44)
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4.2.3.3.2 Specific-Force Frame Transformation

The specific force measured by accelerometers in the body-axes is transformed to

ECEF using the approximate coordinate transformation matrix as

f eib (t) = Ce
b (t) f bib (t)

f eib (t) ∼= 1
2
(Ce

b (+) + Ce
b (−))f bib

(4.45)

4.2.3.3.3 Velocity Update

Since the reference and resolving frames are the same (earth frame), the time deriva-

tive of the velocity is defined as

··
v eeb = aeeb =

··
r
e

eb (4.46)

Applying 4.29, assuming the Earth’s rotation rate is constant, we can rewrite equation

4.46 as:

V̇ e
eb = −(Ωe

ieΩ
e
ier

e
ib)− 2Ωe

ieṙ
e
ib + aeib (4.47)

Applying equations 4.18 and 4.19

v̇eeb = −(Ωe
ieΩ

e
ier

e
eb)− 2Ωe

iev
e
eb + aeib (4.48)

Substituting Equation 4.38 and Equation 4.41, in Equation 4.48, the final expression

for the velocity update differential equation is expressed as:

veeb = f eib + geb(r
e
eb)− 2Ωe

iev
e
eb (4.49)

Integrating the equation4.49 gives
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veeb (+) = veeb (−) + veib + geb (reeb (−))− 2Ωe
iev

e
eb (−))τi (4.50)

4.2.3.3.4 Position Update

Since the reference and resolving frames are the same at the ECEF frame, the time

derivative of the position is expressed as

ṙeβe = veeb (4.51)

Assuming that the velocity varies linearly over the integration interval, integrating

equation 4.51 gives

reeb (+) = reeb (−) + (veeb (−) + veeb (+))
τi
2

(4.52)

4.2.3.4 INS Error Propagation

The inertial navigation system integrates the output of the accelerometers and gyros

to produce the navigation solution. Because of this, the error of the INS groves with

time. INS position and velocity errors are defined as

δrγβα = r γβα − r
γ
βα (4.53)

δvγβα = v γβα − v
γ
βα (4.54)

The attitude error can be calculated using the coordinate transformation matrix:

δCα
β =

∼
C

α

βC
β
α (4.55)
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where the small angle approximation applies. The attitude error can be expressed in

terms of the coordinate transform as:

[∂ψαβα∧] ≈ I3 − δCα
β (4.56)

[∂ψββα∧] ≈ δCβ
α − I3 (4.57)

4.3 Global Navigation Satellite System (GNSS)

Global navigation satellite systems provide the user with a three-dimensional posi-

tioning solution by passive ranging using radio signals transmitted by orbiting satel-

lites. The most well-known is the Navigation by Satellite Ranging and Timing (NAVS-

TAR) Global Positioning System (GPS) operated by U.S while the Russian GLONASS

is also operational [20].

Global navigation satellite system is composed of three segments, the space segment,

the control segment and the user segment as shown in Fig. 4.5. The space segment

consists of the satellites which are distributed between a number of medium Earth

orbits, inclined at roughly 60◦ to the equator with two orbits per day. These satellites

transmit radio signals composed of the ranging codes and navigation data messages.

The ranging codes are used by the user equipment in order to determine the time

at which the received signals were transmitted from. The data message gives the

information is related to the satellite orbits and it contains timing parameters [20].

The control segment is composed of data uploading stations, monitor stations and

master control stations. Ranging measurements from satellites are obtained from

monitor stations. The monitor stations send these measurements to the master control

stations. The master control stations adjust the satellite’s orbit parameters and cali-

brate the satellite clocks since the location of the control segments are known and they

have synchronized clocks. Master control stations transmit adjusting orbit parameters

and time corrections to satellites through uploading stations [20].

The user segment consists of antenna, receiver, ranging processor and navigation pro-
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cessor. The antenna converts the incoming GNSS radio signals to electrical signals.

These are input to the receiver, which demodulates the signals using a clock to pro-

vide a time reference. The ranging processor uses acquisition and tracking algorithms

to determine the range from antenna to each of the satellites used from the receiver

outputs. It also controls the receiver and decodes the navigation messages. Finally,

the navigation processor compute the user position and velocity solution by the using

the ranging measurements and it calibrates the receiver clock errors [20].

Figure 4.5: GNSS system components. [20]

Figure 4.6 shows the producing the position solution using four satellite navigation

signals. Each pesudo range measurement,
∼
ρ Cj , is defined related to each satellite

position, riis,j , user antenna position, riia , and range of the receiver clock error, ∆ρrj .

The three dimensional position and velocity of the GNSS user equipment is solved

using the pseudo-ranges and pseudo-range rates [20].

GNSS solution is the estimated position and velocity with respect to the earth frame.

It is defined in the vector from as

x̂G =

r̂eeaG
v̂eeaG

 (4.58)

The accuracy of the GNSS position error is related to signal frequency, multipath
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Figure 4.6: Position solution geometry using four satellite navigation signals [20]

environment and the modulation scheme.

4.4 Acoustic-based Navigation System

Acoustic based navigation system can be accomplished in more than one way. In

the first method, the system is composed of hydrophones and a pinger. The second

one utilizes an Ultra Short Base Line (USBL) device. In this thesis, since the first

explained system is designed in the pool, it is used as the acoustic-based navigation

system.

Our Acoustic-based Navigation System

Acoustic-based measurement system is composed of the pinger, hydrophones and a

data card. Pinger is located on the vehicle. Hydrophones are located at known posi-

tions in the pool. Data card card is outside the pool. Pinger has adjustable frequency

around 20-50 kHz. It sends acoustic signals at frequencies from 20 up to 50 kHz at

each second. Four hydrophones are necessary to obtain the position of the vehicle.

For more accurate results, eight hydrophones can be used. Data card has many input
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and output ports. The cable of each hydrophone is connected to an output port of the

data card. The signals can be collected synchronously using this data card.

Figure 4.7: The schematic illustration of the acoustic-based navigation system

The symbolic diagram of the acoustic-based navigation system is shown in fig. 4.7.

Eight hydrophones are used. Each hydrophone is located at a known position in the

pool, Pi. Pinger is located in SAGA. While the vehicle moves in the pool, each

hydrophone receives acoustic signal sent from the pinger. The distance between the

vehicle and each hydrophone is obtained from the speed of the acoustic signal and

the time of flight of signals. The distance between each hydrophone and the vehicle

is obtained as

di = c (ti − tp) =

√
(x− xi)2 + (y − yi)2 + (z − zi)2 (4.59)

i : The index of each hydrophone,

Pvehicle = (x, y, z) : The unknown position of the vehicle,

Pi = (xi, yi, zi) : The position of the i th hydrophone,

di : The distance between the vehicle and i th hydrophone,

c: The speed of the acoustic signal in the water,

tp: The sending time of the acoustic signal from pinger,

ti: The receiving time of the received signal from i th hydrophone.
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The function fi is obtained from Eqn. 4.59 for each hydrophone.

fi (x, y, z, tp) =

√
(x− xi)2 + (y − yi)2 + (z − zi)2 (4.60)

-c(ti − tp)

The unknown position of the vehicle and the sending time of the acoustic signal from

the pinger are found using optimization with the fmincon algorithm in MATLAB.

The receiving time of signal for each hydrophone, ti is needed to obtain position of

the vehicle. Since the receiving signal of each hydrophone is noisy, they are filtered

around 20 kHz using a bandpass filter. In order to obtain the receiving time, ti for

each hydrophone, peak times are detected from each filtered signal.

After the detection of the peak times of each receiving signals, the position of the

vehicle in the acoustic-based measurement system is obtained using optimization with

fmincon algorithm where the objective function, J defined in 4.61 is minimized:

MinimizeJ =
n∑

i=1

[d1i − d2i]
2 (4.61)

subject to

0 ≤ x ≤ 6

0 ≤ y ≤ 9

0 ≤ z ≤ 2

where

d1i = c (ti − tp) (4.62)

d2i =

√
(x− xi)2 + (y − yi)2 + (z − zi)2 (4.63)

Ultra Short Baseline (USBL)
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This type of acoustic navigation systems vary according to the length of the baseline

that is the distance between the active sensing acoustic transceivers. They are long

baseline (LBL), short baseline (SBL) and ultra-short baseline (USBL). The baseline

length of LBL and SBL are 100 - 6000 m and 20 - 50 m, respectively. The baseline

length of USBL is less than 10 cm [37].

The USBL system consists of a transceiver and a transponder device. The transceiver

device is located on a surface platform which generally is a vessel. The transponder

device is located on the underwater vehicle, the position of which is unknown. The

transceiver device is composed of three or more transducers. They are separated by

the length of the baseline. The USBL measures both the range and the angle from the

vehicle to the transceiver array as seen in Figure 4.8.

Figure 4.8: USBL range and angle measurement

Transceiver located on the surface vehicle transmits the acoustic signal. The transpon-

der located on the underwater vehicle detects this acoustic signal and replies this sig-

nal. The transceiver array detects this return signal. The time of arrival is measured

and converted into a range between underwater vehicle and surface vehicle [33].

The azimuth angle ϕ is expressed as the angle between the positive x− axis and the

position vector of the underwater vehicle projected onto the horizontal x − y plane.
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The phase difference of the signal from underwater vehicle between two receivers in

the array is measured with respect to the array’s baseline. The azimuth angle, ϕ is

defined from this measured phase difference. The elevation angle, θ is expressed as

the angle between the positive z − axis and the position vector of the underwater

vehicle. If a third receiver is used, the elevation angle can be obtained. Thus, the

Cartesian coordinate of the underwater vehicle is obtained as [42]:

x = Rsinθcosϕ

y = Rsinθsinϕ

z = Rcosθ

(4.64)

where

R: The distance between underwater vehicle and origin,

θ: The angle between the baseline of OP and positive z axis,

ϕ: The angle between the baseline of OP and positive x-axis.

4.5 Vision-based Navigation System

Vision-based navigation system consists of a camera. This camera is located above

of the pool. Firstly, the four points are marked in the pool. While the vehicle moves

around this square area, camera records position of the vehicle. The coordinates of

the position data coming from camera is image coordinates. This position in the im-

age coordinates should be transformed to world coordinates. The position data record

from camera has some inaccuracy because of the light refraction and the surface map-

ping. The vehicle appears higher than the actual depth because of the light refraction.

The position of the vehicle is recorded from the camera with light refraction effect.

The depth of the vehicle appears at the point of z′ in camera vision.

z
′
= z

nweather
nwater

(4.65)
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Figure 4.9: The schematic illustration of the vision-based navigation system

′

z = 0.75z (4.66)

where

z: Actual depth of the vehicle,

z
′: Visible depth of the vehicle since light refraction,

nwhether: Refraction factor of the weather,

nwater: Refraction factor of the water.

Vision data has 2D coordinates (x and y-axes) and the position of the vehicle has 3

coordinates (x, y, z-axes). Image data does not include depth information. Because

of this, the position coordinates of the vehicle which come from camera vision are

mapped to surface coordinates. As seen from Fig. 4.9, from using the similarity of

two triangles, surface coordinates of the vehicle are obtained.

h

0.75z
=
ximage
x′

(4.67)
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xsurface = ximage + x
′

(4.68)

ysurface = yimage (4.69)

where

h: Height of the camera,

ximage: Vehicle position in the x-direction from camera vision,

yimage: Vehicle position in the y-direction from camera vision,

xsurface: Actual position in the x-axis of the vehicle,

ysurface: Actual position in the y-axis of the vehicle,

z: Actual depth of the vehicle.

4.6 External Aids

Magnetic compass, depth sensor and pitot tube are used for external aids. The atti-

tude information of the vehicle comes from the magnetic compass. The pitot tube

measures the velocity. Pressure sensor is used to support depth information.

4.7 Integrated Navigation

The advantages of using INS are that they send information nearly continuously, with

a very high bandwidth and low short term noise. It measures the attitude and accelera-

tion information of the vehicle. The position, linear and angular velocity are obtained

by integration of these measured data. However, since the inertial errors increase

with respect to time, the accuracy of the inertial navigation solution is low. Besides

this, the accuracy of the vision-based and acoustic-based navigations is higher than

the navigation solution of INS. The inertial navigation system, vision-based naviga-

tion system and acoustic-based navigation systems can be integrated to produce more
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accuracy. In addition, the attitude, velocity and depth data are supported using the

aiding sensors. All of these measured data are noisy; noise removal is done in the

state estimation by using a Kalman filter algorithm. Multisensor data are fused using

the direct Kalman filter algorithm. It is assumed that the data collection time of INS,

magnetic compass, camera, acoustic-based navigation, pitot tupe and depth sensor are

100Hz, 10Hz, 1Hz, 10Hz, 10Hz, 10Hz respectively. IMU bias and random noise

parameters are selected as 0.0001m/s2 and 0.0001(m/s2)2/Hz, respectively.

4.7.1 Integration Architectures

Loosely-coupled integration architecture is used because of its simplicity and redun-

dancy. The basic configuration of the integration architecture is shown in Figure 4.10.

The integration algorithm is the indirect Kalman filter algorithm which compares the

inertial navigation solution with the outputs of the vision-based and acoustic-based

navigations and the outputs of the aiding sensors which are attitude, velocity and

depth measurements. Also, the integration algorithm estimates corrections to inertial

position, velocity and attitude solution. This corrected INS navigation solution forms

the integrated navigation solution [20].

IMU

Internal 
Navigation 
Equation

Correction

Integrated Algorithm

Acoustic-based 
Measurement

Vision-based 
Measurement

Aiding Sensor 
Measurement

Integrated 
Navigation 

Solution

Figure 4.10: Integrated Navigation Architecture
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4.7.2 Correction

INS correction architecture varies with respect to open-loop and closed-loop config-

urations. Although, in the closed loop configuration Kalman filter outputs; estimated,

position, velocity and attitude errors, are fed back to inertial navigation processor,

in the open-loop configuration, they are not fed back to the INS. In this study, the

open-loop configuration is adopted.

The corrected inertial navigation solution,
∧
C

e

b,
∧
v
e

b,
∧
r
e

b, are obtained using the raw

inertial navigation solution,
∼
C

e

b,
∼
v
e

b,
∼
r
e

b and integration algorithm solution,
∧
δC

e

b,
∧
δv

e

b,
∧
δr

e

b. Since the reference and resolving frames are chosen as the Earth frame, they are

expressed in the ECEF frame coordinates [20].

∧
C

e

b =
∧
δC

e

b

T ∼
C

e

b (4.70)

∧
v
e

eb =
∼
v
e

eb − δ
∧
v
e

b (4.71)

∧
r
e

eb =
∼
r
e

eb −
∧
δr

e

eb (4.72)

If a small angle approximation is made, applicable, attitude error yields:

∧
C e

b ≈
(
I3 −

[
∧
δψ

e

eb∧
])

∼
C

e

b (4.73)

where
∧
δψ

e

eb is the estimated attitude error of INS body frame with respect to earth

frame and resolving about the earth frame. It comes from the output of the Kalman

filter algorithm.

4.7.3 System Model and State Selection

Error state estimation is adopted in the indirect Kalman filter algorithm. The error

states are chosen as the error of attitude, velocity and position of the vehicle which
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are expressed in the ECEF frame coordinates, δϕeeb, δv
e
eb ,δreeb respectively. The bias

error of the accelerometer, ba and the bias of the gyroscope, bg are added in the error

states. Thus, the state vector is comprised of 15 states as [20]

x =



δϕeeb

δveeb

δreeb

ba

bg


(4.74)

The attitude error is defined with respect to angular rate error and corrected transfor-

mation matrix is given by

·
δϕ

e

eb =
∧
C
e

b(
∼
w
b

eb − weeb) (4.75)

Estimated quantities are represented by (∧) and the measured quantities are repre-

sented by (∼). Applying the equations 4.55 and 4.56,

·
δϕ

e

eb =
∧
C

e

bδw
b
ib −

∧
C

e

b(
∼
C

b

e − Cb
e)w

e

ie
·
δϕ

e

eb =
∧
C

e

bδw
b
ib − Ωe

ieδϕ
e
eb

(4.76)

The rate of change of the attitude error is written in terms of the Kalman filter states

as

∂ϕ̇eeb = Ĉe
b bg − Ωe

ie∂ϕ
e
eb (4.77)

The time derivative of the Earth-referenced velocity was given as

veeb (+) = veeb (−) + veib + geb (reeb (−))− 2Ωe
iev

e
eb (−))τi (4.78)

The rate of change of the velocity error is
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δv̇eeb ≈ −
(
Ĉe
b f̂

b
ib

)
∧ δϕeeb − 2Ωe

ieδv
e
eb +

2g0

(
L̂b

)
reeS

(
L̂b

) r̂eeb
|r̂eeb|

2 r̂
e
eb
T δreeb + Ĉe

b ba (4.79)

Since the gravity error depends on the position error, and variation of gravity due to

change in local position is small in our application, they are neglected. Hence, the

rate of change of the velocity error is

∂v̇eeb = Ĉe
b ba −

(
Ĉe
b f̂

b
ib

)
∧ ∂ϕeeb − 2Ωe

ie∂v
e
eb (4.80)

The time derivative of the position error is expressed in the ECEF frame as

∂ṙeeb = ∂veeb (4.81)

The time derivative of the accelerometer and gyro biases is assumed as zero.

·
ba = 0

·
bg = 0 (4.82)

In the end, the system model is written in the standard form as

ẋ = Fx+Qw (4.83)



δϕ̇eeb

δv̇eeb

δṙeeb

ḃa

ḃg


=



−Ωe
ie 03 03 03 Ĉe

b

−Ĉe
b f̂

b
ib∧ −2Ωe

ie 03 Ĉe
b 03

03 I3 03 03 03

03 03 03 03 03

03 03 03 03 03





δϕeeb

δveeb

δreeb

ba

bg


(4.84)

where w is the system noise which is assumed to be zero-mean Gaussian noise and

and Q is the system noise covariance matrix defined as [20].
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Q =



S2
rgI3 03 03 03 03

03 S2
raI3 03 03 03

03 03 03 03 03

03 03 03 S2
badI3 03

03 03 03 03 S2
bgdI3


τs (4.85)

where Srg, Sra, Sbad and Sbgd are the power spectral densities of gyro random noise,

accelerometer random noise, accelerometer bias variation and gyro bias variation,

respectively. They are defined as [20]

Srg = σ2
rgτi Sra = σ2

raτi (4.86)

Sbad =
σ2
bad

τbad
Sbgd =

σ2
bgd

τbgd
(4.87)

The values of σ2
rg, σ

2
ra are the standard deviation of the noise on the accelerometer

specific force measurement and gyro angular rate measurement, respectively. The

values of S2
bad and S2

bgd are the standard deviation of the accelerometer and gyro dy-

namic biases, respectively. The value of τi is the interval between the input of the

successive accelerometer and gyro outputs to the inertial navigation equations [20].

The digital implementation of the integrated navigation system requires discrete rep-

resentation of the state and error model. The discrete equivalent of the continuous

differential equations can be expressed as:

xk+1 = Φkxk + wk (4.88)

The state transition matrix Φk is derived from the system dynamics matrix F and time

range ∆t = tk+1 − tk [9]. This matrix is assumed to be constant during the sampling

interval. The second and higher order terms in the expansion below are neglected.

Φk = eF∆t = I + F∆t+
(F∆t)2

2!
+ . . . (4.89)

71



4.7.4 Measurement Model

Since the measurements are taken at discrete intervals, the measurement vector is

modeled as:

zk = Hkxk + vmk (4.90)

where Hk is the measurement matrix, xk is the state vector and vmk represents the

white noise sources and k represents the measurement update iteration. The mea-

surement model is composed of the attitude, velocity and position errors. The atti-

tude data comes from IMU and magnetic compass. The velocity data comes from

IMU and pitot tube. The position data is comes from IMU and the vision-based and

acoustic-based measurement system. In addition, the depth information is supported

with depth sensor. The vision and acoustic based measurement system act like GPS

in order to support the position of the vehicle. The IMU data rate is taken as the

reference data rate (i.e., the highest data collection rate among measurements). The

measurement noise is assumed as the zero mean Gaussian noise. The measurement

matrix for the Kalman filter in the open loop architecture is given by:

z =
∼
msensori −

∼
mimu (4.91)

where the value of
∼
mimu is the measured data which comes from inertial sensor and

the value of
∼
msensori is the measured data which comes from ith sensor. The attitude

error is the difference between the magnetic compass data and the inertial sensor

data. The velocity error is the difference between pitot tube data and inertial sensor

data. The position error is difference between the ith sensor and inertial sensor. The

position data comes from more than two sensors. The position data of ith sensor is

taken from vision-based measurement system, acoustic-based measurement system

and the depth sensor, respectively. IMU, camera, acoustic-based measurement system

and depth sensor are added according to their accuracy to the indirect Kalman filter

algorithm, respectively. The position error becomes the difference between the ith

sensor data and the estimated (corrected) position data which comes from previous

integrated navigation solution as sensors are added.
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In order to obtain the measurement matrix, Hk, the measurement innovation vector

should be defined. The measurement innovation vector is composed of the differences

between the ith sensor which acts like GPS and the corrected inertial attitude, velocity

and position solutions, accounting for the lever arm from the INS to the GNSS an-

tenna, lbba. The measurement innovation vector related to the earth frame is obtained

for loosely coupled integration as [20]

∂zek =


δϕeeb

δveeb

δreeb

 =


∧
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∧
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e

ebIMU

∧
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∧
v
e

ebIMU
−
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C

e

b(
∧
w
b

ib∧lbba) + Ωe
ie

∧
C

e

b l
b
ba

∧
rsensori −

∧
r
e

ebIMU
−
∧
C
e

bl
b
ba

 (4.92)

The measurement matrix is obtained as

Hk =
∂h(x)

∂x

∣∣∣
x=
∧
x
−
k

=
∂z(x)

∂x

∣∣∣
x=
∧
x
−
k

(4.93)

Using the measurement innovation vector and the state vector, the measurement ma-

trix in the ECEF frame becomes as [20]

Hk =


−I3 03 03 03 03

[(
∧
C

e

b(
∧
w
b

ib∧lbba)− Ωe
ie

∧
C

e

bl
b
ba)∧] −I3 03 03

∧
C
e

b[l
b
ba∧]

[
∧
C
e

bl
b
ba∧] 03 −I3 03 03

 (4.94)

Since the lever arm is weak, the relationship of attitude errors and gyro biases is weak.

Hence, the measurement matrix is simplified as [20]

He
k =


−I3 03 03 03 03

03 −I3 03 03 03

03 03 −I3 03 03

 (4.95)

The diagonal terms of the measurement covariance matrix R are the variances of

each measurement, and the off-diagonal terms represent the correlation between the

different components of the measurement noise. In this application, the noise on each
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component of the measurement vector is independent. So, R is a diagonal matrix as

[20]

R =


RaI3 03 03

03 RvI3 03

03 03 RpI3

 (4.96)

The value of the Ra, Rv and Rp are related to the standard deviation of the measured

attitude, measured velocity, and measured position, σa, σv, σp respectively. Since the

accuracy of the each sensor is different, this matrix is changed as a new sensor is

added.

4.7.5 Estimation Algorithm

A Kalman Filter is an estimation algorithm is used to produce error estimates and

measurement estimates of the states and integrate the INS-indicated quantities with

the available external measurements. The Kalman Filter is an efficient recursive filter

that estimates the state of a linear dynamic system from a series of noisy measure-

ments. It uses the system model to propagate the state and error covariance in time.

Then, using the measurement and the corresponding measurement error information,

and comparing those with the predicted measurements, the state estimate and state

error covariance are updated in an optimal way. Indirect Kalman filter algorithm is

defined as follow [16].

Discrete time state space model is formed as:

xk+1 = Φkxk + wk

yk = Hkxk + vk

where wk is the system noise and vk is the measurement noise. The value of vk and

vk are independent, zero-mean Gaussian noise. Qk is the system covariance matrix

and Rk is the measurement covariance matrix.

Initialization of state and error covariance, for k = 0 is set:
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x̂0 = E[x0]

P0 = E[(x0 − E[x0])(x0 − E[x0])T ]

Propagation and update computation for k = 1, 2, ...., is performed as:

State estimation propagation

x̂−k+1 = Φkx̂
+
k

Error covariance propagation

P−k+1 = ΦkP
+
k Φk

T +Qk

Kalman gain matrix is

Kk+1 = P−k+1H
T
k+1

[
Hk+1P

−
k+1H

T
k+1 +Rk+1

]−1

State estimate update using measurement matrix, zk+1

x̂+
k+1 = x̂−k+1 +Kk+1

[
zk+1−Hk+1x̂

−
k+1

]
Error covariance update

P+
k+1 = [I −Kk+1Hk+1]P−k+1

4.7.6 Simulation Results

The 3D motion is realized by a suitable combination of the right, left and verti-

cal thrusters. The actual position, velocity and attitudes coming from mathematical

model response are shown in Figures 4.11, 4.12 and 4.13, respectively.

The actual acceleration coming from model response and the measured (generated)

acceleration from IMU are shown in Figure 4.14. The actual angular rate coming

from model response and the measured (generated) angular rate from IMU are shown

in Figure 4.15.

The translational velocities of the IMU are obtained by integrating the measured

translational accelerations. Figure 4.16 shows the obtained velocity of IMU and the

measured velocity from pitot tube and the actual velocity from model response.
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Figure 4.11: Actual position with respect to time in the Earth frame

The rotational positions (attitudes) of the IMU are obtained by integrating the mea-

sured rotational velocity data. Figure 4.17 shows the obtained attitudes of IMU and

the measured attitude data coming from the magnetic compass and the actual attitude

data coming from the model response.

The translational positions of the IMU are obtained by integrating the translational

velocity data. Figure 4.18 shows the obtained translational position of IMU.

Figure 4.19 shows the actual and the estimated surge, sway and heave velocity error

in the Earth frame. These estimated translational velocities are used for correction.

The inertial navigation solution (output of the correction), corrected translational ve-

locities, are shown in Figure 4.20.

Figure 4.21 shows the actual and the estimated roll, pitch, yaw angle errors in the

Earth frame. These estimated rotational positions are used for correction. The iner-

tial navigation solution (output of the correction), corrected rotational positions, are

shown in Figure 4.22.

Figures 4.23 and 4.24 show the actual translational position and the estimated (cor-

rected) translational position in x and y axes, respectively. Firstly, IMU and camera
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Figure 4.12: Actual velocity with respect to time in the body coordinate frame

data are integrated. Its navigation solution, corrected position, is shown with green

line. Then, this corrected data and acoustic data are integrated. Its navigation solu-

tion, corrected position in x and y-axes are shown with red line in Fig. 4.23 and Fig.

4.24, respectively.

Since the vision data does not have depth information, the camera cannot use the inte-

grating navigation solution for the translational position in the z-axis. Fig. 4.25 shows

the actual depth and the estimated (corrected) depth, respectively. Firstly, IMU and

acoustic data are integrated. Its navigation solution, corrected depth, is shown with

green line. Then, this corrected data and the data from depth sensor are integrated. Its

navigation solution, corrected depth is shown with red line in Fig. 4.25.

4.8 Conclusion

The navigation data is important for system identification. There are many navigation

system for the obtaining the position of the vehicle. In this study, state propagation

equations of the inertial navigation system are used as an artificial vehicle model.

The acoustic-based navigation system, vision-based navigation systems are used to
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Figure 4.13: Actual attitude with respect to time in the Earth frame

act like GPS and the aiding sensors are used to support the attitude and depth data.

Since the accuracy of the obtaining the position from inertial sensor is low an in-

tegrated navigation system is composed. Measured data are generated from model

response of the vehicle according to accuracy of their measurements. System and

measurement models have been constructed for estimation. The error state imple-

mentation is adopted in the Kalman filter algorithm. The outputs of the Kalman filter

are the estimated state errors. They are used for correction. The inertial navigation

solutions are corrected states. They are used in Chapter 7 in simulation-based system

identification study.
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Figure 4.14: Actual and measured acceleration from IMU in the body coordinate
frame
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Figure 4.15: Actual and measured angular rate from IMU in the body coordinate
frame
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Figure 4.16: Actual velocity (blue line) and obtained velocity from IMU (red line)
and the measured velocity from pitot tupe (green line) in the body coordinate frame
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Figure 4.17: Actual attitude (blue line) and obtained attitude from IMU (red line) and
the measured attitude from magnetic compass (green line) in the Earth coordinate
frame
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Figure 4.18: Actual and obtained position from IMU in the ECEF coordinate frame
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Figure 4.19: Estimated surge, sway and heave speed error from solution of the inte-
grating IMU and pitot tube data (red line) and the actual error (blue line)
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Figure 4.20: The actual surge, sway and heave speed (blue line) and the corrected
surge, sway and heave speed (red line)
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Figure 4.21: Estimated roll, pitch and yaw angle error from solution of the integrating
IMU and magnetic compass data (red line) and the real error (blue line)
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Figure 4.22: The actual roll, pitch and yaw angle (blue line) and the corrected roll,
pitch and yaw angle (red line)
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Figure 4.23: The actual position in the x-axis (blue line), Estimated (corrected) po-
sition in the x axis for 2 cases: integrating IMU data and camera data (green line),
integrating IMU data, vision data and acoustic data (red line)
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Figure 4.24: The actual position in the y-axis (blue line), Estimated (corrected) po-
sition in the y axis for 2 cases: integrating IMU data and vision data (green line),
integrating IMU data, vision and acoustic data (red line)
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Figure 4.25: The actual depth (blue line), Estimated (corrected) depth for 2 cases:
integrating depth data coming from inertial navigation and acoustic-based navigation
(green line), integrating depth data coming from inertial navigation, acoustic-based
navigation and depth sensor (red line)
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CHAPTER 5

GUIDANCE

5.1 Introduction

The guidance system of an underwater vehicle is the key to achieve autonomous op-

eration as well as to optimize energy, time etc. during the missions. Some important

UUV guidance found in the literature are [3]:

•Way point guidance by line of sight,

• Vision based guidance.

• Lyapunov based guidance,

• Guidance using chemical signals,

• Proportional navigation guidance for AUV’s,

• Guidance using magnetometers for cable tracking,

• Electromagnetic guidance.

The way point guidance by line of sight strategy is the most widely used. In this study,

the algorithm of the way point guidance by line of sight (LOS) is used for the yaw

and pitch planes and the 3D motion for SAGA. In addition, the guidance based on

optimal control for the 3D motion are examined. While the vehicle moves, measured

position, velocity and attitude data come from sensors. The desired position and the

actual position come from navigation system are the reference value of the guidance

system. The output of the guidance system, command speed and position values and
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the measured data from sensors are the reference values of the controllers. Then, the

output of the controller is the force input of the vehicle’s dynamics. For the general

view of SAGA, the navigation system, guidance, controller and ROV dynamic model

are combined. The schematic illustration of the combined system of SAGA is shown

in Fig. 5.1.

Figure 5.1: The schematic illustration of the combined system, navigation, controller,
guidance and vehicle dynamics

5.2 Way Point Guidance by LOS

Basic line of sight algorithm described by Lienard, Healey [21]and Fossen is the

simplest of waypoint guidance methods. The algorithm in 2D guidance is improved

between two points xd(t0), yd(t0) and xd(tf ), yd(tf ) by splitting the path between

those into a number of way points xd(k), yd(k) for k = 1, 2, ..., N as shown in Fig.

5.2. First target way point is called as the actual way point. Then, if the vehicle

reaches a location close to the first target way point, the next target. This procedure

is continued until the vehicle reaches the final target point.

In a similar way, for the 3D motion implementation, guidance problem is rede-

fined as the path between two points xd(t0), yd(t0), zd(t0) and xd(tf ), yd(tf ), zd(tf )

by splitting the path between those into a number of way points xd(k), yd(k), zd(k)

for k = 1, 2, ..., N .
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Figure 5.2: Way point guidance and circle of acceptance [21]

5.2.1 Way Point Guidance in the Yaw Plane

The schematic illustration of the yaw plane motion is shown in Fig. 5.3. While

the vehicle moves, measured data data which comes from sensor are estimated with

navigation system. The outputs of the navigation system are the estimated position of

the vehicle in the x-axis and the estimated yaw angle. These estimated data and the

desired position in x and y axes are the input of the guidance system. The way point

guidance system produces the command position in the x-axis and the command yaw

angle. They are the input values of the controllers. Controllers produce force for the

right and left thrusters. They are inputs of the vehicle’s model.

Basic line of sight algorithm produces the reference yaw angle and the reference

position-x. In the Fig. 5.4, P (x, y) represents the current position of the vehicle

(actual position) and Pi = (xi, yi) represents the current way point position. Distance

between the actual position of the vehicle and the current way point is defined by dpi.

The reference yaw angle and LOS angle are represented by ϕr and ϕr0 respectively.

The radius of circle of acceptance is denoted by ρ0 [3].
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Figure 5.3: The schematic illustration of the combined system for the yaw plane
motion

Since the difference between the reference yaw angle and the LOS angle is zero,

ϕr = ϕr0, the way point is located in front of the vehicle. The LOS angle, ϕr0 is

computed as in Equation 5.1 by the four quadrant inverse tangent function [3].

tan (ψr0) =
yi − y
xi − x

(5.1)

When the vehicle enters a circle of acceptance around the way point, the current way

point Pi is accepted to have been reached. This condition occurs when the distance

dpi is smaller than ρ0 as defined in Eqn. 5.2, then, the next way point is selected.

dpi =

√
(xi − x)2 + (yi − y)2 < ρ0 (5.2)

Way point guidance by LOS is designed in Simulink/Matlab environment. As an

example, the desired points are given as:

xi =
[
0 20 40 70 90 110 120 140 160

]
yi =

[
0 40 90 70 50 80 120 110 60

] (5.3)

The Figure 5.5 shows the simulation result for the way point guidance by LOS for

the yaw plane motion. As seen in the Fig. 5.5, the vehicle reaches the desired points

the using navigational data. If the weight of the thruster of the vehicle is small, the

vehicle moves smoother path [13]. But, if the weight of thrusters of the vehicle is
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Figure 5.4: Basic Line of Sight Guidance for the yaw plane

very large, some the desired way point cannot be reached. This problem was solved

by V. Bakaric, Z. Vukic, and R. Antonic [3].

Figure 5.6 shows the guidance between points, (x, y) from (0, 0) to (20, 40). As seen

figure, the vehicle first rotates with desired attitude then goes to the desired point with

the way point algorithm by LOS.

5.2.2 Way Point Guidance in the Pitch Plane

The schematic illustration of the pitch plane motion is shown in Fig. 5.7. While the

vehicle moves, measured data which comes from the sensors are estimated with the

navigation system. The outputs of the navigation system are the estimated position

of the vehicle in x and z axes. These estimated data and the desired position in x

and z axes are the input of the guidance system. The way point guidance system

produces the command position in x and z axes. They are the input values of the

controllers. Controllers produce force for the right and left thrusters (equal force and

same direction) and the vertical thruster. They are inputs of the vehicle’s model.

The LOS angle in the pitch angle θ is obtained from the vehicle from its current
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Figure 5.5: Way point guidance by LOS in the yaw plane

position V (x, z) towards the current way point Pi = (xi, zi) as

tan (θ) =
zi − z
xi − x

(5.4)

Since the vertical thruster of the SAGA is located near the CG (center of gravity),

it does not have any controller for the pitch angle. Way point guidance in the pitch

plane algorithm produces the surge command and the heave speed in order to reach

the final point. These surge command and the heave speed are the input value of surge

and heave speed controllers. In addition, actual surge and heave speed come from the

output of the navigation solution. They are also input values of the controllers. When

the vehicle enters a circle of the acceptance around the way point, the current way

point Pi is accepted to have been reached. If the condition defined in Equation 5.5 is

satisfied, the next way point is selected.

dpi =

√
(xi − x)2 + (zi − z)2 ≤ ρ0 (5.5)

The desired points for the pitch plane way point guidance are given as:
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Figure 5.6: Way point guidance by LOS in the yaw plane for two reference points

xi =
[
0 30 50 70 90 120 140 160 180

]
zi =

[
0 10 30 50 70 95 80 60 40

] (5.6)

Figure 5.8 shows the simulation result for the way point guidance by LOS for the

pitch plane motion. As seen in Fig. 5.8, vehicle reaches the desired points with the

using navigational data.

5.2.3 Way Point Guidance in the 3D Motion

The schematic illustration of the 3D motion is shown in Fig. 5.9. While the vehicle

moves, measured data data which comes from the sensors are estimated with the

navigation system. The output of the navigation system are the estimated position of

the vehicle in x, y and z axes. These estimated data and the desired position in x,

y and z axes are the input of the guidance system. The way point guidance system

produces the surge command and the heave speeds and the yaw angle commands.

They are the input values of the controllers. Controllers produce force for the right

and left thrusters (different value) and the vertical thrusters. They are inputs of the
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Figure 5.7: The schematic illustration of the combined system for the pitch plane
motion

vehicle’s model.

Way point guidance by LOS algorithm for 3D is a combination of the algorithm for

yaw and pitch planes. Sphere of acceptance is used instead of circle of acceptance.

When the vehicle enters a sphere of the acceptance around the way point, the current

way point Pi is accepted to have been reached. If the condition is defined in Equation

5.7 is satisfied, the next way point is selected.

dpi =

√
(xi − x)2 + (yi − y)2 + (zi − z)2 ≤ ρ0 (5.7)

The desired way points for 3D motion are given as

xi =
[
0 50 80 120 160 110

]
yi =

[
0 40 70 90 120 80

]
zi =

[
0 30 90 110 150 70

] (5.8)

Figure 5.10 shows the simulation result for the way point guidance by LOS for the

3D motion. As seen in Fig. 5.10, vehicle vehicle reaches the desired points with the

using the navigational data.
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Figure 5.8: Way point guidance by LOS in the pitch plane

5.3 Optimal Guidance

An optimal autopilot-guidance algorithm is designed to perform 3D motion. The ve-

hicle can reach the desired position by following many different tracking routes and

with many different speeds. Different forces are produced from thrusters for each

different route. The vehicle has limited energy either because of having a battery, or

instantaneous power utilization is limited. It is aimed that the vehicle consumes en-

ergy economically while the design objectives are satisfied. The optimal autopilot(s)

stands on a level between the guidance and the real autopilots. Depending on the guid-

ance requirements a reference constructed by interpolation of the already calculated

optimal inputs is generated for the real autopilots to drive the system (sub-optimally).

In this way, the vehicle is supposed to reach the desired position and the yaw angle

with desired velocity by consuming minimum energy [24].

The surge speed, heave speed and yaw angle of the vehicle are controlled by using

PID controllers. The system input u, is generated from the outputs of these PID

controllers. In the simulations, the input values of these controllers are differences

between the actual system responses (from the mathematical model) and the reference
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Figure 5.9: The schematic illustration of the combined system for the 3D motion

signals produced from a genetic algorithm. The consumed power for each thruster

can be determined in terms of the produced forces from thrusters (ui), (i.e., system

inputs), as [38]:

Pi =
2πρD5

iKQi (J0)
√
ρ Di|KT i(J0)|1.5

|ui|1.5 (5.9)

where D is diameter of propeller, KQ is torque coefficient, KT is thruster coefficient

and J0 is advanced ratio.

An approximation to the power formula is given and the detailed formulation was

given in [38]:

Pi = αi|ui|1.5 (5.10)

The constant αi is the weighting factor which may be different for each thruster.

An optimal control problem is defined in such a way that vehicle arrives the desired

position and rotation with desired initial and final velocities by consuming minimum

energy. Optimal paths to move with minimum energy expenditure are constructed and

these results are inserted in a database. This database is later to be used to generate

optimal (probably quasi-optimal) guidance comments to guide the vehicle with min-

imum energy expenditure. In real time, the guidance algorithm is supposed to inter-

polate the stored information in the database (positions are separated as near, middle
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Figure 5.10: Way point guidance by LOS in the 3D motion

and far distances, rotations are stored as big, small, middle-big and small-middle yaw

angles). This database will be used under the waypoint guidance algorithm. In this

study, database is not completed, some optimal paths are generated only for certain

motions. In this way, optimal paths are generated for different distances and different

attitudes [24].

The optimal control problem with initial and final state constraints is formulated by

using Eqn. 5.11 as the main part of the cost function. In this study, a genetic algorithm

is used to produce the reference values of the surge speed, heave speed and yaw angle

(u,w, ϕ) in a time interval [26].

min J0 =
1

2
(∆x̄ (tf))

TS∆x̄ (tf) + k

tf∫
t0

3∑
i=1

|ui|1.5 dt (5.11)

subject to
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0 ≤ u ≤ 1.5 m/s

−π ≤ ϕ ≤ π rad

0 ≤ w ≤ 0.5 m/s

(5.12)

The initial and boundary conditions are specified as:

x̄(t0) =



x0

y0

z0

u0

w0

ψ0


, x̄f =



xf

yf

zf

uf

wf

ψf


(5.13)

∆x(tf ) = x(tf )− x(f) (5.14)

|ui| ∼ |Ti| (5.15)

where,

t0: Initial time,

tf : Final time,

∆x(tf ): Difference between desired final state and actual final state,

x(f): The final value of vector,

x(tf ): The value of vector at reaching final time,

S > 0 is a diagonal weighting matrix and k > 0 scalar weighting factor.

Since time consumption is not critical, fixed final step is used. This leads to a Two

Point Boundary Value Problem, (TPBVP). In order to generate the trajectory with

consuming min. energy, the surge, heave speed and yaw angle, u, w, ϕ, are ad-

justed at each time interval. Optimal solution for OCP in Equation 5.11 is obtained
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by changing states at each time interval. Because of this, traveling time is divided

into n equal intervals and and reference values, u, w, ϕ, for each time interval are

generated. Hence, total number of variables of OCP in Equation 5.11 is equal to 3n.

The illustration of the optimal solution for OCP is shown in Fig. 5.11.
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Figure 5.11: Path possibilities and the illustration of the optimal solution for OCP

Since the optimal control problem in Equation 5.11 is a constrained one, it is solved

by using constrained non-linear optimization techniques. There are many iterative

methods for solving the nonlinear optimal control problems such as neighboring ex-

ternals methods, quasilinear methods and gradient methods [10] and [27].

5.3.1 Constrained Nonlinear Optimization

In this study, the constrained nonlinear optimal control problem defined in Eq. 5.11 is

solved using a genetic algorithm. Genetic algorithms based on natural selection pro-

cess are used both for solving constrained and unconstrained optimization problems.

This process is explained as:

1. Selection of the initial population randomly.

2. Fitness evaluation.
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3. If the stopping criterias are satisfied, algorithm stops and the results is the optimal

solution.

4. If the stopping criteria are not satisfied, a new population is generated.

5. To generate the new population, elite individuals after crossover and mutation

operations are chosen. Hence, the new population is formed by the gathering of high-

fit individuals from the previous population.

6. The fitness is evaluated for each member of the new population. This procedure

continues until the criteria in step 3 are satisfied.

5.3.2 Simulation Results for Optimal Guidance

In the simulation study, the system is composed of the nonlinear model of the vehicle

and the PID controllers. The initial and boundary conditions for the simulations are

given as:


xf

yf

zf

ψf

 =


40 m

20 m

10 m

π/6

 (5.16)


x0

y0

z0

ψ0

 =


0

0

0

0

 (5.17)

uf(i) = u0(i) =
[
0.5 1 1.5

]
(5.18)

wf(i) = w0(i) =
[
0.1 0.3 0.5

]
(5.19)

Many simulations have been performed to cover the velocity range and distance be-

tween initial and final points. In the continuation of this study, to simplify the com-
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putational complexity, distance and velocity ranges will be divided into three basic

values each as “very close”, medium range”, “far”, “low speed”, “medium speed” and

“fast”. Of course, there are parameters to be chosen to give meanings to these linguis-

tic variables. In this way, the path which has a minimum performance index can be

obtained for different initial and different final velocities by interpolating. MATLAB,

optimization toolbox is used to obtain the solutions of optimal control problems by

using a genetic algorithm.

Figure 5.12 shows three different paths that the vehicle follows by consuming mini-

mum energy with different heave speeds starting at the initial surge velocity 0.5m/s.

As seen from the figure that the consumed energy is the least when u0 = 0.5 and

w0 = 0.1. Figures 5.13, 5.14 and 5.15 show the tracked path for u0 = 0.5m/s with

different heave velocities in X-Y, X-Z and Y-Z respectively.

Figure 5.12: The tracked path for u0 = 0.5m/s with a different heave velocity, w0

Figure 5.16 shows three different paths that the vehicle follows by consuming mini-

mum energy with different heave speeds starting at the initial surge velocity 1m/s. As

seen from the figure that the consumed energy is the least when u0 = 1 and w0 = 0.1.

Fig. 5.17 shows three different paths that the vehicle follows by consuming mini-

mum energy with different heave speeds starting at the initial surge velocity 1.5m/s.

As seen from the figure that the consumed energy is the least when u0 = 1.5 and
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Figure 5.13: The tracked path for u0 = 0.5m/s in the x-y view

w0 = 0.1.

For the other case, initial and boundary conditions for the simulations are given as:


xf

yf

zf

ψf

 =


50 m

25 m

15 m

π/3

 (5.20)


x0

y0

z0

ψ0

 =


0

0

0

0

 (5.21)

Figure 5.18 shows three different paths that the vehicle follows by consuming mini-

mum energy with different heave speeds starting at the initial surge velocity 0.5m/s.

As seen from the figure that the consumed energy is the least when u0 = 0.5 and

w0 = 0.3.
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Figure 5.14: The tracked path for u0 = 0.5m/s in the x-z view
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Figure 5.15: The tracked path for u0 = 0.5m/s in the y-z view
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Figure 5.16: The tracked path for u0 = 1m/s with a different heave velocity, w0

Figure 5.17: The tracked path for u0 = 1.5m/s with a different heave velocity, w0
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Figure 5.18: The tracked path for u0 = 0.5m/s with a different heave velocity, w0
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CHAPTER 6

EXPERIMENTS

6.1 Introduction

The navigation data of the vehicle is required for the system identification study.

Navigation data should be obtained from real experiments instead of generating it

from vehicle’s model response. In this chapter, the acoustic-based navigation exper-

iment in the pool of the Middle East Technical University (METU) shown in Fig.

6.1 is designed to obtain the vehicle’s position. Since the measured data is noisy, it

is improved by a Kalman filter algorithm. Before filtering, the system and measure-

ment model are defined for indirect Kalman filter algorithm. This estimated position

and attitude data will be used for the system identification study. The details of the

acoustic-based measurement system will be presented in this chapter.

Figure 6.1: Navigation experiment of the SAGA in the pool of METU
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6.2 Acoustic-based Navigation Experiment of SAGA

Acoustic-based measurement system is composed of pinger, hydrophones and a data

card. The pinger used in the experiments is shown in Fig. 6.2. Its frequency is

adjustable around 20-50 kHz. In this experiment, pinger sends signals with 20 kHz at

each second.

Figure 6.2: Pinger used in the experiment

Fig. 6.3 shows the hydrophone used in this experiment. Four hydrophones are nec-

essary in order to obtain position of the vehicle. For more accurate results, eight

hydrophones can also be used in the experiment.

Data card used in the experiment is shown in Fig. 6.4. It has many input and output

ports. The cable of each hydrophone is connected to an output port of the data card.

The signals can be collected at 100 kHz synchronously in this experiment using this

data card.

Fig. 6.5 shows the experimental setup. Each hydrophone is located at a known posi-

tion in the pool. Pinger is located on the SAGA. While the vehicle moves in the pool,

each hydrophone receives the acoustic signal sent from the pinger. The distance be-

tween the vehicle and the each hydrophone is obtained from the speed of the acoustic

signal and the TOD of signals.

The distance between each hydrophone and the vehicle is obtained as:
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Figure 6.3: Hydrophone used in the experiment

di = c (ti − tp) =

√
(x− xi)2 + (y − yi)2 + (z − zi)2 (6.1)

i: The index of each hydrophone,

Pvehicle = (x, y, z) : The unknown position of the vehicle,

Pi = (xi, yi, zi) : The position of the ith hydrophone,

di : The distance between the vehicle and ith hydrophone,

c: The speed of the acoustic signal in the water,

tp: The sending time of the acoustic signal from pinger,

ti: The receiving time of the received signal from ith hydrophone.

P1 = (x1, y1, z1) : The position of the first hydrophone,

P1 = (2, 3.18, 0.4)

P2 = (x2, y2, z2) : The position of the second hydrophone,

P2 = (3, 5.72, 0.4)
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Figure 6.4: Data card used in the experiment

P3 = (x3, y3, z3) : The position of the third hydrophone,

P3 = (6, 5.72, 0.4)

P4 = (x4, y4, z4) : The position of the fourth hydrophone,

P4 = (2, 8.26, 0.4)

P5 = (x5, y5, z5) : The position of the fifth hydrophone,

P5 = (6, 8.26, 0.4)

P6 = (x6, y6, z6) : The position of the sixth hydrophone,

P6 = (6, 3.18, 0.4)

P7 = (x7, y7, z7) : The position of the seventh hydrophone,

P7 = (4, 8.26, 0.4)

P8 = (x8, y8, z8) : The position of the eight hydrophone,

P8 = (4, 3.18, 0.4)

Distance between the vehicle and each hydrophone is obtained as:
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Figure 6.5: Pool experiment set-up composed of pinger and hydophones

d1 = c (t1 − tp) =
√

(x− x1)2 + (y − y1)2 + (z − z1)2

d2 = c (t2 − tp) =
√

(x− x2)2 + (y − y2)2 + (z − z2)2

d3 = c (t3 − tp) =
√

(x− x3)2 + (y − y3)2 + (z − z3)2

d4 = c (t4 − tp) =
√

(x− x4)2 + (y − y4)2 + (z − z4)2

d5 = c (t5 − tp) =
√

(x− x5)2 + (y − y5)2 + (z − z5)2

d6 = c (t6 − tp) =
√

(x− x6)2 + (y − y6)2 + (z − z6)2

d7 = c (t7 − tp) =
√

(x− x7)2 + (y − y7)2 + (z − z7)2

d8 = c (t8 − tp) =
√

(x− x8)2 + (y − y8)2 + (z − z8)2

(6.2)

The function fi is obtained from Eqn. 6.1 for each hydrophone.

fi (x, y, z, tp) =

√
(x− xi)2 + (y − yi)2 + (z − zi)2 − c (ti − tp) (6.3)
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f1 (x, y, z, tp) =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 − c (t1 − tp)

f2 (x, y, z, tp) =
√

(x− x2)2 + (y − y2)2 + (z − z2)2 − c (t2 − tp)

f3 (x, y, z, tp) =
√

(x− x3)2 + (y − y3)2 + (z − z3)2 − c (t3 − tp)

f4 (x, y, z, tp) =
√

(x− x4)2 + (y − y4)2 + (z − z4)2 − c (t4 − tp)

f5 (x, y, z, tp) =
√

(x− x5)2 + (y − y5)2 + (z − z5)2 − c (t5 − tp)

f6 (x, y, z, tp) =
√

(x− x6)2 + (y − y6)2 + (z − z6)2 − c (t6 − tp)

f7 (x, y, z, tp) =
√

(x− x7)2 + (y − y7)2 + (z − z7)2 − c (t7 − tp)

f8 (x, y, z, tp) =
√

(x− x8)2 + (y − y8)2 + (z − z8)2 − c (t8 − tp)
(6.4)

The unknown position of the vehicle and the sending time of the acoustic signal from

the pinger are found using optimization with the fmincon algorithm in MATLAB en-

vironment. As seen from Eqn. 6.3, the receiving time of signal for each hydrophone,

ti is needed to obtain the position of the vehicle. The receiving signal of the first,

second...eight hydrophone is shown in Figures from Fig. 6.6 up to Fig. 6.13.
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Figure 6.6: Received signal from the 1st hydrophone with respect to time
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Figure 6.7: Received signal from the 2nd hydrophone with respect to time
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Figure 6.8: Received signal from the 3rd hydrophone with respect to time

Since the pinger sends the acoustic signal at 20 kHz, each receiving signal is filtered

around 20 kHz using a bandpass filter (using ’fir1’ command of Matlab). Then, the

peak times are detected from each filtered signal in order to determine the receiving

time, ti for each hydrophone. The peak times are detected using ’findpeaks’ command
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Figure 6.9: Received signal from the 4th hydrophone with respect to time
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Figure 6.10: Received signal from the 5th hydrophone with respect to time

of Matlab. This filtered and peak times of the first, second...eight received signals are

shown in figures from Fig.6.14 to Fig 6.21.

Peaks times of all received signals are shown in tables 6.1 and 6.2. t1, t2, t3, t4, t5,
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Figure 6.11: Received signal from the 6th hydrophone with respect to time
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Figure 6.12: Received signal from the 7th hydrophone with respect to time

t6, t7, t8 are the peak times of the received signals from 1th, 2nd, 3rd, 4th, 5th, 6th,

7th, 8th hyrophones, respectively.

After the detection of peak times of the each receiving signals, the position of the
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Figure 6.13: Received signal from the 8th hydrophone with respect to time

vehicle in the acoustic-based measurement system is obtained using optimization with

fmincon algorithm solving the optimization problem with the objective function J

given below:

MinimizeJ =
n∑

i=1

[d1i − d2i]
2

subject to

0 ≤ x ≤ 6

0 ≤ y ≤ 9

0 ≤ z ≤ 2

(6.5)

where

d1i = c (ti − tp) (6.6)

d2i =

√
(x− xi)2 + (y − yi)2 + (z − zi)2 (6.7)
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Figure 6.14: Filtered signal of received signal from the 1st hydrophone with respect
to time and the peak times of this filtered signal

The obtained positions of the vehicle during the experiment in x axes and y axes are

shown in figures 6.22 and 6.23.

6.2.1 Inertial Measurement System and Aiding Sensor

Inertial measurement system used in the experiment is UM7 as shown in Fig. 6.24.

UM7 is a 3rd-generation attitude and heading reference system (AHRS). The UM7

combines triaxial accelerometer, rate gyro, and magnetometer data using a sophisti-

cated Extended Kalman Filter to produce attitude and heading estimates and measures

acceleration in the x,y and z-axes.

In this experiment, the attitude data, roll, pitch and yaw angles and the acceleration

in x, y and z-axes are measured from UM7. The measured roll, pitch and yaw angles

and the fitted polynomial of degree 4 are shown in figures 6.25, 6.26 and 6.27, respec-

tively. The angular velocity can be obtained by taking the derivative of the measured

attitude data. For this purpose, the measured attitude data is interpolated first.

The measured accelerations in x, y and z-axes come from IMU, UM7, are shown
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Figure 6.15: Filtered signal of received signal from the 2nd hydrophone with respect
to time and the peak times of this filtered signal

in Fig.6.28. in the body frame. Translational velocities, surge, sway and heave, are

obtained by integrating the measured accelerations. The translational positions are

obtained by integrating the translational velocities and they are transformed to the

earth frame. The obtained translational positions in x, y and z-axes are shown in Fig.

6.29.

Using the acoustic-based measurement system, depth sensor and IMU compose the

integrated navigation system. Since all measured data have noisy, they are estimated

with a Kalman filter. Firstly, system and states are defined, then measurement model

is constructed for this experimentally integrated navigation system.

6.2.2 System Model and State Selection for Acoustic-based Navigation Experi-

ment of SAGA

States are chosen as the rotational position (attitude), translational velocity, transla-

tional position errors and the biases of the accelerometer and gyroscope with respect

to earth frame for the integrated navigation experiment. It is defined as the following

vector:
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Figure 6.16: Filtered signal of received signal from the 3rd hydrophone with respect
to time and the peak times of this filtered signal

x =



δϕeeb

δveeb

δreeb

ba

bg


(6.8)

The state propagation in an Earth frame was obtained in Chapter 4.

The rate of change of the attitude error is [20]

δϕ̇eeb ≈ Ĉe
b bg − Ωe

ieδϕ
e
eb (6.9)

The rate of change of the velocity error is [20]

δv̇eeb ≈ −
(
Ĉe
b f̂

b
ib

)
∧ δϕeeb − 2Ωe

ieδv
e
eb + Ĉe

b ba (6.10)

The rate of change of the position error is [20]
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Figure 6.17: Filtered signal of received signal from the 4th hydrophone with respect
to time and the peak times of this filtered signal

δṙeeb = δveeb (6.11)

The rate of accelerometer and gyro biases are assumed to be zero as [20]:

ḃa = 0 ḃg = 0 (6.12)

The state space representation of the system is:

�
x = Fx+Qw (6.13)

The system matrix, F is obtained from Equations 6.9, 6.10, 6.11 and 6.12 as [20]:
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Figure 6.18: Filtered signal of received signal from the 5th hydrophone with respect
to time and the peak times of this filtered signal

F =



−Ωe
ie 03 03 03 Ĉe

b[
−Ĉe

b f̂
b
ib∧
]
−2Ωe

ie 03 Ĉe
b 03

03 I3 03 03 03

03 03 03 03 03

03 03 03 03 03


(6.14)

The data from the inertial sensor, depth sensor and acoustic measurement system

comes in discrete time. Hence, the equivalent representation of the state-space repre-

sentation in discrete time is used. The discrete time representation is defined as

xk+1 = Φkxk + wk (6.15)

The state transition matrix, Φk is obtained from the system dynamics matrix F and

time range ∆t = tk+1− tk [16].

Φk = eF∆t = I + F∆t (6.16)
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Figure 6.19: Filtered signal of received signal from the 6th hydrophone with respect
to time and the peak times of this filtered signal

The covariance matrix of the system noise is given by [20].

Q =



n2
rgI3 03 03 03 03

03 n2
raI3 03 03 03

03 03 03 03 03

03 03 03 n2
badI3 03

03 03 03 03 n2
bgdI3


τs (6.17)

where the value of n2
rg and n2

ra are related to standard deviation of the noise on the

accelerometer acceleration measurement and gyro angular rate measurement, respec-

tively. The value of n2
bad and n2

bgd are related to standard deviation of the accelerome-

ter and gyro dynamic biases [20].

6.2.3 Measurement Model for Acoustic-based Navigation Experiment of SAGA

Since the measurements are taken at discrete intervals, the measurement vector is

modeled as:
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Figure 6.20: Filtered signal of received signal from the 7th hydrophone with respect
to time and the peak times of this filtered signal

zk = Hkxk + vmk (6.18)

where Hk is the measurement matrix, xk is the state vector and vmk is the white noise

sources. The measurement model is composed of attitude and position. The posi-

tion of the vehicle comes from acoustic-based navigation system and depth sensor.

Also, the position data is obtained by integrating the measured accelerations coming

from the inertial navigation system. The attitude data comes from IMU (UM7). The

measurement z vector is shown as:

∂zk =

∂ϕeeb
δreeb

 =

 ϕimu

racs − rimu

 (6.19)

where δreeb is the position error between acoustic, depth measured data, racs, and

inertial measured data, rimu. ϕeeb is the measured attitudes from IMU. It is not the

attitude error since there is only one attitude measurement data. So, the output of the

Kalman filter is the estimated attitudes data, not the estimated attitude error.
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Figure 6.21: Filtered signal of received signal from the 8th hydrophone with respect
to time and the peak times of this filtered signal

racs =


xacoustic

yacoustic

zdepth

 rimu =


ximu

yimu

zimu

 (6.20)

Hk, the measurement matrix is obtained as [20]:

Hk =

−I3 03 03 03 03

03 03 −I3 03 03

 (6.21)

Since the noise on each component of the measurement vector is independent, the

measurement covariance matrix, R is a diagonal matrix. The biases of all sensors

are determined by calibration before the pool experiment. The north direction of the

vehicle is fixed with respect to north direction in the earth frame for the calibrating

UM7 (including magnetometer). The depth sensor is calibrated when the vehicle is

on the surface of the water. After the calibration, the measurement covariance matrix

components are obtained. In this study, the simplified R matrix is defined as:
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Table 6.1: Detected peak times of the first, second, third and fourth received signals.

No of peaks t1 t2 t3 t4
1 0,47542 0,47422 0,47171 0,48092
2 1,49677 1,49703 1,49698 1,50604
3 2,52423 2,52186 2,52026 2,52208
4 3,54734 3,54703 3,54594 3,55161
5 4,57467 4,57043 4,57248 4,57728
6 5,5953 5,59572 5,59634 5,59964
7 6,61657 6,62214 6,62287 6,62334
8 7,64062 7,6409 7,64304 7,64235
9 8,66704 8,66509 8,67283 8,67319
10 9,69387 9,68878 9,69379 9,69102
11 10,71509 10,71355 10,71259 10,71595
12 11,73714 11,73627 11,73823 11,73976
13 12,76196 12,7598 12,76515 12,76154
14 13,7835 13,7862 13,78663 13,7866
15 14,81052 14,80976 14,81096 14,81153
16 15,83201 15,83128 15,83404 15,83299
17 16,85924 16,85845 16,85846 16,85927
18 17,88247 17,8824 17,88035 17,8798
19 18,90676 18,90551 18,90745 18,90603
20 19,93253 19,93162 19,92823 19,93
21 20,97609 20,95459 20,9544 20,95537
22 22,66472 22,66208 21,97567 22,66526
23 24,03593 24,0294 23,00164 24,02656
24 25,06801 25,05327 24,02337 25,04927
25 26,07579 26,08215 25,04821 26,08301
26 27,09889 27,09872 26,07178 27,10632
27 28,12394 28,12593 27,09468 28,13023
28 29,14855 29,14618 28,11955 29,15465
29 29,14415

R =

R11 03

03 R22

 (6.22)

The value of R11 is related to the standard deviation of the measurement attitude, σatt

and the value of R22 is related to the standard deviation of the measurement position,

σpos.
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Table 6.2: Detected peak times of the fifth, sixth, seventh and eighth received signals.

No of peaks t5 t6 t7 t8
1 0,47957 0,47261 0,47579 0,4763
2 1,5049 1,49844 1,5051 1,49819
3 2,5277 2,5198 2,53003 2,52155
4 3,55101 3,54386 3,55145 3,54442
5 4,57606 4,56798 4,5761 4,56841
6 5,60108 5,5937 5,60177 5,5939
7 6,62488 6,61461 6,62445 6,61629
8 7,64646 7,63984 7,6445 7,64065
9 8,67072 8,66347 8,67197 8,66357

10 9,69733 9,6892 9,69461 9,68934
11 10,71819 10,71848 10,7186 10,71227
12 11,74461 11,74142 11,73872 11,73799
13 12,76313 12,76153 12,76194 12,76395
14 13,7885 13,78723 13,78642 13,78758
15 14,81546 14,81435 14,81183 14,81061
16 15,83322 15,83504 15,83353 15,837
17 16,85763 16,85789 16,85691 16,86148
18 17,88056 17,88103 17,88157 17,88139
19 18,90882 18,90454 18,90628 18,90645
20 19,93349 19,92935 19,92902 19,93121
21 20,95413 20,95443 20,95351 20,95391
22 21,97551 22,66585 22,66758 22,66768
23 22,99992 24,02745 24,02564 24,02923
24 24,02501 25,05169 25,04962 25,04985
25 25,04999 26,07476 26,07517 26,07369
26 26,07337 27,09913 27,10078 27,09723
27 27,09698 28,12419 28,13046 28,12243
28 28,12087 29,14829 29,154 29,14526
29 29,15264

The depth sensor is used to support the position of the vehicle along the z axis. Depth

sensor used in the experiment is shown in Fig. 6.30. Absolute pressure range of this

depth sensor is 0 – 14 bar. It includes a piezoresistive pressure sensor and an ADC-

Interface. It provides a 16 bit data word from a pressure and temperature dependent

voltage. The depth measured from the depth sensor and the fitted polynomial is shown

in Fig. 6.31 in the earth frame. The heave velocity can be obtained by taking the

derivative of the measured depth data. For this purpose, the measured depth data are
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Figure 6.22: The position of the vehicle along x-axis obtained from the acoustic-based
navigation system

interpolated.

6.2.4 Simulation Results for the Acoustic-based Navigation Experiment of SAGA

The system response is simulated for applied motor inputs in 3D motion. The mea-

surement data is filtered using an indirect Kalman filter algorithm in Simulink/Matlab

environment. During the experiment, applied PWM values of the right, left and the

vertical thrusters are shown in Fig. 6.32.

Since the system input for the mathematical model of SAGA is force value (Nm) of

each thruster, these applied PWM values are transformed into force values. Applied

forces (Nm) of the right, left and vertical thrusters during the experiment are shown

in Fig. 6.33.

Fig. 6.34 shows the estimated position errors in x, y and z-axes in the Earth frame

coming from the output of the Kalman filter and the real position errors was defined in

Chapter 4. Fig. 6.35 shows the estimated attitude errors, roll, pitch and yaw errors in

the Earth frame and the real attitude errors. Since the output of the Kalman filter is the
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Figure 6.23: The position of the vehicle along y-axis obtained from the acoustic-based
navigation system

estimated attitude, the estimated attitude error is obtained from Eqn. 4.73 in Chapter

4. Fig. 6.36 shows the estimated velocity errors, surge, sway and heave errors coming

from the output of the Kalman filter and the real attitude errors.

The output of the integrated navigation solution, the corrected position, attitude and

velocity are shown in figures from Fig. 6.37, to 6.39.

These estimated position and attitude data and the position and attitude information

comes from the model response are used for system identification of SAGA in Chap-

ter 7.

Difficulties of the Experiment:

Many pool experiments were done until accurate data from the acoustic based mea-

surement system is obtained. Firstly, pinger is fixed to a known position in the pool

and eight hydrophones are located separately far away from the pinger and from each

other. Then, pinger sends the acoustic signal and each hydrophone is checked whether

it is receiving the signal or not. It is observed that the signal completely dissipates

at the of 7m from the pinger, in this preliminary experiment. Accuracy of the exper-

iment is adversely because of the small experimental volume and short experiment
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Figure 6.24: IMU (UM7) used in the experiment

duration. The connection of the each hydrophone cable effects the accuracy of the

experiments since the received acoustic signals contain very high noise because of

the thrusters. Another very important factor effecting the accuracy is the degree of

indeterminacy in the position of the hydrophones in the pool.

6.3 Conclusion

The position of the SAGA obtained by using an integrated navigation system exper-

imentally in this chapter. First, the acoustic based navigation system is constructed

in the pool of the METU. Since the accuracy of the obtained position from the in-

ertial measurement system is low, the position data is supported with the acoustic-

measurement system and the depth sensor. System and measurement model are ob-

tained in order to estimate the measured data using an indirect Kalman filter algo-

rithm. Integrated navigation solutions are corrected position and attitudes which will

be used in system identification of SAGA.
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Figure 6.25: Roll angle measured from the IMU with respect to time and fitted curve
of the measured roll angle
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Figure 6.26: Pitch angle measured from the IMU with respect to time and fitted curve
of the measured pitch angle
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Figure 6.27: Yaw angle measured from the IMU with respect to time and fitted curve
of the measured yaw angle
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Figure 6.28: Measured translational accelerations in x, y and z-axes from the IMU in
the body frame
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Figure 6.29: Obtained translational positions in x, y and z-axes from the IMU in the
earth frame

Figure 6.30: Depth sensor used in the experiment
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Figure 6.31: Measured depth comes from the depth sensor
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Figure 6.32: Applied PWM value of the right, left and vertical thruster during the
acoustic-based navigation experiment
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Figure 6.33: Obtained force value of the right, left and vertical thruster during the
acoustic-based navigation experiment
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Figure 6.34: Real position errors in the x, y and z-axes (blue line) and the estimated
position error in the x, y and z-axes from the Kalman filter (red line)
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Figure 6.35: Real roll, pitch and yaw errors (blue line) and the estimated roll, pitch
and yaw error from the Kalman filter (red line)
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Figure 6.36: Real surge, sway and heave velocity errors (blue line) and the estimated
surge, sway and heave velocity errors come from Kalman filter (red line)
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Figure 6.37: The output of the integrated navigation solution, corrected positions in
the earth frame
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Figure 6.38: The output of the integrated navigation solution, corrected attitudes in
the earth frame
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Figure 6.39: The outputs of the integrated navigation solution, corrected surge, sway
and heave speeds
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CHAPTER 7

SYSTEM IDENTIFICATION OF SAGA

7.1 Introduction

Usually, mathematical models of unmanned underwater vehicles (UUV) have some

unknown parameters such as added mass and damping coefficients. The added mass

parameters and damping coefficients can be obtained from some hydrodynamic soft-

ware programs such as WAMIT, VERES and SEAWAY and, for example, SOLID-

WORKS. If the structure of the vehicle has some symmetry with respect to pitch and

yaw planes, added mass parameters can be obtained approximately using the strip

theory. For more accuracy, values of these parameters can be improved by a sys-

tem identification study based on the navigational data from a pool experiment. In

this study, the initial approximate values of these parameters are used in the original

mathematical model. Then, these parameters are improved with a system identifica-

tion study for coupled and uncoupled motion based on the simulation data coming

from the integrated navigation system. For more accuracy, these parameters are im-

proved with a system identification study for coupled motion based on the acoustic

experimental data. System response is obtained for cases, before system identifica-

tion and the after system identification. Decoupled motions of the vehicle and related

parameters with this motion are shown in Table 7.1 [25].

Since SAGA cannot perform sway and roll motions under control, the related added

mass parameters and drag coefficients, Yv, Y �
v

, Kp and K �
p

cannot be identified ac-

curately. The optimization problem that minimizes the error between the estimated

measurement position and attitude values coming from the integrated navigation so-
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Table 7.1: Decoupled motion of the vehicle and related parameters

Motions Parameters
Surge Xu and X �

u

Sway Yv and Y �
v

Heave Zw and Z �
w

Roll Kp and K �
p

Pitch Mq and M �
q

Yaw Nr and N �
r

lution in Chapter 6 and the actual position and attitude values which are obtained

by mathematical modeling at the time interval from t = 0 to t = T (where T is

the simulation time). This problem is formulated as in Equation 7.1. For solving

the constrained non-linear optimization problem Optimization Toolbox by MATLAB

is used. It provides “fmincon” as a solver for constrained non-linear optimization.

Optimization Toolbox uses algorithms to solve these kinds of problems such as the

interior point algorithm, SQP algorithm, the active set algorithm and trust-region re-

flective algorithm. Using the “fmincon” solver and trust-region reflective algorithm,

the resultant optimization problem with the cost function J is solved [14]. So These

unknown parameters which are added mass and drag coefficients are identified by

solving the optimization problem described above several times, choosing different

initial values of the unknown parameters represented by the vector, xc

xc =
[
xc1 xc2 xc3 xc4 xc5 xc6 xc7 xc8

]T
xc =

[
Xu X ·

u
Zw Z ·

w
Mq M ·

q
Nr N ·

r

]T

Minimize J =

T∫
0

|dmeasured(t)− dmodel(t)|2dt

or

Minimize J =
N−1∑
i=0

wk|xi|2
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subject to

0 ≤ xci ≤ −100

Initial values of each parameter are selected as

xc1 =
[
−5 −15

]
, xc2 =

[
−1 −2.5

]
, xc3 =

[
−9 −25

]
, xc4 =

[
−1 −5

]
(7.2)

xc5 =
[
−5 −18

]
, xc6 =

[
−0.01 −0.5

]
, xc7 =

[
−2 −10

]
, xc8 =

[
−0.01 −0.09

]
(7.3)

where T is the simulation time and it is equal to the acoustic-based experiment du-

ration, N is the data between the time interval from t = 0 to t = T , x is difference

between the measurement state vector and the obtained state vector from model re-

sponse and the wk is the weight factor of each state.

The system identification steps can be summarized as:

1. Select the initial parameters from Equations 7.2 and 7.3.

2. Run the simulation.

3. Obtained the state from model response as xmodel =
[
xm dl ymdl zmdl θmdl ϕmdl

]T
.

4. Solve the optimization problem which is defined in Eqn 7.1 with the state mea-

surement, xmeasured =
[
xmeas ymeas zmeas θmeas ϕmeas

]T
.

5. Generate the new parameters, xc,new =
[
Xu X ·

u
Zw Z ·

w
Mq M ·

q
Nr N ·

r

]T
.

6. If the stopping criteria is satisfied, stop the algorithm and the final obtained pa-

rameters are the system identification result. Then the loop can be run with different

initial values of parameters.

7. If the stopping criteria is not satisfied simulation is run with the new parameters
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obtained from step 5. Until the stopping criteria is satisfied, the loop continues from

step 2 to step 6.

7.2 System Identification Based on Simulation Data

System identification is performed using the data generated from response of the ve-

hicle model even though it is more accurate to do it using the experimental data. In

the simulation-based system identification, measured data obtained from the model

response is generated by adding the noise according to the accuracy of the sensors.

For the system identification study, the uncoupled motion model, surge, yaw, pitch or

coupled motion model of the vehicle can be used.

7.2.1 Uncoupled Motion Test Based on Simulation Data

Surge Motion Test Based on Simulation Data

If the right and left thrusters are activated only, with equal force, the equation of the

resultant motion in six degrees of freedom is expressed as

∑
X = (m−Xu̇) u̇− (m− Yv̇) vr + (m− Zẇ)wq −Xuu (7.4)

The vehicle moves in the x-direction with surge speed, u. The equation of uncoupled

surge motion in single-degree-of freedom is simplified as:

∑
X = (m−Xu̇) u̇−Xuu (7.5)

where,∑
X: The total force with direction x direction,

m: The mass of the vehicle,

u: The surge speed of the vehicle.
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For the surge motion test, the measured navigation data based on simulation is gen-

erated from vehicle’s model response. It is considered that the position data comes

from acoustic and vision-based navigation system and inertial navigation system for

surge motion test. They are shown in Fig. 7.1
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Figure 7.1: Position in the x-axis coming from the model response and the estimated
position in the x-axis from the integrated navigation solution for the surge motion test
based on simulation data

Figure 7.1 shows the position in the x-axis from the model response and the estimated

value of the position in the x-axis from Kalman filter. The added mass and damping

coefficients related to surge motion are obtained by solving the optimization problem

which is defined as in Eqn. 7.1 using the simulation-based data as shown in Fig. 7.1.

Table 7.2: Optimization results for the surge motion test based on simulation data

Parameters Obtained value Actual value
Xu -26.48 -13
X �
u

-19.6 -1.94

Yaw Motion Test Based on Simulation Data

If the right and left thrusters are activated only, with different forces, the equation of

resultant motion in six degrees of freedom is defined as
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∑
X = (m−Xu̇) u̇− (m− Yv̇) vr + (m− Zẇ)wq −Xuu (7.6)

∑
N = (Iz −Nṙ) ṙ + (Xu̇ − Yv̇) vu+ (Iy − Ix +Kṗ −Mq̇) qp−Nrr (7.7)

The vehicle moves in the xy plane with surge speed, u and yaw angle, ψ. The equation

of uncoupled yaw motion is simplified into a two single-degree-of freedom motions

as

∑X∑
N

 =

(m−Xu̇) u̇−Xuu

(Iz −Nṙ) ṙ −Nrr

 (7.8)

where,∑
X: The total force with direction x direction,

m: The mass of the vehicle,

u: The surge speed of the vehicle,∑
N : The total moment in the yaw plane,

Iz: The inertia tensor of the vehicle in the z-axis,

r: The angular rate component in the z-axis.

For the yaw motion test, the measured navigation data based on simulation is gener-

ated from vehicle’s model response. The position data comes from the acoustic and

vision-based navigation systems and inertial navigation system for the yaw motion

test. They are shown in Fig. 7.2 and Fig. 7.3. The attitude data comes from the

inertial navigation system and the magnetic compass as shown in Fig. 7.4.

All these estimated positions and attitude are used in the system identification for the

yaw motion test. The added mass and damping coefficients related to yaw motion are

obtained by solving the optimization problem which is defined as in Eqn. 7.1.

Pitch Motion Test Based on Simulation Data
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Figure 7.2: Position in the x-axis coming from the model response (blue line) and the
estimated position in the x-axis from the integrated navigation solution (red line) for
the yaw motion test based on simulation data

Table 7.3: Optimization results for the yaw motion test based on simulation data

Parameters Obtained Value Actual Value
Xu -7.328 -13
X �
u

-13.7 -1.94
Nr -2.0385 -5
N �
r

-12.998 -0.03

If the vertical thruster is activated only, the equation of resultant motion in six degrees

of freedom is defined as

∑
Z = (m− Zẇ) ẇ − (m−Xu̇)uq + (m− Yv̇) vp− Zww (7.9)

∑
M = (Iy −Mq̇) q̇ + (Zẇ −Xu̇)uw + (Ix − Iz +Nṙ −Kṗ) rp

−Mqq + (zG − zB)Wsinθ
(7.10)

The vehicle moves in the xz plane (i.e., the pitch plane) with heave speed, (w) and

pitch angle, θ. The equation of uncoupled pitch motion is obtained from two single-
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Figure 7.3: Position in the y-axis coming from the model response (blue line) and the
estimated position in the y-axis from the integrated navigation solution (red line) for
the yaw motion test based on simulation data

degree-of freedom motions as.

∑ Z∑
M

 =

 (m− Zẇ) ẇ − Zww
(Iy −Mq̇) q̇ −Mqq + (zG − zB)Wsinθ

 (7.11)

where,∑
Z: The total force in the xz plane,∑
M : The total moment in the xz plane,

zG,zB: The gravity and buoyancy forces component along the z axis,

Iy: The inertia tensor of the vehicle along the y axis,

w, q: The heave speed in the z direction and the angular rate component in the y-axis.

For the pitch motion test, the measured navigation data based on simulation is gen-

erated from vehicle’s model response. It is considered that the position data comes

from acoustic and inertial navigation systems and the depth sensor for pitch motion.
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Figure 7.4: Yaw angle coming from the model response (blue line) and the estimated
yaw angle from the integrated navigation solution (red line) for the yaw motion test
based on simulation data

They are shown in Fig. 7.5 and Fig. 7.6. The attitude data comes from the inertial

navigation system and the magnetic compass as shown in Fig. 7.7.

All measured data are filtered using a Kalman filter algorithm as in Section 4.7. Fig.

7.5 and Fig. 7.6 show the position in x and z- axes from model response and the

estimated value of the position in x and z- axes from Kalman filter, respectively. Fig.

7.7 shows the pitch angle from the model response and the estimated pitch angle from

Kalman filter.

All these estimated positions and angles will be used for system identification. The

added mass and damping coefficients related to pitch motion are obtained by solving

the optimization problem which is defined in Eqn. 7.1.

7.2.2 Coupled Motion Test Based on Simulation Data

The vehicle moves in 3D by activating right, left and vertical thrusters. Since SAGA

cannot perform sway and roll motions under control, the coupled motion of SAGA in

4 DOF is expressed in Eqn. 7.12.
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Figure 7.5: Position in the x-axis coming from the model response (blue line) and the
estimated position in the x-axis from the integrated navigation solution (red line) for
the pitch motion test based on simulation data
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Figure 7.6: Position in the z-axis coming from the model response (blue line) and the
estimated position in the z-axis from the integrated navigation solution (red line) for
the pitch motion test based on simulation data
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Figure 7.7: Pitch angle coming from the model response (blue line) and the estimated
pitch angle from the integrated navigation solution (red line) for the pitch motion test
based on simulation data

Table 7.4: Optimization results for pitch motion test based on simulation data

Parameters Obtained value Actual value
Zw -40.35 -19
Z �
w

-21.66 -3.94
Mq -10.44 -13
M �
q

-0.161 -0.1


∑
X∑
Z∑
M∑
N

 =



(m−Xu̇) u̇− (m− Yv̇) vr + (m− Zẇ)wq −Xuu

(m− Zẇ) ẇ − (m−Xu̇)uq + (m− Yv̇) vp− Zww
(Iy −Mq̇)q̇ + (Zẇ −Xu̇)uw + (Ix − Iz +Nṙ −Kṗ) rp−

−Mqq + (zG − zB)

(Iz −Nṙ) ṙ + (Xu̇ − Yv̇) vu+ (Iy − Ix +Kṗ −Mq̇) qp−Nrr


(7.12)

For the 3D motion test, the measured navigation data based on simulation is gener-

ated from vehicle’s model response. It is known that the position data comes from

the acoustic and vision-based navigation systems, inertial navigation system and the
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depth sensor for 3D motion test. They are shown in Fig. 7.8, 7.9 and Fig. 7.10.

The attitude data comes from the inertial navigation system and magnetic compass.

The measured yaw and pitch angles are shown in figures Fig. 7.11 and Fig. 7.12,

respectively.
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Figure 7.8: Position in the x-axis coming from the model response (blue line) and the
estimated position in the x-axis from the integrated navigation solution (red line) for
the coupled motion test based on simulation data

For the coupled motion test, added mass and added mass and drag parameters are de-

termined by minimizing the cost function J defined in Eqn. 7.1 using the “fmincon”

algorithm. In this function, dmeasured comes from the estimated navigation data for

multisensor integration output and dmodel is generated from the mathematical model

response of SAGA. The histogram of the obtained parameters from optimization re-

sults for the different initial values of parameters are shown in Figures 7.13, 7.14,

7.15, 7.16, 7.17 and 7.18. Hence, the damping coefficients and the added mass pa-

rameters are recuperated by taking the average of the parameters obtained from opti-

mization for different initial values. They are shown in Tables 7.5 and 7.6.

After the system identification study based on simulated data, the mathematical mod-

eling of SAGA is improved using these recuperated damping and added mass parame-

ters obtained from the system identification study. The responses of the mathematical
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Figure 7.9: Position in the y-axis coming from the model response (blue line) and the
estimated position in the y-axis from the integrated navigation solution (red line) for
the coupled motion test based on simulation data
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Figure 7.10: Position in the z-axis coming from the model response (blue line) and
the estimated position in the z-axis from the integrated navigation solution (red line)
for the coupled motion test based on simulation data
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Figure 7.11: Yaw angle coming from the model response (blue line) and the yaw
angle from the integrated navigation solution (red line) for the coupled motion test
based on simulation test
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Figure 7.12: Pitch angle coming from the model response (blue line) and the pitch
angle from the integrated navigation solution (red line) for the coupled motion test
based on simulation test

model of SAGA using the parameters before and the after the system identification

study are compared with the measured data. Figures 7.19, 7.20 and 7.21 show the es-
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Figure 7.13: The histogram of Xu value in the system identification based on simula-
tion data for coupled motion
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Figure 7.14: The histogram of X �
u

value in the system identification based on simula-
tion data for coupled motion

timated positions in x, y, and z axes, and the positions in x, y and z axes obtained from

the mathematical model response of SAGA before and the after system identification,

respectively. Figures 7.22 and 7.23 show the estimated yaw and pitch angles and

the yaw and pitch angles obtained from the mathematical model response of SAGA

before and after the system identification, respectively. As seen results, results in
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Figure 7.15: The histogram of Z �
w

value in the system identification based on simula-
tion data for coupled motion
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Figure 7.16: The histogram of M �
q

value in the system identification based on simu-
lation data for coupled motion

coupled motion are more accurate than the uncoupled motion.
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Figure 7.17: The histogram of Nr value in the system identification based on simula-
tion data for coupled motion
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Figure 7.18: The histogram of N �
r

value in the system identification based on simula-
tion data for coupled motion

7.3 System Identification Based on Acoustic Experimental Data

The system identification is performed using the acoustic-based navigation data in

Chapter 6. The optimization problem that minimizes the error between the estimated

measurement position and the attitude value which is taken from the integrated navi-
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Table 7.5: Damping coefficients as the results of optimization for coupled motion test
based on simulation data

Obtained
damping coefficients

Actual
damping coefficients

Xu = −13.57 Xu = −13

Zw = −19 Zw = −19

Mq = −13 Mq = −13

Nr = −3.57 Nr = −5

Table 7.6: Added mass parameters as the results of optimization for system identifi-
cation for coupled motion test based on simulation data

Obtained
added mass parameters

Actual
added mass parameters

X �
u

= −1.99 X �
u

= −1.94

Z �
w

= −3.14 Z �
w

= −3.94

M �
q

= −0.113 M �
q

= −0.17

N �
r

= −0.095 N �
r

= −0.03
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Figure 7.19: Estimated position in the x-axis from the Kalman filter (green line), the
position in the x-axis from the system model response before system identification
based on simulated data (blue line) and the position in the x-axis from the system
model response after system identification based on simulated data (red line) with
respect to time for the coupled motion
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Figure 7.20: Estimated position in the y-axis from the Kalman filter (green line), the
position in the y-axis from the system model response before system identification
based on simulated data (blue line) and the position in the y-axis from the system
model response after system identification based on simulated data (red line) with
respect to time for the coupled motion
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Figure 7.21: Estimated position in the z-axis from the Kalman filter (green line), the
position in the z-axis from the system model response before system identification
based on simulated data (blue line) and the position in the z-axis from the system
model response after system identification based on simulated data (red line) with
respect to time for the coupled motion
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Figure 7.22: Estimated yaw angle from the Kalman filter (green line), the yaw angle
from the system model response before system identification basen on simulated data
(blue line) and the yaw angle from the system model response after system identifi-
cation based on simulated data (red line) with respect to time
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Figure 7.23: Estimated pitch angle from the Kalman filter (green line), the pitch an-
gle from the system model response before system identification basen on simulated
data (blue line) and the pitch angle from the system model response after system
identification based on simulated data (red line) with respect to time

gation system experimentally and the position and attitude values which are obtained

from the mathematical model. This problem was defined in Eqn. 7.1.
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Table 7.7: Damping coefficients as the results of optimization for system identifica-
tion based on the acoustic experimental data

Obtained
damping coefficients

Actual
damping coefficients

Xu = −10.6 Xu = −13

Zw = −27.516 Zw = −19

Mq = −8.8643 Mq = −13

Nr = −7.3962 Nr = −5

The damping coefficients, Xu, Zw, Mq, Nr and the added mass parameters, X �
u
, Z �

w
,

M �
q
, N �

r
are obtained from the solution of the associated optimization problem using

the “fmincon” algorithm. The histogram of the obtained parameters from optimiza-

tion results for different initial values of parameters are shown in Figures 7.24, 7.25,

7.26, 7.27, 7.28, 7.29, 7.30 and 7.31. Hence, the damping coefficients and the added

mass parameters are recuperated as shown in Tables 7.7 and 7.8 according to their

histogram.
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Figure 7.24: The histogram of Xu value in the system identification based on the
acoustic experimental data for coupled motion

After the system identification study based on acoustic experimental data, the mathe-

matical modeling of SAGA is improved using these recuperated damping and added

mass parameters obtained from the system identification study. The responses of the

mathematical model of SAGA using the parameters before and the after the system
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Figure 7.25: The histogram of X �
u

value in the system identification based on the
acoustic experimental data for coupled motion
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Figure 7.26: The histogram of Zw value in the system identification based on the
acoustic experimental data for coupled motion

identification study are compared with the measured data. Fig. 7.32 , Fig. 7.34 and

Fig. 7.33 show the estimated positions in x, y, and z axes, and the positions in x, y and

z axes obtained from the mathematical model response of SAGA before and the after

system identification, respectively. Fig. 7.35 and Fig. 7.36 show the estimated yaw

and pitch angles and the yaw and pitch angles obtained from the mathematical model
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Figure 7.27: The histogram of Z �
w

value in the system identification based on the
acoustic experimental data for coupled motion
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Figure 7.28: The histogram of Mq value in the system identification based on the
acoustic experimental data for coupled motion

response of SAGA before and after the system identification, respectively. Since the

added mass parameters and drag coefficients Yv, Y �
v

, Kp and K �
p

cannot be identi-

fied accurately and also the experimental difficulties was mentioned in Chapter 6 the

accuracy of the results are not sufficiently high.
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Figure 7.29: The histogram of M �
q

value in the system identification based on the
acoustic experimental data for coupled motion
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Figure 7.30: The histogram of Nr value in the system identification based on the
acoustic experimental data for coupled motion

7.4 Conclusion

Decoupled motions of the vehicle and related parameters are defined. The optimiza-

tion problem is formed to obtain these unknown parameters as in Eqn. 7.1. The sys-

tem identification study of SAGA is performed using the simulation based data and
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Figure 7.31: The histogram of N �
r

value in the system identification based on the
acoustic experimental data for coupled motion

Table 7.8: Added mass parameters as the results of optimization for system identifi-
cation based on the acoustic experimental data

Obtained
added mass parameters

Actual
added mass parameters

X �
u

= −4.947 X �
u

= −1.94

Z �
w

= −3.816 Z �
w

= −3.94

M �
q

= −0.487 M �
q

= −0.1

N �
r

= −0.134 N �
r

= −0.03

using the experimental data. System identification based on simulation data are per-

formed for both coupled and uncoupled motions. For these motions, measured data is

generated based on simulation from model response. It is expected that the result of

the coupled motion test is more accurate than the result of the uncoupled motion test.

The system identification is performed using experimental data for coupled motion.

The system response is analyzed before and the after system identification based on

acoustic experimental data.

163



0 5 10 15 20
−1

0

1

2

3

4

5

6

7

Time (sec)

P
os

iti
on

x 
(m

)

 

 

x−before identification
x−after identification
x−estimated measurement

Figure 7.32: Estimated position in the x-axis from the Kalman filter (green line), the
position in the x-axis from the system model response before system identification
based on acoustic experimental data (blue line) and the position in the x-axis from
the system model response after system identification based on acoustic experimental
data (red line) with respect to time
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Figure 7.33: Estimated position in the y-axis from the Kalman filter (green line),
position in the y-axis from the system model response before system identification
based on acoustic experimental data (blue line) and position in the y-axis from the
system model response after system identification based on acoustic experimental
data (red line) with respect to time.
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Figure 7.34: Estimated position in the z-axis from the Kalman filter (green line), the
position in the z-axis from the system model response before system identification
based on acoustic experimental data (blue line) and the position in the z-axis from
the system model response after system identification based on acoustic experimental
data (red line) with respect to time
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Figure 7.35: Estimated yaw angle from the Kalman filter (green line), the yaw angle
from the system model response before system identification based on acoustic ex-
perimental data (blue line) and the yaw angle from the system model response after
system identification based on acoustic experimental data (red line) with respect to
time
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Figure 7.36: Estimated pitch angle from the Kalman filter (green line), the pitch
angle from the system model response before system identification based on acoustic
experimental data (blue line) and the pitch angle from the system model response
after system identification based on acoustic experimental data (red line) with respect
to time
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CHAPTER 8

CONCLUSION AND FUTURE WORK

8.1 Conclusion

In order to construct the simulation model and to design the autopilots of the vehi-

cle, first, a nonlinear mathematical model of SAGA was obtained in 6 DOF. System

model was studied by activating different thrusters. Then, the autopilots were de-

signed by using PID controllers. The surge, heave speed and the rotational velocity

that changes the yaw angle and the depth and heading were controlled successfully.

Before the guidance of the vehicle is performed, the navigation problem should be

solved since the navigation data is the reference value to the guidance system. The

inertial navigation system, acoustic and vision based measurement systems and the

aiding sensors were integrated to solve the navigation problem. A suitable system

model and a measurement model were defined. Error states were estimated using a

Kalman filter. Estimated error states obtained from the output of the Kalman filter

were used to correct the state estimates. These corrected state form the output of the

navigation solutions. As shown from the simulation results, the estimated state errors

are much smaller in the integrated navigation system.

Guidance was first performed with the way point guidance by LOS algorithm. It is

seen that the vehicle can reach to the desired points by this algorithm. Vehicle can

reach the desired points more smoothly by adjusting the weight of the thruster. Then,

the guidance was performed using way point guidance based optimal control theory.

An optimal control problem was constructed in such a way that the vehicle reaches

the desired position and rotation with desired velocity, by spending minimum energy.
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This optimal control problem was then solved by using the genetic algorithm toolbox

of Matlab.

A nonlinear mathematical model of SAGA is obtained from a combination of system

identification and a navigation study. Real-time experiments were performed using

SAGA on a relatively small region in the swimming pool of METU. The navigation

problem was solved by integrating the IMU data with the remaining sensor informa-

tion, and the acoustic based measurement system. Since all the measurement data is

noisy the fusion is performed using a Kalman filter algorithm. The system identifica-

tion of SAGA is achieved by using the estimated data from the integrated navigation

system. The unknown parameters, added mass and damping coefficients were ob-

tained more accurately as the result of the system identification study. First, system

identification of SAGA is performed using the navigation data based on simulation

measurements. The results in the system identification for coupled motion based on

simulation data are more accurate than the results for the uncoupled motion based

on simulation measurements. Then, the system identification is performed based on

experimental navigation data. The responses of the mathematical model of SAGA

using the parameters with and without the system identification study are compared

with the measured data. It is seen that the model response was improved after the

system identification study. Accuracy of the experiment was affected because of the

small experimental volume and short experiment duration. The connection of the

each hydrophone cable affects the accuracy of the experiments since the received

acoustic signals contain very high noise because of thrusters. Another very impor-

tant factor affecting the accuracy is the degree of indeterminacy in the position of the

hydrophones in the pool.

8.2 Future Work

In the future, open sea experiments will be done for solution of the navigation prob-

lem of SAGA using a USBL device and a surface vehicle. This solution is expected to

be much more accurate for navigation. Multi- sensor data cannot be fused at the same

time by the loosely coupled integration architecture. In order to fuse all measure-

ments at the same time, different architectures such as cascaded filtered, federated
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filtered type architectures can be used. During the system identification study, classi-

cal optimization algorithms in Matlab (fminsearch algorithm) as well as evolutionary

optimization techniques such as differential evolution, particle swarm optimization

and genetic algorithms can be used and compared as part of the future studies.

In the future, when the vehicle is operating under external guidance, the optimal au-

topilots can generate the reference signals for the real autopilots by interpolating the

already calculated trajectories. Simulation studies can be performed for different ini-

tial and different final velocities. In this way, minimum value of the performance

index can be obtained for a wide range of initial and final velocities. The results may

also be verified experimentally.
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APPENDIX A

EXPERIMENTAL WORK IN POOL AND LAKE

A.1 Experimental Work in Pool and Lake

Many pools and lakes experiments have been tested with SAGA. Firstly, pinger is

fixed at the known position in the pool of METU and hydrophones are located sep-

arately in the pool as shown in Fig. A.1. It is observed that the distance between

hydrophones and pinger is far away, signal sending from pinger is weak.

Figure A.1: Experiment to test whether the pinger works

In order to detect the critical distance between hydrophones and pinger, all hydrophones

are collected and they are located at known positions in the pool. The critical dis-

tance between pinger and hydrophones is found as the pinger slowly gets away from

the hydrophones. This experiment is shown in Fig. A.2 . Next, the acoustic based

experiment is designed as shown in Fig. A.3 and it is supported by using the camera

located above pool as shown in Fig. A.4.
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Figure A.2: Experiment to detect the critical distance between hydrophones and the
pinger

Figure A.3: Acoustic-based navigation experiment set-up

In order to design the acoustic based navigation experiment using USBL, whether

USBL works in the pool was checked first. It is observed that the signal reflections

occur in the pool because the pool is very shallow to perform such an experiment.

Hence, USBL does not work in the pool. This experimental set-up is shown in Fig.

A.5. Then, whether USBL works in the lake is checked. The lake experiment prepa-

ration is shown in Fig. A.7 and Fig. A.6. Although there are some problems in the

lake experiment, this study continues and it will be completed soon.
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Figure A.4: Acoustic-based navigation experimental set-up

Figure A.5: Experiment to test whether USBL works in the pool
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Figure A.6: Experiment to test whether USBL works in the lake

Figure A.7: Experiment to test whether USBL works in the lake
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APPENDIX B

SOME INFORMATION OF SENSORS USED IN THE

EXPERIMENT

B.1 UM7 Specifications

Figure B.1: Attitude and heading specifications
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Figure B.2: Gyro specifications

Figure B.3: Accelerometer specifications
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Figure B.4: Magnetometer specifications
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and Guidance of ROV: SAGA", IFAC-PapersOnLine, 49(3), pp. 401-406, 2016.

3. Seda Karadeniz Kartal, M. Kemal Leblebicioğlu, Emre Ege, "Bir İnsansız Su-
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