
RECONSTRUCTION OF ATMOSPHERIC FLOWS BASED ON PROPER
ORTHOGONAL DECOMPOSITION METHOD

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES

OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

TANSU SEVINE

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR

THE DEGREE OF MASTER OF SCIENCE
IN

AEROSPACE ENGINEERING

JANUARY 2017





Approval of the thesis:

RECONSTRUCTION OF ATMOSPHERIC FLOWS BASED ON PROPER
ORTHOGONAL DECOMPOSITION METHOD

submitted by TANSU SEVINE in partial fulfillment of the requirements for the de-
gree of Master of Science in Aerospace Engineering Department, Middle East
Technical University by,

Prof. Dr. Gülbin Dural Ünver
Dean, Graduate School of Natural and Applied Sciences

Prof. Dr. Ozan Tekinalp
Head of Department, Aerospace Engineering
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ABSTRACT

RECONSTRUCTION OF ATMOSPHERIC FLOWS BASED ON PROPER
ORTHOGONAL DECOMPOSITION METHOD

Sevine, Tansu
M.S., Department of Aerospace Engineering

Supervisor : Prof. Dr. İsmail H. Tuncer

Co-Supervisor : Assist. Prof. Dr. Mustafa Kaya

January 2017, 57 pages

The placement of wind turbines in a wind farm, which is called micro-siting, is a
crucial task in regard to the maximization of the energy production in a wind farm.
The maximum energy production is only possible if all the wind turbines are placed
in optimum locations. Although the micro-siting of wind turbines has many aspects
to be considered such as wind field analysis, wake effect of the other turbines and
accessibility, the wind speed is the most significant parameter. The statistical wind
speed distribution over a wind farm is currently reconstructed from a wind field anal-
ysis, which is mostly based on statistical analysis of wind field data collected from
a meteorological mast and numerical simulations of wind fields over the wind farm.
The reconstruction of wind fields is mostly based on an interpolation process.

In this study, a novel method based on the Proper Orthogonal Decomposition (POD)
of fictitious wind fields is developed for the reconstruction of actual wind fields based
on observation data. The fictitious wind fields for different wind sectors (wind direc-
tion) are obtained using an open-source Navier-Stokes solver, SU2, on high resolu-
tion terrain fitted computational grids. The POD based reconstruction of flow fields
is first validated in 2D flow fields. It is then implemented for the reconstruction of
wind fields over a wind farm. It is shown that the methodology developed is capable
of reconstructing wind fields over wind farms and can effectively be employed for
micro-siting of wind turbines.
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Keywords: Wind Energy, Computational Fluid Dynamics (CFD) , Proper Orthogonal
Decomposition (POD), Open-Source Navier-Stokes Flow Solver (SU2)
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ÖZ

ATMOSFERİK AKIŞ ALANLARININ UYUMLU DİK AYRIŞIM YÖNTEMİYLE
YENİDEN OLUŞTURULMASI

Sevine, Tansu
Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. İsmail H. Tuncer

Ortak Tez Yöneticisi : Yrd. Doç. Dr. Mustafa Kaya

Ocak 2017 , 57 sayfa

Rüzgar türbinlerinin rüzgar tarlalarınına yerleştirilmesi, yani mikro-konuşlandırma,
rüzgar tarlalarından elde edilen enerjinin en üst seviyede olması için çok önemli-
dir. Maksimum enerji üretimi yalnızca rüzgar türbinlerinin, rüzgar tarlalarınındaki
en verimli yerlere konuşlandırılmasıyla elde edilebilir. Rüzgar türbinlerinin mikro-
konuşlandırması rüzgar alanı analizi, diğer türbinlerin girdap etkisi, ulaşılabilirlik vb.
birden çok alanla ilgilenirken, rüzgar hızı tahmini bunların en başında gelir. Günü-
müzde rüzgar tarlalarının istatistiksel rüzgar hızı dağılımları, rüzgar alanı analizleri
ile yeniden oluşturularak yapılmaktadır. Bu analizler, meteorolojik gözlem istasyon-
larından elde edilen rüzgar alan verisinin istatistiksel olarak toplanmasıyla ve rüz-
gar tarlası üzerindeki rüzgar alanının nümerik yöntemlerle çözülmesi ile elde edilir.
Rüzgar alanının yeniden oluşturulması ise genellikle aradeğerleme (interpolasyon) ile
yapılır.

Bu çalışmada, rüzgar alanlarının yeniden oluşturulması amacıyla Uyumlu Dik Ay-
rışım (UDA) yöntemini kullanarak, simgesel nümerik çözümlere ve ölçüm verisine
dayanan yeni bir yöntem geliştirilmiştir. Simgesel nümerik çözümler açık kaynaklı
akış çözücü SU2 ile yüksek çözünürlüklü topoğrafya üzerinde oluşturulmuş çözüm
ağından giriş rüzgarının yönünün değiştirilmesiyle elde edilmiştir. Rüzgar alanlarının
UDA yöntemine dayalı olarak yeniden oluşturulması öncelikle 2 boyutlu akışlar üze-
rinde doğrulanmıştır. Daha sonra rüzgar tarlaları üzerindeki atmosferik akış alanlarına
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uygulanmıştır. Geliştirilen yöntemin atmosferik akış alanlarının yeniden oluşturmada
kullanılabileceği ve rüzgar türbinlerinin mikro-konuşlandırma işleminde etkili bir bi-
çimde çalıştırılabileceği gösterilmiştir.

Anahtar Kelimeler: Rüzgar Enerjisi, Hesaplamalı Akışkanlar Dinamiği (HAD), Uyumlu
Dik Ayrışım Yöntemi (UDA), Açık-Kaynaklı Navier-Stokes Akış Çözücüsü (SU2)
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Yesterday is history.
Tomorrow is mystery.

Today is a gift.
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CHAPTER 1

INTRODUCTION

The demand for the energy in industry and in urban life style is growing day by day.

Such a demand increases the public awareness of environmental concerns about clean

energy resources. Thus, conventional fossil fuels are being replaced by renewable

energy supplies which are clean, and environmentally friendly [16, 23]. Among the

renewable energy sources such as wind energy, solar energy, biomass, hydro power,

geothermal, the wind energy is currently taking more attention than the others due to

its low cost, sustainability and high availability.

Wind energy is obtained through a wind turbine. Industrial wind energy production

is derived from a large number of turbines installed in a wind farm, where the wind

resource is available and sustainable. Once the macro-siting of a wind farm is made,

the placement of individual wind turbines in the farm, which is know as micro-siting,

becomes the main challenge. The main objective of a macro and micro siting of a

wind farm is to maximize the energy production while minimizing the unit cost of

energy[12].

As the size of wind turbines grows for higher efficiency and reduced cost of energy,

the cost of a single wind turbine installation grows as well. it is therefore quite impor-

tant to place each wind turbine in a wind farm at an optimum place where the local

wind speed is the highest, and the energy production of the turbine is maximum.
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1.1 Wind Farm Siting

There are two important processes in the wind farm site selection, namely macro-

siting and micro-siting of a wind farm. Macro siting is the process of determining the

location of windy places based on wind atlases, which are mostly produced based on

long term meteorological observation data and on meso-scale atmospheric flow sim-

ulations performed with global weather forecasting models such as WRF and MM5.

1.1.1 Macro-siting of the Wind Farms

Candidate sites for a wind farm are first selected on the basis of a wind atlas or of

wind fields predicted by meso-scale weather prediction models. The sites selected

are then validated with field measurements. The wind field data in terms of statistical

wind speed and wind direction are used to estimate the energy production potential

of the field. Such a determination of a wind farm site process is called macro-siting.

The macro-siting tools are very powerful for the site selection of wind farm , but they

lack precision for the placing of wind turbines into the best position within the farm.

In order to maximize the total power output from the wind farm, micro-siting of wind

turbines is essential[26]. High resolution wind resource maps, which are needed for

the micro-siting of wind turbines are currently obtained by means numerical flow

simulations over the wind farm and the corrections based on long term wind field

measurements.

1.1.2 Micro-siting of the Wind Farms

Meso-scale meteorology is generally deals with 5 km to 200 km spatial resolution

in the atmosphere, while micro-scale meteorology is the study of less than 5 km [8].

Micro-siting deals with the specific properties of a wind turbine and the magnitude

and direction of the wind speed, which is affected by any obstruction in the wind field

and terrain features.

A well-known micro-scale flow simulator WAsP [10] is based on inviscid, linearized
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flow models. Such linearized tools are suitable for off-shore, flat wind fields, but

they do not perform well on complex terrains, where the wind flow may separate on

the terrain surface forming large scale vertical structures. Therefore, the wind fields

on the complex terrains cannot be captured by linearized flow models. Use of such

models on complex on-shore terrains may causes wind turbines to be installed in sub-

optimal places, which results in reduced power output. It should be noted that the

wind power is proportional with the cube of the wind speed. Even very small rise in

the wind speed, increases the energy production significantly.

In general, high wind speeds occur at mountainous regions and ocean shores. Al-

though meso-scaled traditional methods like wind atlases,and linearized micro-scale

models are widely used in the wind industry, they cannot capture sudden changes of

the terrain complexity and wind speed of that location. Most of the mountainous re-

gions are complex terrains and they need to be analyzed with high resolution terrain

data in order to capture the orographic winds efficiently. For an accurate simulation

of wind fields over complex terrains non-linear flow models with high resolution el-

evation data become a requirement for the wind industry. High-resolution wind field

data for the entire wind farm is needed for a successful micro-siting of wind turbines.

For a successful micro-siting a satisfactory high resolution flow-field analysis with

current CFD tools and a proper topographical modeling are necessary [2]. Field mea-

surements and accurate CFD simulations of wind fields may be used together for the

reconstruction of atmospheric flow fields [6]. Local winds are often monitored for a

year or more, and different sectors numerical solutions are performed for high resolu-

tion digital elevation model (DEM) data, in order to construct detailed wind resource

maps of whole flow field.

There are numerous numerical models used in the wind energy industry, the most

common ones can be specified as linearized models, Reynolds Averaged Navier Stokes

(RANS) Models, Large Eddy Simulation (LES) models, Direct Numerical Simulation

(DNS) models. LES and DNS based tools give better results but they are computa-

tionally expensive.

To construct flow fields over wind farms there are quite a few commercial or non-

commercial software such as WAsP, WindSim, Openwind.
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WAsP is a software built for wind power production estimation and wind climate

prediction [1]. It is a linearized micro-scale flow model and makes simply vertical

and horizontal extrapolation of statistical wind data. It has several models to describe

the wind flow over different terrains and close to sheltering obstacles [19].

WAsP firstly analyses time-series of wind speed and direction obtained from pre-

measured statistical raw wind data, and extracts the wind climate of the region. Sec-

ondly, using the regional wind climate and site description, it predicts the wind cli-

mate. Then using this information predicts the annual energy production (AEP) of

wind turbine using its power curve.

WAsP and other linearized models are used widely in wind industry because they

are powerful tools for the solution of atmospheric flow field of non-complex regions.

However, in the mountainous regions these linearized tools are not enough to capture

the complex wind fields. For complex terrains and flow fields CFD based tools are

required. Solving Navier-Stokes equations in a high resolution computational domain

provides accurate wind fields.

CFD is not the only way of obtaining wind fields in a wind farm. An average wind

field may also be constructed based of the measurement of wind speed and direction at

certain points, and fictitious flow field obtained with CFD tools. Popular commercial

software in wind industry such as WindSim, Meteodyne, WAsP-CFD, employ such

an approach to reconstruct wind fields in wind farms.

1.1.3 Micro-siting with WindSim

WindSim is a CFD based commercial software using for local atmospheric flow field

predictions. Solving 3D Reynolds Averaged Navier-Stokes equations makes Wind-

Sim a suitable tool for simulations in complex terrain, and in situations with complex

local climatology [9]. For the WindSim solution process, firstly terrain model is

generated based on digital elevation models, roughness maps and user inputs such

as height above terrain, height distribution factor number of cells in the z-direction

and so on. Secondly, the simulation of the wind fields are obtained using the terrain

model created. The wind fields are constructed by solving the RANS equations. The

4



(a) Nesting (b) Sectoring

(c) Sector Interpolation

Figure 1.1: WindSim solution strategies [27]

k-epsilon is applied as turbulence model. Since the RANS equations are non-linear,

iterative solution procedure is applied, and steady wind fields are obtained for a given

number of sectors. Every sector solutions are obtained from different CFD cases with

different wind direction, hence sectoring process is a computationally costly depend-

ing on the mesh resolution [2]. Because running simulations at least 12 different input

with a big grid takes quite much time.

WindSim uses the fictitious flow fields and the time series of observation data as a

climatology correction for obtaining the wind resource maps. The wind resource map

is established by weighting the wind database against the climatology by an inverse

distance interpolation process (Figure 1.1) [17, 27].
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1.2 Proper Orthogonal Decomposition Method

Proper Orthogonal Decomposition (POD ) is a powerful and elegant method for data

analysis which aims to extract dominant characteristics of the high-dimensional data-

set [15]. POD method is a recent study field and applications of POD for different areas

are exist. For example, POD has been used in various disciplines in terms of image

processing, signal analysis, data compression, process identification and control in

chemical engineering, oceanography, etc. [11]. In addition to these applications,

POD is used to analyze experimental data with the objective of extracting dominant

features [5].

Schilders mentioned that POD is a kind of Model Order Reduction (MOR), POD is also

known as Karhunen-Loeve decomposition, Principal Component Analysis (PCA),

and singular value decomposition (SVD) [24]. According to Liangs’ [15] and Ah-

met’s study [3] , the original data can be approximated or reconstructed by using

less number of dominant modes (i.e. eigenvectors). This technique is also known

as Model Order Reduction, and used for various cases such as data compression

(ZIP,RAR), communication, sending information from space and so on. For commu-

nication people generally use cell phones or PCs to talk with each other. Cell phones

and computers have microphones to hear speeches. They convert pressure variations

(sounds) into the electrical signals corresponding to pressure intensity. Computers

process those signals around 40000 times per second by measuring the amplitude of

the signals. The storage of the measurements require serious memory because each

of them are stored as 16 bit in general. Sending those data to the person other side

of the computer or phone requires too much time. So instead of sending the whole

data, sending only the reduced eigenvalues of them is making the process so quicker

as long as the eigenvectors of the voice data is embedded on the computers or the cell

phones. As the number of dominant modes increased in the sent data, the voice reach

more clear to the other side. This is the reason why walkie-talkie voice is dirty and

current cell phones’ voice is clear. For the transmitting voice, walkie-talkies use less

number of dominant modes than cell phones which leads the cell phones have clear

voice. Sirovic discovered the method of snapshots which is used on face recogni-

tion. The method simply calculates the dominant characteristics of the face pictures
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in the database, then based on those dominant characteristics he can obtain whole

face pictures with only providing face parts. Main point of POD in his study is, in-

stead of calculating dominant characteristics of all face pictures in the database which

is beyond the limits of the current computers (214 × 214), he uses very small num-

ber (M ×M,M = 115) for the reconstruction of the face pictures resulting less 10

percent error . The details of his study can be found from [25].

POD method is developed within the area of Computational Fluid Dynamics and

nowadays used frequently in many problems [24]. As it well known CFD is com-

putationally costly process in terms of memory and computation time. Therefore

method of snapshots, introduced by Sirovic, is started to use in CFD calculations

especially for aerodynamic calculations [20, 21]. In this thesis Sirovic’s method of

snapshots technique is applied for the reconstruction of atmospheric flow field . He

used different numerous image portraits, but we use different sector solutions as snap-

shots. Just like Sirovic calculated the dominant characteristics of the face pictures in

the database, we are going to calculate dominant flow characteristics in the database

obtained by the snapshots. Then based on them, the atmospheric flow field will be

reconstructed with providing flow solutions only some part of the computational do-

main.

1.3 Objectives of The Study

The thesis work aims at developing a POD based tool for the reconstruction of the

atmospheric flow field and the generation of wind resource maps to be used in micro-

siting of wind turbines. Similar to the commercial tools available, the present method

will extract dominant flow characteristics from the wind fields simulations along the

different sectors of the wind farm. The open source Navier-Stokes solver SU2 will be

eployed for the simulation of wind fields. Many of the commercial wind assessment

tools use sectoring strategy, then for the correlation part they generally use interpola-

tion corrected with the field measurement data. In this study, instead of interpolation,

a POD based method wil be developed for the reconstruction of the wind fields.

In the content of this thesis, firstly, the methodology of the study is introduced, namely
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the POD method, SU2 open-source flow solver and discretization of the computational

domain over wind farms. Next, as a preliminary and validation study, POD technique

is applied to the reconstruction of 2D flow fields. 3D atmospheric flow fields are then

obtained with the SU2 solver along different sectors of the wind farm and the POD

method is applied to these sector solutions for the reconstruction of the wind field

based on wind data at a single or several observation points. The reconstructed wind

fields are compared againsts the WindSim predictions.
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CHAPTER 2

METHODOLOGY

In this study atmospheric flow solutions based on a Navier-Stokes solver are used

together with the Proper Orthogonal Decomposition (POD) method for the recon-

struction of the wind fields over wind farms.

The wind fields over wind farms, which are needed for micro-siting of wind turbines,

are reconstructed based on the statistical wind data obtained from a met-mast installed

within the wind farm. The main challenge is to reconstruct the average wind field over

the wind farm based on the wind speed and direction given at certain locations.

This is currently achieved by correlating fictitious sectoral flow solutions, which are

obtained with CFD tools and cover all the possible flow directions, with the measured

data. CFD based wind fields are first corrected with regional wind climate data such

as shelter from nearby obstacles, effect of roughness, effect of buoyancy [13]. The

corrected flow solutions are then weighted with the statistical wind data for the re-

construction of the dominant wind field over the wind farm. The weighting process is

nothing but an interpolation of the sectoral flow solutions according to the dominant

wind characteristic of the region obtained by field measurements.

In this study, the weighting or interpolation process is replaced with the POD based

reconstruction. The sectoral flow solutions are obtained by the open source Navier-

Stokes flow solver SU2. This chapter includes the main specifications and explana-

tions of the tools necessary for solution and reconstruction of atmospheric flow fields

. They can be listed as follows:

• Proper Orthogonal Decomposition (POD) Method
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• SU2 (Stanford-University-Unstructured) - open source flow solver

• Discretization of the computational domain

2.1 Proper Orthogonal Decomposition of Flow Fields

The POD method is currently used for various applications, such as inverse design

problems, face recognition, communication,data compression, derivation of reduced

order models and so on. POD method is not only used for the reconstruction of cur-

rent data but also used for approximating the missing data. Reconstruction of current

(i.e. existing) data is nothing but the Model Order Reduction technique. Same data

is reconstructed by using reduced models. On the other hand, missing data case is

reconstruction of unknown data using the known values. For big problems obtain-

ing the whole data is generally difficult due to lack of information. For example, the

method of snapshots technique[25], introduced by Sirovic, can be used for the deter-

mination of the dominant POD modes for big problems which requires large memory

and computational cost. Sirovic obtains the face portraits by providing only some part

of the faces based on snapshot technique. To reduce the cost and obtain the unknown

flow properties is started to be used in CFD especially for aerodynamic calculations

[20, 21].

In this thesis Sirovic’s method of snapshots technique is applied for the reconstruc-

tion of atmospheric flow field . In his study the data set is created from lots of image

portraits, whereas in this study data set is created from sector solutions of the atmo-

spheric flow field. Sirovic calculated the dominant characteristics of the face pictures

in the data set, similarly, the dominant flow characteristics of the sector solutions are

calculated by POD method. Those dominant characteristics are nothing but the eigen-

vectors of the data set , and they are called POD modes. Then based on dominant

modes, the atmospheric flow field will be reconstructed with providing flow solutions

only some part of the computational domain. As POD method requires snapshots,

in other words state solutions, the atmospheric flow field is obtained for 12 different

sectors to construct the data set. Simulations carried out by SU2 flow solver for an

interested region where wind farm is planned to set up. Once dominant POD modes
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are calculated from snapshots, the original data or missing data can be reconstructed

using these modes [3]

Let’s say [X] represents data set of the atmospheric flow field solutions with n sector

and the computational domain has m number of nodes. The data set [X] can be

expressed in Equation 2.1 (Singular Value Decomposition) in terms of orthogonal

vectors and singular values.

[X]m×n = [U ]m×m[S]m×n[V ]Tn×n (2.1)

In the SVD calculation in Equation 2.1, [S] is the singular values, in other words the

square root of eigenvalues of the correlation matrix of X , [C] = [X][X]Tor[C] =

[X]T [X]. [U ] corresponds to left orthogonal vectors and [V ] corresponds to right

orthogonal vectors of [X]. The multiplication of singular values and right orthogonal

vectors are called as coefficient of the POD modes or pod coefficients, and they are

represented with ωi (Equation 2.2).

[ω]m×n = [S]m×n[V ]Tn×n (2.2)

Then each columns of the data set matrix is defined as follows:

~Xi = [ω1,i
~U1 + ω2,i

~U2 + · · ·+ +ωm,i
~Um] ; i = 1, 2, ..., n (2.3)

According to Liangs’ and Ahmet’s study, the original data [X] can be approximated

or reconstructed using k number of POD modes in other words orthogonal vectors,

where k is very smaller thanm. Let’s define a reconstruction or approximation vector
~̃X which is the same data vector in the data set, to be reconstructed. Reconstruction

vector ~̃X can be expressed by dominant k number of reduced orthogonal modes,

[Ured] = [~U1
~U2 · · · ~Uk] ,and k number of reduced proper coefficients ω as follows

[15, 3]:
~̃X = [ω1

~U1 + ω2
~U2 + · · ·+ ωk

~Uk], k << m (2.4)

If reconstruction of the whole data can be obtained with only providing some part of

the data, problem like face recognition from face parts, reconstruction of atmospheric

flow field can be obtained from providing solutions at several points in the compu-

tational domain. Equation 2.4 defines the reconstruction vector of existing data, but
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for the reconstruction of missing data case the Equation 2.4 needed to be rewritten as

Equation 2.5.

~̃X = [ω̃1
~U1 + ω̃2

~U2 + · · ·+ ω̃k
~Uk], k << m (2.5)

Essential part of the reconstruction of the missing data case is, the determination of

proper coefficients (ω̃i) of POD modes for reconstruction. ω̃i values can be obtained

from solving the least square equation (Equation 2.2). The procedure of the POD

technique starts with finding dominant POD modes ~Ui and corresponding proper co-

efficients, ω̃i, where i = 1, 2, ..., k. Obtaining best approximation while keeping k

minimum is the main purpose of the method. While POD modes give the direction of

spread of data, singular values are the intensity of spread in a particular direction or in

other words of that respective orthogonal vector. Descending sort of the related sin-

gular values shows the intensity of the singular values. Based on this, dominance of

the k singular values over m singular values are calculated (Equation 2.6). This dom-

inance rk value is also valid for orthogonal vectors because orthogonal vectors and

singular values are related with each other. Higher dominance value means increase

in the approximation accuracy, hence, decreasing in the error.

rk =
norm(s1,m)

norm(s1,n)
(2.6)

Another important process in the POD reconstruction is determination of the k value.

As the number of dominant POD modes k used for reconstruction increases the ac-

curacy; but, it also increases the computation time and memory usage. Therefore, in

order to find the best value for k, it has to be decided that how much error can be

tolerated. Once the error is decided, automatically the desired accuracy of the ap-

proximation and then dominance value rk is obtained. Then by solving Equation 2.6

for rk ≥ 0.95 (5%), best value of k can be found for desired tolerance.

2.1.1 Low Memory Singular Value Decomposition

For large data sets which require large computer memory to store the dominant modes

can be evaluated from a correlation matrix instead of the original data set. The corre-
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lation matrix [C] is nothing but the multiplication of the data set with its transpose or

vice versa (Equation 2.7).

[C] = [X][X]T or [C] = [X]T [X] (2.7)

The square root of the singular values and the corresponding orthogonal vectors of

the correlation matrix are the same with the singular values and the orthogonal values.

For the case m > n the correlation matrix is taken in the following form:

[C]n×n = [X]Tn×m[X]m×n (2.8)

Substituting [X] = [U ][S][V ]T into the above equation provides,

[C]n×n =
(
[V ][S]T [U ]T

) (
[U ][S][V ]T

)
[C]n×n = [V ][S]T [S][V ]T

[C]n×n = [V ][S2][V ]T (2.9)

Also, obtaining the SVD of correlation matrix [C] ,

[C]n×n = [Ū ][S̄][V̄ ]T (2.10)

Then equate Equation 2.9 and Equation 2.10 each other,

[C]n×n = [V ][S2][V ]T = [Ū ][S̄][V̄ ]T

[V ] = [Ū ]; [S2] = [S̄]; [V ]T = [V̄ ]T (2.11)

Equation 2.11 shows that correlation matrix [C] and data set [X] have same right

orthogonal vectors, which means that reconstruction can be done by using the SVD

of correlation matrix instead of SVD of the whole data set. Then reconstruction part
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will be carried out by multiplication of the right orthogonal vectors with matrix [X]

and proper coefficient ω̃i (Equation 2.12). In the low memory SVD process, because

of right orthogonal vectors are used, the reconstruction is done by multiplication of

proper POD coefficients by [V ] and matrix [X].

~̃X = [X]~V1ω̃1 + [X]~V2ω̃2 + · · ·+ [X]~Vkω̃k (2.12)

2.2 SU2 (Stanford-University-Unstructured) - Open Source Flow Solver

SU2 suite is an open-source collection of software tools written in C++ for perform-

ing Partial Differential Equation (PDE) analysis and solving PDE-constrained opti-

mization problems. The tool-set is designed with computational fluid dynamics and

aerodynamic shape optimization in mind, but it is extensible (and has been extended)

to treat arbitrary sets of governing equations such as electrodynamics, chemically

reacting flows, and many others [7].

2.2.1 Governing Equations

SU2 capable of solving Reynolds-averaged Navier-Stokes (RANS) equations for both

incompressible and compressible regimes. Particularly PDE system of a physical

problem is modeled as follows:

∂tU +∇ · ~F c −∇ · ~F v = Q (2.13)

U : V ector of state variables

~F c(U) : Convective fluxes

~F v(U) : V iscous fluxes

Q(U) : Source term

For the numerical solution of atmospheric flow field steady, compressible Navier-

Stokes equations are used neglecting the gravitational effect for viscous flow. For this
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case state variables are, U = (ρ, ρu, ρv, ρw, ρE)T where u, v, w velocity components

in x, y, z directions , ρ is the density, and E is the total energy per unit mass [22].

~F c
x =



ρu

ρu2 + P

ρuv

ρuw

ρuH


, ~F c

y =



ρv

ρvu

ρv2 + P

ρvw

ρvH


, ~F c

z =



ρw

ρwu

ρwv

ρw2 + P

ρwH


(2.14)

~F v
x =



·
τxx

τxy

τxz

Vjτxj + µ∗totCp∂xT


,

~F v
y =



·
τyx

τyy

τyz

Vjτyj + µ∗totCp∂yT


,

~F v
z =



·
τzx

τzy

τzz

Vjτzj + µ∗totCp∂zT


(2.15)

Where P is the static pressure, H is the fluid and τij is the viscous stresses defined as

τij = µtot(∂jVi + ∂iVj − 2/3δij∇ · ~V In the above equations Cp is the specific heat, T

is the temperature and µtot is the total viscosity:

µtot = µdyn + µturb, µ∗tot =
µdyn

Prdyn
+

µturb

Prturb
(2.16)

In this thesis, SU2 computations are performed in the High Performance Computing

cluster in METUWIND with parallel processing. Operating system of the cluster

is Linux, and the version of the SU2 flow solver is 4.2 "Cardinal" version. For the

solutions of atmospheric flow field following boundary condition types are applied to

the RANS solver SU2:
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• Inlet : Density, velocity magnitude and direction specified, used for inflow

• Outlet : Static pressure specified, used for outflow

• Far-field : Applied to the top of the domain

The following solver attributes are used for the atmospheric flow field solutions:

• Regime type: Incompressible

• Convergence acceleration technique : GMRES

• Convective numerical method : LAX-FRIEDRICH method with 2nd order lim-

iter

• Turbulent convective numerical method : Scalar Upwind

• Convergence criteria: Cauchy method applied to drag function with ε = 10−5

2.3 Discretization of Computational Domain

In order to capture the terrain effects accurately the computational grid should be

based on high resolution terrain data. Blocken listed in his 2007 article [4] basic re-

quirements for the simulation of atmospheric boundary layer (ABL) flows as follows:

• A sufficiently high mesh resolution in the vertical direction (e.g. height of first

cell < 1 m)

• Knowing the relationship between the equivalent sand-grain roughness height

ks and the corresponding aerodynamic roughness length y0

• A horizontally homogeneous ABL flow in the upstream and downstream region

of the domain

In this study the grid layers in the vertical direction (i.e. z-direction) has a resolution

of 1m on the terrain surface, and stretches rapidly (Figure 2.1).
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Figure 2.1: Flow field edge length contours in z-direction and its histogram

Neither roughness nor wall functions are not implemented in the SU2 suite. Therefore

item three is not valid for this right now. However, the first two items are successfully

applied for our computational domain.

2.3.1 Smoothing and Extension of Terrain

Since SU2 is not capable of providing spatially varying boundary conditions, an at-

mospheric boundary layer profile could not be imposed at the inflow boundaries. In

order to have a realistic flow field computed within the solution domain, the domain

boundaries are extended and the terrain surface is flattened in order to apply uniform

inflow conditions at the extended boundaries. Such an extension allows the atmo-

spheric boundary layers to develop naturally at the actual domain boundaries.

According to Mochida [18], the size of the computational domain should be related

with the height single model building solved in that domain. The inlet, the lateral

and top boundary should be set 5H , where the H is the building height, the outlet

boundary should be set at least 15H . As this study is related with flow field solutions

of complex terrain, there are not any building in the computational area. So, the

heightH is assumed to be the difference between the maximum altitude of the domain

and the minimum altitude of the domain. In this study, the computational domain is

extended about 5000 m in the azimuthal directions, which is about 10H .
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Figure 2.2: Smoothing and extension of the computational domain: Purple: Terrain

surface over the wind farm, Green: Extended computational surface.

The wall surface of the computational domain is redesigned and improved by ex-

tending wall from the corners of the region of interest (Figure 2.2), and smoothing

extended parts to the lowest altitude of the whole computational domain according to

literature (Figure 2.3). With this improvement it is aimed to obtain ABL profile at the

inlet of the central wall.

Figure 2.3: Extended computational domain – definition of inlet flow, approach flow

and incident flow [4]
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CHAPTER 3

RESULTS AND DISCUSSION

The results are presented in three main sections. The first one is dedicated to the

reconstruction of 2D flow fields as a validation study. The pressure distribution over

a NACA0012 airfoil is considered. This reconstruction is applied for two different

cases including the reconstruction of existing data and the reconstruction of missing

data. Then, reconstruction of pressure field in he computational domain is performed.

The reconstruction of 3D atmospheric flow field are presented in the second section.

Finally the predictions of the POD based current method are compared with WindSim

predictions:

• Reconstruction of 2D flow fields around NACA0012 as a validation study

– Reconstruction of Cp distribution on the airfoil with original data

– Reconstruction of Cp distribution on the airfoil with missing data

– Reconstruction of Cp distribution around the airfoil with missing data

• Reconstruction of atmospheric flow fields

• Comparison of the POD based current method and the WindSim software

3.1 Reconstruction of 2D Flow Fields

Before applying POD method to the reconstruction of atmospheric flow fields , us-

ing POD method for the reconstruction of the 2D pressure field around the airfoil is

cheaper and easier in terms of computational cost and debugging and correction of the
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POD code. Application of POD for the other flow fields can be possible, but pressure

field is chosen for this study. Therefore, as a validation study POD is implemented

on reconstruction of 2D pressure distribution around an airfoil. The purpose of the

2D validation is because this case is much smaller compared to the atmospheric flow

field solutions, and observation and correction of the mistakes in the method is easier.

The pressure coefficient is the ratio of static pressure to the dynamic pressure (Equa-

tion 3.1):

Cpi = 1− (
Vi
V∞

)2 (3.1)

V∞ =
M∞
a∞

(3.2)

Figure 3.1: Computational grid and convergence of residuals with respect to angle of

attack
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The flow field around NACA0012 airfoil is discretized by a 198 × 78 size structural

grid and the flow solutions are obtained for different angle of attack values at a fixed

Mach number of M∞ = 0.2 (Figure 3.1). A total of 12 different flow solutions are

obtained for the angle of attack values ranging from of -6◦to 6◦. The following sets

are considered for the solution snapshots of POD : 4 ( -6◦ , -3◦ , 3◦ , 6◦ ), 6 ( -6◦ , -4◦

, -2◦ , 2◦ , 4◦ , 6◦ ) and 12 ( -6◦ , -5◦ , -4◦ , -3◦ , -2◦ , -1◦ , 1◦ , 2◦ , 3◦ , 4◦ , 5◦ and 6◦ ).

A validation case is also computed at 1.5◦ angle of attack.

3.1.1 Reconstruction of Airfoil Surface Pressure Distribution

Once the flow solutions at different angle of attacks are obtained for the NACA0012

profile, the data set required for POD , [X], is created using 198 pressure coefficient

values on the airfoil surface for 12 solutions (Equation 3.3):

[X]198×12 =

α1 α2 . . . . . . α12


cP1,1 cP1,2 . . . . . . cP1,12 Node 1

cP2,1 cP2,2 . . . . . . cP2,12 Node 2
...

...
...

...
...

...

cP198,1 cP198,2 . . . . . . cP198,12 Node 198

(3.3)

[X]198×12 = [U ]198×198 [S]198×12 [V ]T12×12 (3.4)

~̃X198×1 = [U ]198×k ~ωk×1 (3.5)

k : number of dominant mods

Based on this data set firstly, the reconstruction of the pressure distribution on the

airfoil surface for the existing data (α = 3◦ ) case is performed by Equation 3.4,

Equation 3.5. In this case there is no need to work with the correlation matrix because

the data set size is small enough for the memory size of the desktop computer. Based

on the eigenvalues and the POD coefficients computed, the dominance of the first POD
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Figure 3.2: Reconstruction of existing Cp distribution at α = 3◦ , M = 0.2

mod is (r1 = 0.9710), the dominance of first 2 mods is (r2 = 0.9994) and dominance

of first 3 mods is (r3 = 0.9999).

The surface pressure coefficients reconstructed at 3◦ angle of attack by the present

POD method using 1, 2, and 3 dominant modes are compared with SU2 solutions

in Figure 3.2. As shown, the reconstruction with 2 and more modes provides an

acceptable accuracy.

3.1.2 Reconstruction of Airfoil Surface Pressure Distribution at an Arbitrary

Angle of Attack

Following the reconstruction of an existing data set, the present POD method is now

applied for the reconstruction of surface pressure distribution at an arbitrary angle of

attack which does not exist in the data set [X]. The validation angle of attack is taken

as 1.5◦ .

The POD coefficients needed for the reconstruction are obtained by interpolation (Fig-

ure 3.3). Then, Equation 3.5 is modified for the reconstruction of arbitrary angle of
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Figure 3.3: Interpolation of POD coefficients ω for an arbitrary angle of attack

attack solution, as follows:

~̃X198×1 = [U ]198×k ~̃ωk×1 (3.6)

where ~̃ω is the interpolated POD coefficients at the reconstruction angle of attack, 1.5◦

. Using the ~̃ω values, the reconstruction of surface pressure at 1.5◦ angle of attack

solution is obtained, and it is compared with the numerical solution at α = 1.5◦

(Figures 3.4, 3.3). It is seen from the figure that the reconstructed Cp distribution by

the present POD method using 2 or more dominant modes are in good agreement with

the exact Cp distribution.

Next, the reconstruction of the pressure distribution with different the number of data

sets in [X], that is, the number of flow solutions is investigated. The data set, [X],

is created by using 4 ([X]198×4), 6 ([X]198×6) and 12 ([X]198×12) solutions. Then

the surface pressure distribution at α = 1.5◦ , is again reconstructed. The results are

compared with the SU2 solution in Figure 3.5. It is seen that even a coarse set of

6 solutions provides enough information through the POD modes to reconstruct an

unknown surface pressure distribution.

In the next section, the reconstruction of field variables will be performed in the same

manner. The data sets will be formed by solution variables computed at all the grid

points instead of boundary points as in the case of surface pressures.
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Figure 3.4: Reconstruction of Cp distribution for at α = 1.5◦ , M = 0.2

Figure 3.5: Reconstruction of Cp distribution for at α = 1.5◦ , M = 0.2 with respect

to data set size
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3.1.3 Reconstruction of 2D Pressure Fields

In the previous case, the method is applied for only the reconstruction of the pressure

distribution on the airfoil surface. Whereas in this case the reconstruction of the

whole pressure field in the computational domain is aimed. For the reconstruction,

the numerical solutions obtained earlier are used. Reconstruction of the pressure

distribution is similarly performed at 1.5◦ angle of attack.

12 data sets, each of which consists of 15444 (198 × 78) nodal pressure values are

employed (Equation 3.7). Since the size of the current data sets is large, unlike the

previous case, instead of performing the SVD of data set [X], the SVD of the corre-

lation matrix [C] = [X]T [X] is performed and the corresponding mode vectors and

the POD coefficients are obtained. The dominance of the first POD mode is found to

be r1 = 0.99957, the first 2 POD mods is r2 = 0.999993 and , the first 3 POD mods is

r3 = 0.999999.

[X]198∗78×12 =



cP1∗1,1 cP1∗1,2 . . . . . . cP1∗1,12

cP2∗1,1 cP2∗1,2 . . . . . . cP2∗1,12

...
...

...
...

...

cP198∗1,1 cP198∗1,2 . . . . . . cP198∗1,12

cP1∗2,1 cP1∗2,2 . . . . . . cP1∗2,12

cP2∗2,1 cP2∗2,2 . . . . . . cP2∗2,12

...
...

...
...

...

cP198∗2,1 cP198∗2,2 . . . . . . cP198∗2,12

...
...

...
...

...

cP1∗78,1 cP1∗78,2 . . . . . . cP1∗78,12

cP2∗78,1 cP2∗78,2 . . . . . . cP2∗78,12

...
...

...
...

...

cP198∗78,1 cP198∗78,2 . . . . . . cP198∗78,12



(3.7)

The pressure field at 1.5◦ angle of attack reconstructed by using 1,2 and 3 dominant

mods are shown and compared to the flow solution in Figure 3.6. As seen in the

figures, although the POD reconstruction with 1 mod captures the main features of
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Figure 3.6: Reconstruction of pressure field using increasing number of POD modes

at α = 1.5◦ , M = 0.2
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the pressure distribution in the flow field, it relatively has a large error. On the other

hand, the reconstruction of the pressure field with 3 modes has an RMS error value

of 0.003.

As shown in this validation cases, the POD based methodology developed can suc-

cessfully be used in the reconstruction of flow fields.

3.2 Reconstruction of Atmospheric Flow Fields

The main goal of this study is the reconstruction of the atmospheric flow fields over

wind farms based on the fictitious flow fields computed by SU2 and the statistical

wind data at one or more locations within the wind farm, which should ideally be

obtained from a mat-mast installation. However, in order to assess the accuracy of

the reconstructed flow fields, the wind data to be used in the reconstruction will be

extracted from a computed flow field, which is excluded from the data set used in the

POD method. The reconstructed flow fields will then be compared with the computed

flow field to assess the error. An operational wind farm location in Mut-Mersin region

in Turkey will be considered in the study.

In this section, the results obtained are presented in the following order:

• Flow Fields Computed by SU2

– Grid Generation

– Boundary Conditions

– Parallel Performance

• Reconstructed wind fields by the present POD based Method

3.2.1 Flow Fields Computed by SU2

The fictitious flow fields over a wind farm are simulated with the open-source Navier-

Stokes solver SU2. Computations are performed in a parallel computing environment.
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High resolution terrain elevation data are used in the generation of terrain fitted com-

putational grids. Computed flow fields are also compared against the flow solutions

predicted by the weather prediction software WRF.

3.2.1.1 Grid Generation

For an accurate computation of turbulent flow fields, high resolution computational

grids are needed. For this purpose, high resolution digital elevation model (DEM)

data are obtained from the ASTER-GDEM database having 1 arc-second resolution

on the ground. The DEM data for the Mut region in Mersin/Turkey is obtained from

Aster-GDEM for a domain of 7km x 3.5km size with 38 m resolution. The surface

grid over the terrain is discretized by structured grid of 186 × 87 size, which pro-

vides around 40m resolution (Figure 3.7). The atmospheric flow field in the vertical

direction is discretized with 30 nodes. The grid distribution in the vertical direction is

stretched starting off with the first grid size of 1m on the terrain surface. Then compu-

tational grid is created over Mut topography which includes over 1 million structural

elements with smoothed and extended topography (Figure 3.8).

3.2.1.2 Flow Models and Boundary Conditions

SU2 software has a selection of flow models and solution algorithms (Figure 3.9a). In

this study atmosperic flows are assumed to be turbulent and Spalart-Allmaras tur-

bulence model is used. The convective fluxes is evaluated with 2nd order LAX-

FRIEDRICH method with limiters. The solution of linear system of equations is

obtaned with the GMRES algorithm (Figure 3.9b).

Similarly, SU2 software has quite a few types of boundary condition, which can be

easily implemented. Boundary names are to be listed in the grid input file ".su2" with

markers. The selected boundary condition is then assigned to the marker name in the

configuration file ".cfg" (Figure 3.9c).

For the solution of atmospheric flow fields the following boundary conditions are

applied:
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Figure 3.7: Interested solution region, the wall surface grid and elevation maps of

central region and extended region of Mut region in Mersin/Turkey
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Figure 3.8: Computational domain of Mut region in Mersin/Turkey

• Inflow/Outflow

• No-slip wall

• Far-field

In SU2 software suite, inflow and outflow boundary conditions are created based on

characteristic information, meaning that only certain flow quantities can be specified

as the inlet and outlet condition. Inflow is specified as "inlet" condition with spec-

ifying the velocity vector and density at the inflow locations. Outflow is specified

as "outlet" condition, in which free stream pressure is given. Being a Navier-Stokes

solver, SU2 implements no-slip wall boundary conditions for viscous flows. The far-

field boundary condition applies uniform flow conditions at the boundaries, which

is imposed before the iterative solution process begins. The inflow-outflow and wall

surfaces are shown in the Figure 3.10.

As a validation and verification study of SU2 for the simulation of atmospheric flow

fields , an SU2 solution is compared with the WRF solution. a probe location is chosen

at central part of the computational domain, then the at that point. One challenge for

this verification and validation of SU2 with WRF is difference in terrain and grid reso-

lutions. In addition, WRF uses eta (η) coordinate ssytem to represent the height while

SU2 uses the distance in meters. This challenge is presented in detail by Leblebici,

Ahmet and Tuncer [14]. The difficulty is overcome by interpolating ans shifting WRF

nodes into the high resolution CFD domain. From the results they obtained for Mut

location, one-point solution of WRF is interpolated into the CFD domain. The WRF

solution is obtained in Mut region under fixed, time independent boundary conditions

(Figure 3.11). The SU2 solution is similarly obtained for the average wind direction
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(a)

(b)

(c)

Figure 3.9: SU2 solver options: a)-flux splitting algorithms and linear solvers, b)-

boundary conditions, c)- configuration ".cfg" file
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Figure 3.10: Inflow-uutflow and wall boundaries

and the average wind speed applied at the extended inflow boundaries. The mean

wind direction is 19.468 ◦ sector, and the mean wind speed is 9.4783m/s. The flow

solutions with SU2 are obtained for the following inflow conditions:

• Direction = 20 ◦

• Wind Speed = 9 m/s

The SU2 and the WRF solutions are in agreement at high altitudes as expected (Fig-

ure 3.12). The object of this comparison is to show that SU2 is capable of solving

atmospheric flow field with given conditions. As the inlet velocity 9m/s is chosen,

which is the WRF mean velocity at the 2200 m altitude. Then the constant velocity

profile is turned out to be boundary layer,and the wind speed remained constant at the

top of the domain. As observed in the figure an atmospheric boundary layer profile is

predicted in the SU2 solution.
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(a) Wind direction at 2200 meter altitude vs. Time

(b) Wind speed at 2200 meter altitude vs. Time

Figure 3.11: WRF Solution for 1-day with δt = 5min
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(a)

Figure 3.12: SU2 and WRF wind speed comparisons

3.2.1.3 Parallel Performance

The open source flow solver SU2 has a parallel computing capability based on domain

decomposition. Atmospheric flow field solutions require big size domains due to

their interested wall surface covers wide area. The computational domain has over

1 million cells, then the computational time for this domain with single processor

taking too much time considering 12-sector solutions. To reduce the computation

and debugging time, built-in parallel option of SU2 suite is used for the simulations.

Parallel computations not only applicable for the clusters but also for the PCs but for

this study only High Performance Computing (HPC) cluster is used. The simulations

were run in METUWIND HPC lab which has 512 core capacity from 8 node includes

64 core each. The solutions are compared in terms of single core, 2 cores, 4 cores, 8

cores, 16 cores, 32 cores and 64 cores. Speed-up graph is created for 100 iterations

with same conditions (Table 3.1), (Figure 3.13).

As grid of the Mut region has small boundaries at the corners of the domain, which
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Table 3.1: SU2 Parallel Performance

Number of cores Computation Time
for 1 Iteration [sec]

Total Time for
100 Iterations [sec]

Speed Up

1 15.63 1585.76 1
2 9.18 946.65 1.591
4 4.60 484.75 3.313
8 2.50 283.20 7.015

16 1.27 139.88 11.860
32 0.86 99.68 19.912
64 0.54 69.84 23.181

Figure 3.13: SU2 parallel speed-up

has 195 elements, it is thought that those corner boundaries limits the parallel perfor-

mance. Communication of those cells is choking the data transfer like a bottle neck.

Even though computation is finished, the communication is still continues. Therefore

performance is not risen well enough for the core number larger than 16 for this grid.

3.2.2 POD Based Reconstruction of Flow Fields

12-sector numerical flow field solutions are obtained from SU2 flow solver with

steady state conditions. The central part of the computational domain is extracted
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Table 3.2: Z axis cuts and corresponding vertical distances
k [node number in z-direction] Node Wall Distance [m]

1 10
2 20
3 30
4 40
5 50
6 60
7 70
8 80
9 90

10 100
11 150
12 200
13 250
14 300

into the new domain, which is constructed from the ground level up to 300 meters

altitude. The new reconstruction domain has 88 × 187 × 14 resolution in the i,j and

k directions. The reason of the extraction is because the central part of the com-

putational domain is our interested area, so, there is no need to apply POD method

those smoothed and extended parts. By means of this extraction total node number is

reduced from around 1 million (Figure 3.14a) to 230 thousand (Figure 3.14b). Ad-

ditionally, this extraction and transformation decreases the computer memory for the

calculation of POD method also the computation time.

(a) Real Computational Domain (b) Extracted Domain

Figure 3.14: Computational domain of size 244 × 145 × 30 vs. Reduced domain of

size 88× 187× 14 used in reconstruction

The numerical solutions of atmospheric flow fields for all 12 different sectors, are

transferred to the smaller domain with 230 thousand nodes, and the POD based recon-
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struction method is applied to the solution on the smaller grid. In the reconstruction

process, the data set and the corresponding correlation matrix [C] = [X]T × [X] are

created. The data set [X] is created in terms of the wind direction and the wind speed

only(Equation 3.8).

[X]460768×12 =



dir1,1 dir1,2 . . . . . . dir1,12

dir2,1 dir2,2 . . . . . . dir2,12
...

...
...

...
...

dir230384,1 dir230384,2 . . . . . . dir230384,12

V1,1 V1,2 . . . . . . V1,12

V2,1 V2,2 . . . . . . V2,12
...

...
...

...
...

V230384,1 V230384,2 . . . . . . V230384,12



(3.8)

dir: Wind direction

V: Wind Speed

Flow variables are written side by side for each solution and one under the other

for each node. Ones a variable completed, the next line starts with new variable.

After constructing the matrix [X]460768×12, correlation matrix [C]12×12 is obtained by

just simple matrix multiplication. Then POD modes, eigenvectors and eigenvalues

φi, λi, i = 1, 2, ..., 12, of the correlation matrix are calculated. Dominance ,rm, of the

modes are nothing but the ratio of the Euclidian Norm of them number of eigenvalues

and whole eigenvalues. The dominance of modes are altering with the number of

solutions applied on POD method (Table (3.3)). As the number of solution increasing

the difference between real solution and POD approximation is getting smaller. For

a better approximation, the dominance value, rm, of the m number of POD modes

should be bigger than 0.95, which results in less than 5 % error for that number of

solutions. Finally, data set [X] is created by 12 different fictitious sectoral solutions,

and the number of dominant used for the reconstruction is selected as 3 according to

the dominance values.
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Table 3.3: Dominance of the POD modes as a function of number of solutions in the
dataq set

Number of solutions Number of dominant modes Dominance
4 1 0.84812
4 2 0.99999
6 1 0.83668
6 2 0.99999

12 1 0.96259
12 2 0.99998
12 3 0.99999

Mostly the maximum velocity difference between POD reconstruction and SU2 solu-

tion is 1 m/s which occurs at the most complex part of the region. Also, the rela-

tive error is decreasing at middle parts of the computational domain because the one

point used for the reconstruction is located at the middle part of the computational do-

main. The more near the reconstruction point means the more accurate approximation

around that point. In order to see the POD method accuracy, POD results are extracted

through the z axis. Slices are taken at 30m, 60m and 100m height above from the

ground level. The comparison is done by vector fields of SU2 and POD results, and

SU2 wind speed contour vs. POD wind speed relative error distribution (Figures 3.15)

It is obvious that flow near the wall has low wind speed, once the altitude increases

the flow velocity also increases. At the high altitude of the domain velocity contour

is getting red, it means the flow velocity is getting closer to the free stream velocity 9

m/s. It can be said that from the figures the flow characteristic and dominant features

,such as velocity magnitude and direction, are reconstructed successfully. The POD

reconstruction is obtained wind directions and wind speed properly. In a wide range

of domain, POD method results have less than 10 % error.

At the upper parts of the domain, the velocity gradient is getting smaller due to the

ABL profile and complexity is getting disappeared. Thus, the POD reconstruction at

the upper parts are much accurate than the results at near the ground level.
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Figure 3.15: Comparison of reconstructed velocity fields with SU2 solution at 30m,

60m and 100.
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3.3 Comparison with WindSim Predictions

WindSim is a commercial tool used mainly for estimation of annual energy produc-

tion (AEP) and micro-siting of wind turbines. WindSim takes the digital elevation

map of a region of interest as an input. It then solves sectoral flow field over the do-

main. The input file (terrain digital elevation data) is obtained from ASTER-GDEM

database and roughness data obtained from Corine database for the Mut/Mersin re-

gion, and they are imported to the WindSim software (Figure 3.16). It produces wind

resource maps and AEP estimations as an output.

Figure 3.16: Digital terrain model - elevation (m) and roughness height (m), WindSim

The computational domain for WindSim is constructed with 30 layers in the verti-

cal direction. A stretching grid extends 1000.0 (m) above the ground (Figure 3.17),

(Table 3.4).

Table 3.4: Distribution of the first 10 nodes in z-direction

- 1 2 3 4 5 6 7 8 9 10
z-dist. max (m) 3.0 10.0 18.9 29.7 42.3 56.8 73.2 91.5 111.7 133.8
z-dist. min (m) 4.6 15.2 28.8 45.1 64.3 86.4 111.4 139.2 169.8 203.3
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Figure 3.17: Digital terrain model - grid (z), WindSim

The wind fields are computed for 12 sectors. Height of the boundary layer is taken

as 500 meters, and the free stream wind speed above the boundary layer is taken as

9m/s. For the top boundary condition fixed pressure is selected. The free stream

density is taken as 1.073kg/m3 and the turbulence model is chosen as the standard

k-epsilon model. Calculations are performed until the residual drops down to 10−3.

The sector solutions are obtained for 12 different wind directions in terms of 0◦ , 30◦

, 60◦ , ..., 300◦ and 330◦ . Some of the wind field at 60 meter above the ground are

shown and compared against the SU2 solutions in Figures 3.18, 3.19, 3.20, and 3.21.

As shown the wind speeds are predicted higher in WindSim predictions.

Since WindSim has an internal flow solver, the POD reconstruction is now applied

with the WindSim sectoral solutions. While the sectoral average of the wind speed

obtained by WindSim solutions are in good agreement with SU2 solutions, there are

significant wind speed differences at the 180 and 270 degree sector solutions as shown

in Figure 3.22. It is observed that the wind magnitude in the WindSim solutions turns

out to be significantly larger than the SU2 solutions at the same altitude with the same

boundary conditions. At some locations, the wind speed is larger than the free stream

wind speed 9 m/s.

WindSim requires time series data from a met-mast to create resource maps. Since

the field measurement data is not available, the time series data is provided from

the SU2 solution. A point 60 meter above the ground at the middle of the solution

domain is selected to act like a MET-MAST, and it is the same point applied to POD
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Figure 3.18: 0◦ sector solution comparison of WindSim and SU2 at 60m above ground

level
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Figure 3.19: 90◦ sector solution comparison of WindSim and SU2 at 60m above

ground level
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Figure 3.20: 180◦ sector solution comparison of WindSim and SU2 at 60m above

ground level
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Figure 3.21: 270◦ sector solution comparison of WindSim and SU2 at 60m above

ground level
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method (x = 521404 m, y = 4085462 m) (Figure 3.23). The steady time series data

is created by writing the same solution 100 times. The height of the boundary layer is

given as 500 meters to the WindSim software, which is the same BL thickness of the

SU2 simulation, but the results are shown up to 300 meter height because WindSim

software outputs are only up to that altitude. Above that height the taking output

is not an allowable. The results of arbitrary SU2 solutions, is reconstructed by POD

method applied to the SU2 sectoral solutions, POD method applied to the WindSim

sectoral solutions, and WindSim reconstructions based on the observation point in

the arbitrary SU2 solution Figure 3.24. According to the figure, it is clear that POD

application to the SU2 solutions are in good agreement with the exact solution. The

POD application to the WindSim sectoral solution results are match with the SU2

solutions at observation point. As a results it can be said that, the developed POD

method is superior to the WindSim interpolation technique.

Next, wind resource maps obtained from the WindSim and POD method,and they

are compared with the SU2 solutions for 30, 60, 100 and 150 meter heights of same

region of the domain (Figure 3.25,Figure 3.26, Figure 3.27 , Figure 3.28 ). It can be

said that POD results are successful for the reconstruction of the flow fields. Near the

wall surface flow gradient is high, therefore error near the wall is higher. Once going

upward, the error decreases as expected due to flow becomes more stable.
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(a) WindSim (b) SU2

Figure 3.22: Wind speed variation above ground distribution of WindSim at 3 differ-

ent locations and average wind speed of the all points on the wall surface
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Figure 3.24: SU2 vs. POD and WindSim wind speed vs. height distribution at the

MET-MAST location, x = 521404 m, y = 4085462 m
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Figure 3.25: SU2 vs. POD and WindSim wind speed contours [m/s]. 30 meters above

from the ground level
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Figure 3.26: SU2 vs. POD and WindSim wind speed contours [m/s]. 60 meters above

from the ground level
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Figure 3.27: SU2 vs. POD and WindSim wind speed contours [m/s]. 100 meters

above from the ground level
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Figure 3.28: SU2 vs. POD and WindSim wind speed contours [m/s]. 150 meters

above from the ground level
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CHAPTER 4

CONCLUSIONS

In this study, atmospheric flow fields are successfully reconstructed by means of a

POD based methodology and the flow fields computed by an open-source Navier-

Stokes solver SU2. The reconstruction algorithm developed is first validated for 2D

flow fields, and then it is implemented in wind farm location for 3D wind fields.

Reconstruction of wind fields is based on 12 different sector solutions where the az-

imuthal wind direction changes in 360◦range. Each sector solution corresponds a

snapshot in the data set. The sector solutions are obtained with SU2 flow solver on

high resolution terrain fitted grids by imposing the wind speed and direction at the

farfield inflow boundaries. It is also shown that turbulent flow solutions with SU2 on

extended solution domains can develop atmosperic boundary layers within the actual

flow domain.

It is shown that the POD method successfully captures the dominant characteristics

of the sector flow fields, and create a correlation between the solution at grid points

within the domain and the dominant flow characteristics. Based on this correlation,

the whole flow field can be reconstructed based on the reconstruction variables pro-

vided at a small number of point within the solution domain.

The present method developed is also compared with a commercial software Wind-

Sim. Although the sectoral flow fields computed by SU2 and Windsim differ signifi-

cantly, the reconstructed flowfields are shown to be in agreement.

The results obtained show that the POD based reconstruction method developed in

this study can be effectively used for micro-siting of wind turbines in a wind farm
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and also to make an annual energy production (AEP) estimation of a wind farm. The

sectoral wind field solutions and observation data obtained from a met-masts within

the wind farm are the only requirements for the reconstruction of the wind field over

the wind farm.

The present method can further be developed by improving the turbulence models for

atmospheric flows, and simulating the wind turbines with accuator disk/line models.
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