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ABSTRACT

MULTI-OBJECTIVE REGRESSION TEST-SELECTION IN PRACTICE:
AN INDUSTRIAL CASE STUDY

Özkan, Ramazan

M.Sc., Department of Information Systems
Supervisor: Assoc. Prof. Dr. Aysu Betin Can
Co-Supervisor: Assoc. Prof. Dr. Vahid Garousi

January 2017, 90 pages

Regression testing is testing of previously verified parts of a software system to make sure that software changes do not affect those parts. However running an entire regression test suite after every code change may be costly or even infeasible due to time and resource constraints especially in large-scale software projects. In order to resolve this issue and optimize the number of test cases to be rerun for regression, several techniques have been proposed in the literature. One of these is Multi-Objective Regression Test Optimization (MORTO) approach.

This thesis is an “action research”-based empirical study to improve regression test-selection process of an industrial project, in the defence sector, based on the MORTO approach, in which the problem is formulated and solved by using a genetic algorithm. The empirical results demonstrate that this approach yields a more efficient test suite based on a set of five cost objectives, four value objectives and a dependency while providing full requirements coverage.

Keywords: Regression selection, multi-objective optimization, genetic algorithm, empirical study, industrial case study
ÖZ

ÇOK-OBJEKTİFLİ REGRESYON TEST SEÇİMİ UYGULAMASI:
BİR ENDÜSTRİYEL VAKA ÇALIŞMASI

Özkan, Ramazan

Yüksek Lisans, Bilişim Sistemleri Bölümü
Tez Yöneticisi: Doç. Dr. Aysu Betin Can
Ortak Tez Yöneticisi: Doç. Dr. Vahid Garousi

Ocak 2017, 90 sayfa


Bu tez endüstriyel bir projeye ait regresyon test seçim işlemine çok amaçlı regresyon test seçimi yaklaşımı kullanılarak geliştirilmişce çalışılmış bir çalışmadır. Bu çalışmada çok amaçlı regresyon test seçimi yaklaşıımı genetik algoritma kullanılarak formül edilmiş ve çözümlenmiştir. Deneysel çalışma sonuçları çok amaçlı regresyon test seçimi yaklaşımanın değişiklerden etkilenen isterlerin tamamını kapsayan ve aynı zamanda farklı maliyet ve değer kriterine göre optimize edilmiş bir çözüm sağladığı göstermektedir.
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CHAPTER 1

INTRODUCTION

1.1 Motivation/Rationale

Although a given software system may have been tested during its development to satisfy a set of given adequacy criterion, it usually evolves with bug fixing, optimization, enhancement or adaptation activities in time and thus has to be retested during maintenance and evolution phases. Basic reasons of software maintenance and evolution are changing user needs or environment, detected errors, stability issues and performance issues. Regression testing is an activity which is carried out to make sure that this evolution does not affect the approved functionality of the software system [1-3].

The traditional and simplest regression testing approach is to rerun all the test cases that have been used to verify the functionalities of the software before the modifications have been made, which is called the “retest all” technique [2]. In practice, repeating all test cases which are previously executed successfully after each software revision is not practical due to time and budget constraints especially in the case of large-scale software systems.

An alternative approach is selecting only a subset of the initial test suite called regression test-selection. The regression test-selection process also has substantial costs and may reduce fault detection effectiveness. This balance between the cost required for selecting and rerunning and the fault detection effectiveness of the selected test cases is the subject of regression test-selection [4]. To find cost-efficient regression test selection methods in different aspects of regression testing, a large amount of research effort has been spent and several techniques have been reported in the literature. Also there are analytical, comparative and empirical evaluations of individual techniques [2, 4-9] in the literature.

Moreover, until 2007 all of the studies using different selection techniques are structured on single objective approach. After the first multi-objective example [10], most of the regression test-selection studies use this approach; but these studies are structured on two or three objectives. This limitation adversely affects the effectiveness of regression test-selection.

This thesis is an action research [11, 12] type empirical evaluation of multi-objective regression test-selection approach on an industrial software project and it aims to improve manual regression test-selection process of the subject project. It is structured as a customized version of Multi-objective Regression Test Optimization (MORTO) approach defined by Harman [13]. The cost and benefit objectives, as proposed in the original MORTO paper [13], have been selected and some
have been extended based on the collected data from the subject software system. For realization of MORTO approach, a genetic algorithm has been developed.

### 1.2 Scope and Goals

In the subject project, regression test-selection process has been performed manually in the past and this has made the cost and quality of the testing highly dependent on the skills and experience of the test team. For customer side, fundamental determiner in this process is coverage of the affected requirements. On the other hand, contractor mainly focuses on cost of the regression test suites. There has been a need for systematic and cost efficient approaches to regression test selection. Based on these needs, the main goal of this thesis is to provide full coverage of affected requirements and to improve the overall cost-benefit of regression testing approach based on all the relevant regression selection criteria in the project.

The subject project is an ongoing project in acceptance phase in which there is no access to source code. Because of the current phase of project and source code access limitation, only black-box testing that can be run on integrated system is analyzed in this work. White box tests are not in the scope of this thesis. Test cases that tests only functionality of the system are subject of this thesis. Nonfunctional test cases such as performance, stability, latency are out of scope of this thesis. These test cases should be stated in each regression test suites.

Based on a careful literature review, Multi-objective Regression Test Optimization (MORTO) [13] has been selected as the most suitable approach in this thesis. Main reason of this selection is having multiple criteria that affects regression test selection. Solution is customized to meet the requisites of subject problem.

In order to show the effectiveness of Multi-objective Regression Test Optimization approach, regression test suites selected by subject approach are compared with the test suites selected by manual regression test-selection process currently used in subject project and test suites selected by the selective coverage based regression test selection method proposed by Gu et al. [14]. Multi-objective Regression Test Optimization and existing regression test selection approach comparison is done in test suite size, coverage of the requirements that are affected and not affected by the code modification (the unaffected requirements are called “irrelevant” requirements in the literature), and fitness value (cost-benefit balance) aspects for five different software versions of the project. On the other hand, Multi-objective Regression Test Optimization and selective coverage based regression test selection comparison is done in test suite size, coverage of the requirements that are affected and not affected by the code modification, fitness value (cost-benefit balance) and execution time aspects for same five different versions of the project.

### 1.3 Contributions

Based on real industrial needs, this thesis has tackled a real life regression selection problem with several conflicting objectives. The approach can be applied to other similar contexts. Below are the primary contributions of this thesis:

- A multi-objective formulation of the regression test selection problem which is a customized version of multi-objective regression test optimization proposed by Harman [13] is introduced. It combines different cost and value objectives.
• It presents a genetic algorithm for solving multi-objective regression test-selection problem. In order to provide full coverage of the requirements that are affected by the change in the system under test (SUT) which is one of the objectives, a constraint function is applied to each step of genetic algorithm that creates solution.

• It provides empirically evaluation of tailored multi-objective regression test optimization on an industrial project with specifically optimized genetic algorithm. This optimization covers population size parameter and variation operators which are crossover rate and mutation rate parameters of genetic algorithm.

• It also presents the results of empirical evaluation including comparison of proposed regression test-selection process with manual regression test-selection process used in project and selective coverage based regression selection method [14] in test suite size, coverage of the requirements that are not affected by the change in the SUT, fitness value (cost-benefit balance) perspective. This comparison shows that tailored multi-objective regression test-selection approach is capable of providing a more efficient regression test suite in test suite size, affected requirement coverage and fitness value perspective.

### 1.4 Definition of Terms

In this section some of the most commonly used terms related to regression test-selection are defined.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance Test</td>
<td>It is a test or test collection that is used to determine if the requirements of a software contract are met.</td>
</tr>
<tr>
<td>Affected Requirements and Irrelevant Requirements</td>
<td>In regression test-selection concept “Affected Requirements” statement means requirements which have relation with software modifications from test suite-covered requirements set. Contrary, “irrelevant requirements” statement means requirements which have not a known relation with software modifications.</td>
</tr>
<tr>
<td>Change Impact Analysis</td>
<td>It is the process of finding potential effects of a software change on existing functionalities.</td>
</tr>
<tr>
<td>Heuristic</td>
<td>It is a kind of problem solving approach which does not guarantee the perfect solution, but sufficient for the immediate goals. It is used when finding best solution is impractical.</td>
</tr>
</tbody>
</table>
Table 1-1 Definition of terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression Test Suite</td>
<td>It is a test suite that is used to show that modified parts of software do not affect previously verified part of the software</td>
</tr>
<tr>
<td>Requirements</td>
<td>It is a condition or capability defining a customer need in a contract or other formal document that must be met by a software system. High level requirement defines a specific functionality of a system. On the other hand low level requirement defines design decisions to implement that functionality.</td>
</tr>
<tr>
<td>Requirement Coverage</td>
<td>It is a measure of the amount of requirements that are covered. It means proportion of requirements that are tested by a specific test case or test suite to total number of requirements.</td>
</tr>
<tr>
<td>Test Case</td>
<td>It is a scenario that executes a set of functionalities of a software system to determine whether these functionalities are working as defined in requirements.</td>
</tr>
<tr>
<td>Test Suite</td>
<td>It is a set of test cases that are used to test software to make sure that it has the specified behaviors.</td>
</tr>
</tbody>
</table>

1.5 Organization of This Thesis

The thesis is organized as follows: Section 2 explains the basic background information of important concepts used in this thesis and overviews the related studies in literature according to underlying goals of techniques that give direction to selection process and criteria used for selection are reviewed. Section 3 explains the research methodology and gives the case description and needs for the study. Section 4 describes the genetic algorithm structure to be able to realize MORTO. Section 5 explains the application of MORTO to an industrial project and demonstrates the effectiveness by analyzing results of existing regression test-selection process and MORTO. Finally, a summary of the conclusions is stated in Section 6.
CHAPTER 2

BACKGROUND AND RELATED WORK

2.1 Background

In this section basic background information of important concepts frequently referred to in this thesis is provided. These are empirical study, action research, regression testing, regression test-selection as an optimization problem, solution methods for multi-objective optimization problems, and genetic algorithm as optimization solution algorithm. Since these important concepts may be interpreted differently in different contexts their interpretation within this thesis is clarified as they are introduced here.

2.1.1 Empirical Research

Empirical research tries to find out, estimate or explain facts in different aspects based on observed or experienced evidences. These evidences are obtained and evaluated by experimentation, systematic observation, surveys or interviews, or by the careful investigations of documents or artifacts.

Data collection and analysis can be conducting by using both qualitative and quantitative methods in empirical research approaches. Qualitative methods collect material in the form of text, images or sounds obtained from observations, interviews and documentary evidence, and analyze it by using methods that do not rely on precise measurement to product their conclusions, while quantitative methods collect numerical data and analyze it by using statistical methods [16].

There are many empirical research approaches in literature but except Action Research, describing empirical methods and application steps is beyond the scope of this thesis. However, it can be said that all empirical methods basically require five steps:

- Specify a research question,
- Propose a solution,
- Collect data,
- Analyze the data, and
- Interpret the data.
Action Research

Action research is a problem solving research by which researchers and practitioners attempt to study real life problems in a scientific concept. The concept of action research includes trying to resolve an existing practical problem and observing if this effort has been fruitful; if it was not, then trying again to resolve the same problem [16]. Different than the most empirical research methods, action researchers aim to intervene in the studied situations with the purpose of improving the situation. It provides practitioners the opportunity to study and improve their own practice and researchers to understand the limits and applicability of developed principles, tools and methodologies.

In order to explain the fundamental features of action research, a comparison between action research and basic research is given in Table 3-1.

<table>
<thead>
<tr>
<th>Basic Research</th>
<th>Action Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Develop theories and make generalizations</td>
<td>Primarily focused on a particular issue or concern in a single organization</td>
</tr>
<tr>
<td>Conducted by researchers</td>
<td>Conducted by researchers and practitioners</td>
</tr>
<tr>
<td>Conducted in controllable environment</td>
<td>Conducted in real environment</td>
</tr>
<tr>
<td>Creates conceptual solutions for conceptual problems</td>
<td>Creates solutions for real world problems and proposed solutions are used in real world</td>
</tr>
</tbody>
</table>

Table 2-1 Comparison of basic research and action research[17]

Action research combines theory and practice with as much participation of practitioners as researchers to each phase of study that requires decision making. This feature creates synergy between the practitioners and researchers to apply ideas to real world problems. In this strategy, action means a kind of transformation in a community, organization or project, while the research means understanding of subject transformation phenomenon by all participants of the study. There are two forms of action research strategy. First one primarily focuses on action and research is by-product while other primarily focuses on research. For thesis purposes I choose the form that primarily focuses on research.

Because of the direct relation with practice, this thesis is conducted as an action research. Following section explains the general steps of an action research.
Conducting Action Research

Conducting an action research includes four basic steps: (1) determine an issue or topic to search, (2) collect required data related to issue determined in first step, (3) analyze, test and evaluate the collected data, and (4) execute action planning, which means the application of the action research results [16].

Identify the Topic or Issue

In this step topic or issue of action research is determined. It generally includes a pressing problem in a real environment or a promising practice for a real environment. In this thesis the topic is improving manual regression test-selection process of an industrial project. After determination of topic, a literature review is performed and research questions are determined in this step. This step of action research is handled in chapters 1, 2 and 3 of this thesis.

Collect the Data

Intrinsically many data sources are suitable for action research. It can be quantitative or qualitative like demographic information, test results, observations, or questionnaires. In this thesis test record sheets, test procedures, software version description documents, test-required compliance matrix, regression test plans and test results, interviews with test team and decisions taken by test team in meetings are used as data sources. This step is presented in Chapter 4.

Analyze the Data

Primary intent of action research is to use collected data to improve practice. This step narrows collected data to categories or features in order to provide usable information to next step of action research. This step is presented in Chapter 5.

Carry out Action Planning and Share the Findings

Final step of action research is to compare old and new version of practice and show improvement. This step is presented in Chapter 5.

2.1.2 Regression Testing

Subject project of this thesis is an ongoing project in acceptance phase. Test case list of project is previously determined and the aim of acceptance phase is to run all of the test cases successfully at least one time. A new version of system software is launched after resolution of detected faults in previous version. In order to verify resolutions, failed test cases are repeated as retest. On the other hand, in order to verify modifications to be done for resolution of detected faults have not caused unintended effects a subset of previously verified test cases which is named as regression test suite is run. And this cycle continues until successfully running of all test cases at least one time.

In this perspective, regression testing is repeating a subset of test cases that are previously verified based on impact analysis.
2.1.3 Regression Test-Selection: As a Multi-objective Optimization Problem

Optimization can be described as finding the best solution from a set of available alternatives based on determined criteria. According to the number of criteria, optimization process can be classified as single objective optimization or multi-objective optimization. In single objective optimization, selection is done based on only one criterion and it does not need user decision. On the other hand, multi-objective optimization tries to balance many and possibly conflicting criteria and it needs user decision to prioritize criteria.

Regression test-selection process try to reduce the cost of test suite to be executed while satisfying the testing criteria. Most of the regression test-selection related studies focus on code coverage criterion but there is not a certain correlation between code coverage and fault detection [10]. Naturally, there are lots of criteria that can affect the regression test-selection process and generally these criteria are conflicting factors such as execution time and requirement coverage.

In this perspective regression test-selection can be interpret as a multi-objective optimization that is capable of taking into account many conflicting objectives and tries to find the most suitable test suite option that satisfies determined criteria. This approach is firstly proposed in the study of Yoo and Harman [10] with two and three objectives. Then it is extended in the study of Harman [13] which is used as a baseline for this thesis. That study emphasizes necessity of multi-objective approach for regression selection and provides a list of possible regression test-selection objectives. Extended or direct versions of applicable ones from that list are used in this thesis.

2.1.4 Solution Methods for Multi-objective Optimization Problems

In multi-objective optimization problems, finding a point that simultaneously optimizes all objectives of a problem is generally not possible. Therefore, different techniques are proposed in literature to solve multi-objective optimization problem. These techniques can be grouped under two fundamental approaches: Pareto (Posteriori) Approach and Scalarization (Priori) Approach.

Pareto Approach

In Pareto Approach, a group of Pareto optimal solutions are found then one of these solutions is selected based on preferences. Each solution includes a value for each objective function and Pareto optimal solution means a point in which at least one of the objective functions has lower value than other solutions. A graphical demonstration of Pareto approach for a two-objective problem which includes Pareto points and Pareto curve is stated in Figure 3-1.
Computing all Pareto points cannot be accomplished efficiently in many cases especially for the cases that include more than three objectives. Theoretically, finding all Pareto points exactly is possible, but this process needs exponential size computation power.

**Scalarization Approach**

Because of the drawbacks of Pareto approach, a multi-objective problem is often solved by combining its multiple objectives into one single-objective scalar function. This approach is in general known as the weighted-sum or scalarization method. In this approach decision maker chooses appropriate weights for each objectives and multi-objective optimization problem is transformed to a single objective optimization problem by using these weights. After that a solution satisfying these preferences is found as optimization process. Scalarization approach is used for solution of multi-objective regression test-selection problem defined in this thesis.

2.1.5 Optimization Algorithms

There are multiple search based optimization algorithms defined in literature for multi-objective optimization problems. Genetic algorithm is one of them and it is used in solution part of this thesis. Because of that only genetic algorithm is explained in this section. Other search algorithms are out of scope of this thesis.

**Genetic Algorithm**

Genetic algorithm (GA) is a heuristic search based optimization algorithm that imitates the natural selection process [18]. It is generally used to find useful solutions for optimization and search problems. The main goal of algorithm is evolving a population of possible solutions toward better solutions.

GA starts with the creation of a population named as initial population from randomly generated individuals. In each iteration, a new population called a generation is generated by using selection and variation (crossover and mutation) processes of GA. For the selection process of GA,
the fitness value of each individual in the population is calculated and individuals that have better (based on the problem, better means less or more) fitness value are selected from the population. Then variation processes which are crossover and mutation are applied to individuals selected in previous step to form a new generation. This process continues until algorithm reaches its termination criteria which can be a maximum number of generations that are produced, or a satisfactory fitness level for the population. A basic flow diagram of classical genetic algorithm is given in Figure 3-2.
A genetic representation of the solution domain and a fitness function to evaluate it are required to apply genetic algorithm to a specific problem. After creation of the genetic representation and fitness function, a GA starts to initialize a population of solutions and then to improve it with selection, crossover and mutation processes in each iteration.

2.1.6 Data Collection

Data is a collection of numbers and characters which correspond to quantitative or qualitative values of variables. Quantitative data is related with quantities and it is written down with numbers. The main feature of quantitative data is its measurability like height or shoe size. On the other hand, qualitative data is related with qualities of variables which are immeasurable like softness of something.
Data collection is the process of gathering these values and measuring them in order to able to answer research question. In data level perspective, mainly there are four types of data levels: ordinal level data, nominal level data, ratio level data and internal level data. Nominal level data is the data which is used as labels for variables. It is not usable in arithmetic processes. For example; in this research, requirements’ codes and test case cost subtypes codes are nominal level data. Ordinal level data represents a meaningful order for values of a variable. For example, test case execution priority which means the preference of test cases is an ordinal data. It gives the order of values but it does not provide the distance or ratio between values. Internal level data are used to measure any attitude that is gradually ordered. Internal level data is similar to ordinal level but the main difference is that the distance between values of internal level data is same. Ratio level data includes the pure numerical data that can be used in arithmetic processes like sales of a company or expenditure of a company.

**Delphi Method**

There are many data collection methods. Details of these methods are not subject of this thesis. However, Delphi Method which is used in this thesis for data collection is explained in this section.

The Delphi method is a useful way to collect data with consensus of a group of experts. It is a kind of structured communication technique relying on a panel of experts. In this method, experts answer the questionnaires in two or more rounds. Each round, responsible or coordinator person gives a brief summary of current status to provide an environment suitable for convergence to reach a consensus. In empirical study part of this thesis, some of the data is collected by using Delphi method. They are explained in Chapter 5.

### 2.2 Related Work

In this section, existing regression test-selection techniques in literature are scrutinized in two different approaches. In first part, underlying goals of techniques that give direction to selection process are reviewed. In second part, criteria that are used for selection are reviewed.

#### 2.2.1 An Overview of Regression Test-Selection Techniques

Several regression test-selection techniques have been proposed in the literature [4]. Because of the differences in underlying goals, regression test-selection techniques produce clearly different results in test selection process. Based on these differences, regression test-selection techniques can be group in three different families [8, 20-22]:

**Modification-Based Techniques (Selection)**

Modification-based techniques select regression test cases based on different outputs produced by old and new versions of program. In these techniques, tests that will cause the modified program to produce different output than the original program are selected.

Most of the techniques focused on software modifications in subject systems by using source code analysis type methods such as execution trace analysis, data flow analysis and control flow analysis [1, 3, 23-29]. These Regression test-selection methods do not provide a specific structure to be easily applied in another context by software developers and they require quite much effort. If the cost of test selection, execution of selected test cases, and validation of the results is less than
rerunning all test cases, test selection will be practical [4]. This concern is valid especially for large-scale and complex systems that require analysis of interaction between several components and layers. A high-level analysis that correlates code units to test units is more useful for large-scale and complex systems. Besides; source code access may not be possible for all cases and source code analysis based techniques could not be used for those cases.

**Code Analysis-Based Techniques**

Code Analysis based regression test selection techniques aim to find test cases that produce different output for old and new versions of the program by using source code analysis. These techniques require deep and time consuming static analysis in source code to map changes to tests and they are not applicable to large-scale and complex systems. A great number of code analysis based techniques are proposed in the literature. However, limited number of empirical evaluations of regression test-selection techniques are carried out in a real industrial context [8]. Most of the studies employing code analysis in the literature are structured based on below methods.

- **Data Flow Analysis**

  In this technique, test case selection is done based on the examination of data interactions that have been affected by modifications. To find these test cases, definition-use pairs of the variables are analyzed and test cases executing the path from definition to use of the modified variables are selected. An example of dataflow coverage-based regression test-selection technique have proposed by Harold and Sofa [30].

- **Control Flow Analysis**

  These kinds of techniques are structured based on the analysis of Control Flow Graphs (CFG) differences of original and modified program. CFGs for both versions of the program are constructed and execution trace of each test case on these CFGs are recorded and compared. Rothermel and Harold [3] have proposed a control flow analysis technique named as Graph Walk. In this technique, control flow graphs of old and modified program are compared and if any node in control flow graphs of old program is not equivalent to corresponding node in modified program, all test cases that execute mismatching node are added to test suite.

- **Execution Trace Analysis**

  The execution trace of a test case on a program means the execution sequence of program statements that are executed with the test case. In this technique execution traces of test cases for old and new versions of the program are compared and test cases have different execution paths are selected. Orso et al. [31] and Akhin and Itsykson [29] used this technique in their studies. Vokolos and Frankl [32] proposed a tool named as Pythia. That tool uses a slightly different version of execution trace analysis. It keeps a history of the basic blocks executed by each test case and to identify the modified program statements, compares the source files of the old and new versions of the program.

**Requirement Analysis-Based Techniques**

Requirement based techniques aim to find an optimum test set that provides maximum coverage of the affected test requirements with minimum coverage of the irrelevant ones. Affected test requirements mean the requirement group that are affected from modifications, while irrelevant requirements mean ones that are not affected from modifications. Different versions of requirement
coverage based regression test-selection method are used in literature. Chittimalli and Harrold [33] proposed the basic requirement coverage based regression test-selection method in which regression test suite is created by including modification related requirements. Krishnamoorthi and Mary [34], Srikanth et al. [35] and Gu et al. [14] improved that method by using additional factors other than requirement coverage such as irrelevant requirement coverage, customer priority, fault impact and implementation complexity.

For example, selective requirement coverage based regression test selection technique proposed by Gu et al. [14] is structured on maximizing coverage of affected requirements, while minimizing coverage of irrelevant requirements based on a weighting factor. Given the weighting factor \( \alpha \), for a single test case, its fitness criterion (denoted by \( F_j \)), is defined as weighted average of its contribution criterion and futile criterion \( u_j \).

\[
F_j = \alpha \cdot \zeta_j + (1 - \alpha) \cdot u_j
\]

Contribution criterion of a test case is the proportion of affected requirements covered by test case under analysis to the total number of affected requirements. On the other hand futile criterion is one minus the proportion of irrelevant requirements covered by subject test case to the total number of irrelevant requirements.

**Model-Based Techniques**

Model based Regression test-selection techniques are structured based on the design models like sequence diagrams, case diagrams or class diagrams [36]. Changes on these models and their impacts on previously verified test suite are analyzed. For example, UML based selective regression testing strategy proposed by Farooq et al. [37] uses state machines and class diagrams for change identification. Another study uses model based approach was proposed by Gorthi et al. [38]. In this study UML Use Case Activity Diagram is used to analyze impacts of changes and select test cases.

**Minimization-Based Techniques**

Minimization means the identification and elimination of redundant or obsolete elements of a group. Minimization for regression testing means elimination of irrelevant requirements that are not affected by code modifications as much as possible while providing maximum coverage of affected requirements. Minimization based regression test-selection techniques are applicable to a subset of previously verified test cases determined by using a modification-based technique. These techniques rely on finding a subset of test cases that provides the same coverage based on the impact analysis criteria. Qu et al. [39] developed an algorithm that minimize the test suite by maximizing concern requirement coverage and minimizing irrelevant requirement coverage.

**Prioritization-Based Techniques**

The prioritization based regression test-selection techniques are structured based on the sorting of test cases in increasing order according to determined coverage or cost values. Similar to minimization-based techniques, these techniques are applicable to a subset of test cases that are selected using a modification-based technique. These techniques are used especially when testers cannot afford to re-execute all of the selected test cases [40]. Testers select the test from prioritized list based on budget. Regression test cases can be prioritized based on factors such as fault history [41, 42] or customer priority. These factors can also be used as elimination factors for minimization of regression test suite. For instance, a value-driven approach named as PORT (Prioritization of Requirements for Test) has been proposed by Srikanth et al. [43] to prioritize test cases. In this study
prioritization of test cases is done based upon four different objectives: implementation complexity, requirements volatility, fault proneness of the requirements and customer priority.

2.2.2 Single Objective Selection vs. Multi-Objective Selection

Naturally regression test-selection process is an optimization problem and it aims to find best test suite option with regard to some criteria from some set of available alternatives. In real word regression testing scenarios, there are many different criteria that may have impact on effectiveness of a test suite like execution time, coverage, user priority, fault history etc. The use of a single criterion is not enough for regression selection and it may severely limits the fault detection ability of regression testing [44]. Despite this fact, no study was presented that take more than two objectives which mean criteria into account until the study of Yoo and Harman [10] in 2007. All previous studies focus on a single objective or two objectives that can be formulated as a single objective by using a ratio like coverage/execution time.

In the first study of that area, Yoo and Harman [10] use pareto efficient multi-objective regression test-selection approach with two and three different objectives which are execution cost, code coverage and fault detection history. They use three different algorithms to solve the two and three objective regression test selection problem: a re-formulation of the single objective greedy algorithm and two different version of genetic algorithm. In another study Harman [13] emphasize the importance of using multiple criteria in regression selection and provides a list that includes possible regression test-selection criteria. We use that study as the baseline to determine objectives of regression test-selection for the project analyzed in this thesis. Yoo et al [45] adopt the multi-objective search-based test suite selection technique proposed by Yoo and Harman [10] and apply it to an industrial project. Epitropakis et al. [44] performed an extensive empirical study to demonstrate the effectiveness of multi-objective approach for test case prioritization. In that study, three different objectives are considered to prioritize test case: average percentage of code coverage, average percentage of coverage of changed code, and average percentage of past fault coverage.

Because of the limitations of single objective regression test optimization in practice, there is an increasing preference of multi-objective approach in recent studies. But almost all of the multi-objective empirical studies stick in three objectives barrier. And although Harman [13] provides an extensive list of possible cost, value and constraint criteria, almost all of the related studies need source code access. The main aim of this thesis is reducing the cost of regression test suites with using of all possible criteria other than code coverage.

2.2.3 Multi-objective Regression Test Optimization (MORTO) Approach

In real world regression testing scenarios, testers face many different objectives and some of them are conflicting objectives. Therefore, industrial applicability of proposed single objective regression test-selection techniques in literature is limited [20]. Practical limitations of single objective approach prevent to handle real scenarios. Harman presents a manifesto for this problem in his study of Multi-objective Regression Test Optimization [13]. It proposes to handle regression test-selection process as a multi-objective optimization problem and different than other multi-objective based studies [10, 14, 45, 46] it provides a baseline for regression test-selection objectives. In that study, a list of possible objectives is given in two different groups: Cost based objectives and value based objectives.
Cost-based objectives

A cost objective can be defined as any item for which costs are being separately measured for each individual. The goal of regression selection process is to minimize these objectives.

*Execution Time*

Execution time of test cases is a basic natural criterion for regression testing optimization. Especially for short build cycles, it is clearly a restrictive concern for a tester. For this objective, test cases which have short execution times are privileged. For example, automated test cases usually consume less execution time compared to manual testing. Regression test-selection process should give priority to test cases with lower execution times.

*Test Case Co-maintenance Effort*

This objective means the effort required to update test case after a system modification. Since some of the test scenarios would be inapplicable due to changes. Regression test-selection process should give priority to test cases with lower co-maintenance effort.

*Data Access Costs*

System may need to interact with third parties to obtain data or services. For example, when testing service-oriented systems [47], accessing the systems of a third party may have a price. Because of this additional cost, tester may wish to eliminate test cases that need third party services. Regression test-selection process should give priority to test cases with the lowest data access costs.

*Technical Resources Costs*

Systems may require specific test environment for execution of some test case such as specific-purpose labs, controlled environment. Installation and preparation of this specific test environment requires designated resources that have a non-trivial cost. In order to reduce the cost of regression test suite, consumption of such resources should be reduced, while testing the system as fully as possible. Regression test-selection process should give priority to test cases with the lowest technical resources costs.

*Setup Costs*

Setup cost means the time and effort required for configuration of the certain devices, services, files or other aspects of the system in a particular way before the test execution. However, the set up costs for the test case may be significant in time and other costs. Such set up costs may also introduce dependencies, leading to an interaction between objectives and constraints. Regression test-selection process should give priority to test cases with the lowest setup costs.

*Simulation (stub) costs*

Some sub-systems or modules are expensive to be included directly in testing. Because of that a simulation or simulator for those objects are usually put in place. In these scenarios, implementing a simulation of system behavior may cause a significant cost. If the cost of
simulation can be assessed, it can be used an objective for regression selection. Regression test-selection process should give priority to test cases with the lowest simulation costs.

**Value-based Objectives**

These objectives denote test-related value (benefits) for each test case to be potentially selected for regression test suite. Generally, the goal here is to maximize these values as discussed below.

**Code-based coverage**

There are several code-based coverage features to be used in regression selection, such as branch, statement or mutation coverage. All of such goals reflect the objectives that want to be maximized, because they offer possible benefits in catching defects. Usually, the higher the coverage, the higher the defect detection rate is.

**Non-code-based coverage**

Non-code-based coverage means using system models or requirements as objectives in regression selection process. When compared to code-based coverage, non-code-based coverage objectives have been less used in literature. The reason of this is that models aren't used in software production systematically. If models are used in software production further, they can be used as much as code based coverage in regression test-selection.

**Coverage of modified code**

Covering modified code is an important objective for regression selection. In order to reduce number of test cases while covering as much modified code part as possible, a proper change analysis, control-flow and data-flow analysis should be conducted.

**Coverage of impacted code/modules**

In addition covering the modified code parts, regression test cases also need to cover the code parts or modules indirectly impacted by the changed code pieces. In order to use this objective in regression selection, a systematic change-impact analysis shall be conducted.

**Reachability (activation), infection and propagation of suspicious code**

Covering only faulty pieces of code may not be enough to reveal the defect. As it has been discussed in fault-based testing approaches, regression test cases should also stimulate the program state relating to the fault, and also execute the program lines after the fault such that the infected program state (as the result of the fault) propagated to program output or behavior.

**Covering previously-suspicious or -faulty code**

Using different fault localization techniques, failures found in previous execution of test suites can be used to determine a set of faulty pieces of code and a suspiciousness measure of different lines of code. It would be logical to prefer test cases which cover those faulty or suspicious lines of code in regression test suite.
Fault model sensitive

This objective means the sensitivity of regression testing approach to a fault model. If the subject system has a vulnerability or sensitivity to certain faults, this information can be used in regression test selection process so that those tests that reveal more faults in subject fault category can be primarily selected for regression testing.

Fault history sensitive

Different than the fault model, fault history uses the number of faults revealed by test cases. Prioritizing previously fault-revealing test cases that can be named as "proven performers" is a logical way of regression selection. There are fault history based studies in literature [42, 48, 49].

Human sensitive

There are important stakeholders of testing such as tester, developer, manager or customer. Those stakeholders may have their own opinions on prioritization of test cases based on their experience or feeling. Successful incorporation of test cases preferred by the stakeholders may be an important determinant of acceptance.

Business sensitive

Similar to the human factors, there are also distinctive and measurable objectives that have ability to test business features related to revenue generation or target-market acquisition. These objectives are wanted to use to prioritize test cases.

In addition to cost and value objectives, subject study provides a list of optimization constraints that can delimit the set of objectives. Regression selection process should take into account these constraints.

Precedence

This constraint means the need of execution of some test cases before others. Reason of this need may be a system state or a data level that is required for execution of dependent test case.

Conjunction Constraint

Counter to precedence constraint, some test cases may entail executing another.

Exclusivity Constraint

Different test cases may require the same resource and these tests cannot be performed simultaneously. For example; if a limited service provided by a third party organization is required for both test cases, regression selection process should select only one of them.
**Dependence Constraint**

Execution of a test case may reduce or increase the cost of another. For example, an excessive work which is required for a complex setup process of a certain test case may be reusable by another test case and may reduce the cost of test case.

Such constraints may be soft and they can be used as an objective or hard and they have to be applied directly to selection process. Besides Harman et al. states that “in most realistic regression testing scenarios there will be at least one cost- and one value-based objective, though there may be many others (and also constraints to respected)”.

### 2.2.4 Applicable Approach and Techniques

The project is a large-scale project in acceptance phase in the aviation industry. Existing regression test-selection process totally depends on experience and preference of testers. Regression test scope is determined by mutual agreement of customer and manufacturer test teams.

There are two factors to determine the regression test selection methods for the project. One of them is source code access limitation. Because of this limitation, source code analysis and model analysis based regression test-selection techniques are not applicable to the project. Only requirement analysis based ones from modification analysis based techniques are applicable.

The second factor is the condition of full coverage of affected low level requirements. Prioritization techniques provide a list of test cases sorted based on determined objectives and some of the test cases from this sorting are executed based on time and cost limitations. This structure does not provide specific solutions that meet the full requirement coverage condition.

In order to meet the condition and limitation, a combination of requirement based selection and a minimization technique is determined for the project. Requirement analysis based selection phase guarantees the full coverage of affected requirements while minimization phase tries to find optimum candidate among the candidates emerged from requirement based selection phase based on available objectives.

In addition to these factors, there are multiple cost and value objectives affecting regression test selection process of the project. To use these objectives in regression selection, we focused on Multi-objective Regression Test Optimization (MORTO) approach and decided to apply this approach by using genetic algorithm. Genetic algorithm provides a basis for realization of requirement analysis based selection and multi-objective based minimization techniques.
CHAPTER 3

RESEARCH METHODOLOGY

3.1 Introduction

Because of the direct relation with practice, this study is industry-relevant research, in other words action research. In addition to producing research results and publish them as technical reports [15], action research needs interoperability between practitioners and researchers throughout the entire research process. This feature paves the way for application of ideas to real world problems.

For industry-relevant researches, a seven-step model seen in Figure 2-1 is defined by Gorschek et al [15].

Figure 3-1 A model for industry relevant research[15]
Basic definitions of these steps are:

- **Step 1:** Determine possible improvement areas that mean evaluating existing practices, observing business and domain setting and finding out the demands imposed on industry.
- **Step 2:** Define a Research Agenda based on the prioritized needs determined in first step.
- **Step 3:** Formulate a Candidate Solution together with industry.
- **Step 4:** Conduct Lab Validation means assessing results in controllable environments.
- **Step 5:** Perform Static Validation means presentation of solution to practitioners and get feedback from them.
- **Step 6:** Perform Dynamic Validation means validation of solution in real environment but limited in scope.
- **Step 7:** Release the Solution means continuing with the actual implementation of model after evaluating the results from the static and dynamic validations.

In this study, we followed a tailored version of this model and attempted to realize these steps by using methodology defined in this chapter.

This chapter describes the research methodology of the thesis. It explains the research setting, research approach, research objectives and a suitable research methodology. Additionally, validity and reliability of the methods and the research limitations of the project are described.

### 3.2 Research Setting

This empirical study was applied to a large-scale project which has 2000 KLOC (Thousands of Line Of Code) in an unnamed company (details cannot be disclosed for confidentiality purposes). The project comprises of four Hardware Configuration Items (HWCI) and eight Computer Software Configuration Items (CSCI). HWCIs include 17 major hardware components. CSCIs include 63 major Computer Software Components (CSC). The functionality of the system is defined by 935 system requirements and these requirements are verified by 54 different test cases.

The project is in acceptance phase and acceptance tests are conducted with participation of contractor and customer test teams. Customer side of subject project is a government defence organization. A test group is assigned to attend acceptance tests and this group is authorized to determine the regression coverage of each software build. On the other hand, contractor is a large defence company and its expertise spans in a broad range of products in defence. It has a specific test and evaluation directorate that support lots of different projects and their expertise covers a wide range of areas, including flight and ground testing of products, as well as laboratory testing. For all four areas of CMMI level assessment, the company has achieved Level 5 ratings: software and systems engineering, integrated product and process development, and supplier sourcing. As a result of having CMMI Level 5 rating, all test phases are conducted in a high level standard.

For the subject project, there is an independent testing group in the company. Additionally, another inter-projects group specialized in specific tests support subject project. The test group itself consists of several test teams, partitioned by the type of subsystems under test. All of the test activities conducted with participation of customer test team are black-box testing, since customer does not have source code access. Regression test selection process is conducted manually by evaluating affected requirement list and cost of the test cases based on the experience of test teams.
3.3 Research Approach

In this study, quantitative approach is used in which quantitative data is generated and processed. All required data to answer the research questions are collected and generated in quantitative form or transformed to quantitative form and processed in this form.

3.4 Research Objectives

The main aim of acceptance tests is successfully completion of all test cases. However, many test faults are detected during testing. After detecting a considerable amount of test failures, a new software build is submitted. In order to make customer side sure that software changes do not affect previously verified functionalities; contractor test team provides a list of possibly affected low level requirements and proposes a regression test suite based on their analysis and experience for each software build. After the evaluation of list and proposed test suite, customer test team who has no source code access and who does not have enough detailed information about software may accept the proposed test suite or may request adding some other test cases to it. Generally this process causes long discussions about size of the regression test suite. While contractor test team tries to minimize regression test suite because of the time and cost limitations, customer test team have tendency to maximize the number of the test cases to be on the safe side.

Both test teams are keen to improve regression test-selection practices to establish a systematic and cost-efficient regression test-selection process by using multiple cost and value objectives. In order to meet request of both test teams, solution method should cover all of the affected requirements and should provide multi-objective test selection.

Based on this analysis and motivations, the objectives of this study are to:

- Identify and describe the factors that affect regression test selection
- Determine an applicable and suitable solution and
- Specify the improvements provided by solution

3.5 Research Design

The research design is the overall plan or methodology of researcher to obtain answers to the research questions. Research methodology of this study is visualized in following diagram.
Project overview – issue definition: In this step of methodology, existing processes in the project are reviewed and issue and challenges related with regression test selection process are defined. Limitations, constraints and objectives that will be part of solutions are determined with technical assessments and stakeholder input. Fundamentally, it is decided to find out a cost-efficient solution that meets the limitations, constraints and objectives of the project.

Literature review: Based on the issue definition, regression test selection approaches and techniques proposed in literature are reviewed. Advantages and disadvantages of them are analyzed and applicable ones are specified.

Determination and customization of solution: In this step, suitable and applicable methods and techniques that meets the requirements of issue are determined with participation of practitioners. A solution approach is determined and a general solution is organized by using these methods and techniques. Then, determined solution is specifically customized based on the limitation and constraints of the project.

Realization of solution: This step includes the determination of algorithm structure and implementation environment that will be used for realization of solution and implementation of solution. In order to make these decisions, applicable algorithms and implementation environments are analyzed and applicable algorithm and implementation environment are selected. Then solution is implemented by using this structure.

Data Collection and application of solution: Required data is collected in two different ways. One of them is reviewing existing documents that were created in scope of the project. These documents are test procedures, test record sheets, test reports, system specification definition documents and fault database. Most of data is obtained by using these documents. Second way of data collection is decision making meeting with participation of stakeholders. Objectives, weight of objectives, transforming of nominal level objectives data to rate level data which can be used in
calculations and some of the objectives’ data are determined in these meetings by using Delphi method.

Tuning of solution: In order to reach optimum results in optimum time frame, determined parameters of implemented algorithm are specifically tuned by using project data. This tuning process includes two different parts. In first part, each parameter analyzed separately by using a value range proposed in literature. In second part, combinations of best parameter values are analyzed and best combination is determined after a number of executions.

Evaluation of solution results: In line with the aim of the study, cost efficiency of the solution is evaluated by comparing with the existing regression test selection method and another regression test selection method proposed in literature. Comparison is done in different cost aspects of regression test selection.

This methodology can be applied to similar projects by using below flow chart. This flow chart gives the project specific processes of the proposed solution.

3.6 Validity Threats

The validity of a research indicates the reliability of the results in accuracy and objectiveness aspects. [66]. In scope of this research, except some part of data collection whole process is conducted by using quantitative approach in which quantitative data is generated and processed. On the other hand, some of required data is determined in decision making meeting by stakeholders. Subjectiveness of this data is the most important threat for validity of this research. In order to mitigate this threat, data collection process conducted in decision making meetings is done by the field specialists who have at least five year experience in project. Additionally, this process is conducted by using Delphi method. The Delphi method is a reliable way to collect data with
consensus of a group of experts. In this method, experts answer the questionnaires in two or more rounds. This structure mitigates the threats of subjectiveness of data.
CHAPTER 4

DEVELOPMENT OF AN OPTIMIZATION ALGORITHM FOR MORTO

MORTO provides a flexible regression test-selection structure for different kinds of software projects. Based on different combinations of cost, value and dependency objectives, MORTO can be operated as a source code analysis technique or a high-level technique such as requirement analysis based technique or combination of both.

4.1 Choice of the Optimization Methodology: Genetic Algorithms

MORTO approach fundamentally proposes resolving regression test-selection process as a multi-objective optimization. Multi-objective optimization means optimization more than one objective simultaneously [50]. Classic linear algorithms solve multi-objective optimization problems by trying every possible solution and this requires quite much effort. NP-hardness in this computation makes heuristic search algorithms the only viable option for most of the complex optimization problems [51]. Solution produced by a heuristic algorithm may not be the best of all the actual solutions but heuristic algorithm would produce this solution in a reasonable timeframe.

There are several heuristic search algorithms defined in literature. The most common ones in these algorithms are genetic algorithm, simulated annealing, tabu search and ant colony [52]. Because of its scalability and flexibility [18], and because it has been widely used in the Search-based Software Engineering (SBSE)[53], we use genetic algorithm to empirically evaluate multi-objective regression test optimization approach in this study.

4.2 Design of the genetic algorithm

This section describes the components of genetic algorithm that are specifically tailored to solve multi-objective optimization algorithm for regression test-selection. We define genetic representation of solution structure in Section 4.2.1. Constraints determining legal chromosomes are explained in Section 4.2.2. Initial population creation of GA is discussed in Section 4.2.3. The fitness (objective) function is defined in Section 4.2.4. GA variation operators (crossover and mutation) are detailed in Section 4.2.5. And finally implementation of optimization algorithm is explained in section 4.2.6.
As defined in Chapter 2, a number of chromosomes which equal to population size are created in each generation of genetic algorithm. Each chromosome represents a solution for subject problem. And as being in nature, chromosome is a set of genes that represents each independent variable in genetic algorithm. For multi objective regression test optimization, each chromosome represents a set of test cases which means a test suite and each gene in chromosome represents a test case.

In our study, binary representation is used and each independent variable which correspond a test case is represented as a bit which is the classical type of genes. The value 1 means existence of test case in solution, 0 means the opposite. Each solution which correspond a regression test suite is handled as an array of size M vector where M is the total number of test cases. The length of chromosomes which means the number of genes in the chromosomes is fixed and it is equal to the number of test cases that can take place in a solution.

For this study, chromosomes that do not provide full coverage of requirements affected from software changes are not acceptable solutions. Each chromosome generated in genetic algorithm steps should satisfy full coverage of affected requirements. Therefore, we have to ensure that all genetic algorithm steps that produce solutions, initial population creation, crossover and mutation, always satisfy this constraint. In order to do so, full coverage of affected requirements is formally expressed in the context of our GA.

Implementation of this constraint using a traceability matrix is explained in section 4.2.6.

Population size means the number of individuals existing in a population. It is one of the most important parameter of genetic algorithm and determining the population size of a genetic algorithm is challenging. If the number of individuals is less than required, genetic algorithm can perform limited number of crossover and as a result of this only a small part of search space is explored. On the other hand, genetic algorithm may have performance problem if there are too many individuals. The optimal calibration of the population size for a given problem means that there should be a cost-benefit balance between convergence performance and accuracy [54]. In our genetic algorithm, we calibrated the population size using empirical guidelines in Search-based Software Engineering (SBSE) [18, 52, 53, 55]. We discuss in section 5.3 how we actually did the calibration for the case-study project.

Additionally, our initial population generation process ensures that the constraint defined in section 4.2.2 is met. This constraint negatively affects the performance of genetic algorithm, especially initial population creation process. In order to minimize that effect, initial population creation process is modified. A randomly selected test case that has requirement coverage more than average is added to each solution candidate created by initial population generation process.
4.2.4 Objective (Fitness) Function

In each cycle of genetic algorithm, a given number of worst solutions (chromosomes) are removed from population, as specified by crossover ratio, and same number new solutions are added to population to create a new generation. Selection of solutions to be removed is done by applying fitness function to each solution. Objective function, in other words fitness function, is the target function that needs to be optimized. It creates a fitness value which is the evaluation criterion for each solution.

Designing of fitness function is a critical process. If fitness function is not designed carefully, it may have performance or convergence problems (immature convergence or convergence difficulty). In addition to that, designing a fitness function for a multi-objective optimization problem is not as straightforward as it is for a single-objective optimization problem. There are several solution techniques for multi-objective optimization problem. As discussed in Chapter 2, they can be categorized in two groups: scalarization approach that transform multi-objective optimization problems to a single-objective optimization based on the preference determined before optimization process and Pareto approach in which a group of Pareto optimal solutions emerge and the most preferred Pareto optimal solution is selected based on the preference determined after optimization process. Pareto optimality means a balance point in resource allocation aspect in which it is impossible to improve resources usage of one individual without reducing at least one other individual [10].

Both approaches have advantages and disadvantages. Pareto approach may produce better solution than scalarization approach but it needs exponential size computation power based on the number of objectives. On the other hand, scalarization approach is the most preferred approach for Multi-objective approach because of its simplicity but it may not be successful as much as Pareto Approach in finding optimal solution. However, if preferences determined good enough, scalarization approach can reach one of the pareto optimal solutions.

In this study scalarization approach, weighted sum is used to solve the multi-objective regression test optimization problem because there are ten different objectives and pareto approach requires too much computational power than scalarization approach. Fitness function defined below is designed based on scalarization approach and cost and value objectives are transformed to one objective by using the factors that means the ratio of each objective in fitness value. These factors are determined by stakeholders of the projects. The heuristic underlying this is to find the optimum regression test set that minimizes fitness value.

\[
\forall c \in Chromosome: OF(c) = \sum_{\forall g \in Genes} \sum_{\forall o \in Objectives} Value \times factor
\]

**Equation 1 - Fitness Function**

In this formulation, \( OF(c) \) represents fitness function. Input of this function is chromosome and output is real number. In this formula, \( Value \) means the collected data for each objective (value and cost objectives) of each test case (gene) and \( factor \) means the predetermined ratio of related objective in fitness value. The \( factor \) of each objective is defined by stakeholders of the regression
test-selection problem according to their preference. Defined objective function tries to find minimum fitness value. Therefore, factor of value type objectives is negative real number while factor of cost type objectives is positive real number.

### 4.2.5 Variation (Crossover and Mutation) Operators

Crossover and mutation are variation operators of genetic algorithm. Crossover means copying genes from parent chromosomes and creating a child chromosome. There are different crossover methods in literature. Based on results represents by the study [56], multi-point crossover which can be implemented as n-point crossover is used in this study and it is realized as 3-point crossover. Parents of each generation are inputs of crossover function and two children are created from each couple of parents based on randomly selected 3 crossover point as shown in Figure 4.1.

![Figure 4-1 3-point Crossover](image)

Mutation is another variation operator in genetic algorithm that is used to maintain genetic diversity from one generation of chromosomes to the next. There are different mutation implementation methods. Because of the structure of subject problem, bit string mutation is used in this study. In this mutation method, a number of bits determined according to mutation rate in random positions in a chromosome string are flipped as shown in Figure 4.2.

![Figure 4-2 Mutation](image)
In our genetic algorithm, crossover and mutation rates are empirically calibrated by using empirical guidelines in Search-based Software Engineering (SBSE)[18, 52, 53, 55]. Details of case specific tuning explained in section 5.3.

4.3 Implementation of the Genetic Algorithm

Optimization algorithm was implemented by using the genetic algorithm feature of the Matlab Global Optimization Toolbox. This tool provides a basic genetic algorithm structure with a variety of options. Additionally, it provides opportunity to customize each step of genetic algorithm such as replacing existing functions with new ones and by defining new criteria.

In this study, optimization algorithm is structured as two parts: Requirement coverage based selection and multi objective minimization.

Requirement Coverage Based Selection

Requirement Coverage Based Selection part basically guarantees that every solution candidate covers all of the affected requirements. This part is implemented as a constraint function and applied to initial population creation, crossover and mutation processes which are the solution creators of genetic algorithm as a validation statement. So, the constraint is applied to each solution created by the genetic algorithm and solutions that do not meet the constraint are discarded. This constraint increases the execution time of genetic algorithm especially initial population process, because initial population creation process creates candidates solutions randomly and probability of coverage of all affected requirements by randomly created solution is quite low.

Pseudo code of constraint is shown in Listing 4-1.

```
function output = Constraint ( candidateTestSuite, traceabilityMatrix, affectedRequirements )
    coveredRequirements = candidateTestSuite * traceabilityMatrix
    if coveredRequirements contains affectedRequirements
        set output to valid
    Otherwise
        set output to invalid
end function
```

Listing 4-1 Pseudo code of requirement coverage constraint

Candidate test suite created by genetic algorithm, traceability matrix which provides requirement coverage of candidate test suites and affected requirement list created by developers are inputs of this constraint function. The traceability matrix contains which test case covers which high and low level requirements. By using traceability matrix requirement coverage of candidate test suite is found and if candidate test suite covers all of the affected requirements, output of function is set as valid, otherwise as invalid.

Multi-Objective Optimization Based Test-suite Minimization

This part of the algorithm is finding the fittest regression test suite among emerged candidates from requirement coverage based selection part. For this part;
Fitness function defined in section 4.2.4 is implemented and
Existing crossover and mutation functions are modified based on the selected mutation and crossover methods.

**Fitness Function**

In fitness function design defined in section 4.2.4, each objective value except the dependency is multiplied with a determined case specific objective factor. The results are collected in order to calculate fitness value of each gene which corresponds to a test case. Fitness value of a solution is calculated by collecting fitness values of test cases located in the solution and their dependent test cases.

In implementation phase, this process is realized as matrix products. Let M represent the number of test cases and N represent the number of objectives. First of all, an MxN size test case-objective matrix is multiplied with Nx1 size factors vector which includes the factor of each objective and an Mx1 size vector which includes fitness values of all test cases is obtained.

This calculation is done only one time and result vector is used throughout the execution. Then 1xM size candidate solution vector is multiplied with this Mx1 size fitness values vector and fitness value of the solution is obtained. It is the output of fitness function. Pseudo code of fitness function is shown in Listing 4-2.

```plaintext
function output = Fitness ( chromosome, testCaseObjectiveMatrix, objectiveFactors )
    fitnessValuesVector = testCaseObjectiveMatrix * objectiveFactors (one time)
    chromosomeFitnessValue = chromosome * fitnessValuesVector
    set output to chromosomeFitnessValue
end function
```

**Listing 4-2 Pseudo code of fitness function**

**Crossover Function**

As explained in section 4.2.5, the n-point crossover method is selected for this genetic algorithm design and it is realized as 3-point crossover. In implementation, 1xM size parent solution vectors (chromosome) are obtained from existing genetic algorithm structure. In each cycle of crossover function two parent solutions are used as inputs and two child solutions are created as output. In order to realize 3-point crossover, 3 different points smaller than M are determined randomly and parent vectors are divided in 4 parts from these points. First child solution is obtained by combining the 1st and 3rd parts of the first parent with the 2nd and 4th parts of the second parent. Second child solution is obtained by combining the remaining parts of the parents.

Pseudo code of crossover function is shown in Listing 4-3.
function output = Crossover( parentChromosomes )
    for each chromosome couple
        crossoverPoints = randomly selected 3 integer numbers smaller than length of the chromosome
        child1 = parent1(1-crossoverPoint1)&
                 parent2(crossoverPoint1-crossoverPoint2)&
                 parent1(crossoverPoint2- crossoverPoint3)&
                 parent2(crossoverPoint3- end)
        child2 = parent2(1-crossoverPoint1)&
                 parent1(crossoverPoint1-crossoverPoint2)&
                 parent2(crossoverPoint2- crossoverPoint3)&
                 parent1(crossoverPoint3- end)
    end function

Listing 4-3 Pseudo code of crossover function

Mutation Function

As stated in section 4.2.5, bit string mutation method is selected for this genetic algorithm design. In implementation, 1xM size solution vectors (chromosome) which will be subjected to mutation are obtained from existing genetic algorithm. These vectors and mutation rate are used as inputs of mutation function. In each cycle of mutation function one solution is used as inputs and one mutated solution is created as output. If the output does not provide full coverage of affected requirements, output is discarded and process is repeated until to reach an acceptable solution. For mutation, a number of bits determined according to mutation rate in random positions in a solution string are flipped.

Pseudo code of mutation function is shown in Listing 4-4.

function output = Mutation(Chromosomes, mutationRate )
    numberOfMutation = lengthOfChromosome * mutationRate
    for each chromosome
        mutationPoints = randomly selected numberOfMutation numbers smaller than length of the chromosome
        for each mutationPoint
            chromosome(mutationPoint) = bitReverse(chromosome(mutationPoint))
        end function
    set output mutateChromosomes
end function

Listing 4-4 Pseudo code of mutation function

Crossover and mutation rates are problem specific rates and traditionally determining what optimal rates of crossover and mutation are implemented by trial-and-error method [57]. Therefore, determining crossover and mutation rates is explained in parameter tuning section in Chapter 5. Other parameters used in genetic algorithm are given in Appendix-1.
The remaining parts of the genetic algorithm are directly used from existing genetic algorithm structure in Global Optimization Toolbox of Matlab.
CHAPTER 5

EMPIRICAL EVALUATION OF THE APPROACH

This chapter presents the application of genetic algorithm based MORTO explained in Chapter 4 in the industrial project. In this application, regression test suites are determined based on objectives determined by stakeholders among test suite candidates that provide full coverage of affected requirements. Furthermore, genetic algorithm parameters are tuned specifically to improve the performance of algorithm. Details of application are explained in following sections.

5.1 Goal, Research Questions and Metrics

Using the goal template of the GQM approach [58], the main goal of this empirical study is to investigate the current manual regression test-selection process of a large-scale industrial software project and improve regression test-selection by applying the above genetic algorithm-based MORTO approach.

Based on the above goal, following Research Questions (RQs) are raised:

- RQ1: How can the GA be best calibrated to yield the best results?
- RQ2: How much cost improvement does the multi-objective approach provide compared to the previous manual test selection approach and selective requirement coverage method proposed in literature?

These questions focus on providing improvements on existing manual regression test-selection method. RQ1 focus on fine tuning of genetic algorithm for a limited number of genetic algorithm parameters. RQ2 intends to compare two methods and prove the efficiency of multi-objective Regression test-selection method in cost perspective. In addition to manual regression test-selection method, MORTO approach is compared with selective requirement coverage method.

Metrics used to answer the RQs are listed in Table 5-1.
<table>
<thead>
<tr>
<th>RQ</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>- Number of tuned GA parameters</td>
</tr>
<tr>
<td></td>
<td>- Execution time and fitness value</td>
</tr>
<tr>
<td></td>
<td>- Repeatability</td>
</tr>
<tr>
<td></td>
<td>- Convergence efficiency</td>
</tr>
<tr>
<td>RQ2</td>
<td>- Number of regression test cases (test suite size)</td>
</tr>
<tr>
<td></td>
<td>- Affected requirement coverage = Ratio of the number of affected requirements covered by a test suite to total number of affected requirements</td>
</tr>
<tr>
<td></td>
<td>- Number of irrelevant requirements (those which have not a known relation with software modifications)</td>
</tr>
<tr>
<td></td>
<td>- Fitness value</td>
</tr>
</tbody>
</table>

Table 5-1 Metrics used in the empirical study

5.2 Application of MOROTO

In this section, application details of optimization algorithm defined in Chapter 4 are explained step by step and in order to show the efficiency of MOROTO, a comparison between MOROTO, existing regression test-selection process of the project and regression test selection method based on selective requirement coverage [14] is given.

5.2.1 Data Collection

In order to be able to apply optimization algorithm, required and possible data is collected. Different data collection methods are used for this empirical study. Some part of the data is collected directly from existing documents which are not prepared for the purpose of this empirical study or obtained from processing of data located in these documents. Other part is obtained from test team meetings which are conducted for the purpose of this empirical study. Since our approach has two components (requirement coverage based selection and multi-objective minimization), we discuss next the data collection for each of these components.

Requirement Coverage Based Selection

Requirement coverage-based regression test-selection part of solution uses the system requirements and their corresponding test cases, which are accessible by developer and testers [33]. Similar to the practices in many other companies, the company under study uses traceability matrices for associating requirements with test cases. We needed to collect that information to be able to trace the set of test cases which need to be rerun when a set of requirements undergo modifications.

Our requirement coverage based approach used the traceability matrix to derive connections between test cases, high level requirements and additional low level design requirements. It conducts selection process based on connections between these items. In this setting, high level requirements mean system level requirements representing functionalities of system. On the other hand low level requirements mean design level requirements representing the design decisions related with functionality. Due to confidentiality, unfortunately we cannot provide examples of the system requirement or design entities. These design level requirements are created from high level requirements.
For this part, traceability matrix and affected requirement list for each software versions are collected. Both of these data entities are obtained from documents created in the scope of the subject project. Additionally to make a comparison between existing regression test-selection method and MORTO, regression test suites determined with existing process for each software version are collected. It is also qualitative data and obtained from project documents.

**Impact Analysis**

Software Change Impact Analysis is defined as "The determination of potential effects to a subject system resulting from a proposed software change" [29]. In scope of regression selection, it can be used to find test cases that are affected by a set of changes.

Bohner and Arnold [59] classified impact analysis in two different groups: traceability and dependency impact analysis. Traceability impact analysis is a high level analysis and relies on links between requirements, specifications, design elements, and tests. Dependency impact analysis is more detailed (fine-grained) analysis and relies on relationships between parts, variables, logic, modules etc. In the absence of access to source code, dependency impact analysis cannot be conducted.

In this empirical study, Traceability Impact Analysis method is used. For each software version, software changes list and affected low level requirements list are created. Affected low level requirement list is the minimum bound for requirement coverage of regression test suite and it is used for validation of found solutions.

**Traceability Matrix**

Traceability Matrix is the fundamental structure of requirement coverage based selection part of application. It makes the complex relationship between test cases and the two different level requirement groups understandable and usable in regression test-selection process. The relationship between test cases and high level requirement list is many-to-many. On the other hand, the relationship between high level requirements and low level requirements is one-to-many. Traceability matrix provides completeness of the relationship between layers of information to determine the low-level requirement coverage of a test case.

Relational database structure for test cases and high level requirements has already been created in the scope of the subject project by the development team. In order to add low level requirements to traceability matrix, design documents and specifications were analyzed with the help of contractor and customer test teams. Traceability matrix includes 54 test cases and 935 low level requirements. An instance of traceability matrix is shown in Table 5-2.
Test cases, high level and low level requirements are symbolized with combination of numbers, letters and special characters. In order to use that matrix in genetic algorithm, it is transformed to a 54 x 935 (54 refers test case number, 935 refers low level requirement number) verification matrix. There is not any semantic difference between traceability matrix and verification matrix. This transformation just makes possible to use arithmetic operations on traceability matrix data. An instance of verification matrix is shown in Table 5-3. In this matrix, rows represent test cases and columns represent low level requirements (LLR). Matrix provides either the list of low level requirements tested in a specific test case or the list of test cases testing a specific low level requirement. The value 1 means that requirement stated in corresponding column is tested in test case stated in corresponding row, 0 means the opposite.

### Table 5-2 An instance of traceability matrix

<table>
<thead>
<tr>
<th>Test Case</th>
<th>High Level Requirements</th>
<th>Low Level Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>3100x:gs-13-40</td>
<td>Gf-0070c1t3-x</td>
<td>142PX:1</td>
</tr>
<tr>
<td>4000x:gs-13-40</td>
<td>Gf-0074c1t3-x</td>
<td>181PX:0</td>
</tr>
<tr>
<td>4000x:gs-13-40</td>
<td>Gf-0074c1t3-x</td>
<td>185PX:0</td>
</tr>
<tr>
<td>4000x:gs-13-40</td>
<td>Gf-0074c1t3-x</td>
<td>184PX:0</td>
</tr>
<tr>
<td>4500x:gs-13-40</td>
<td>Gf-0083c1t3-x</td>
<td>125PX:4</td>
</tr>
<tr>
<td>4500x:gs-13-40</td>
<td>Gf-0084c1t3-x</td>
<td>194PX:0</td>
</tr>
<tr>
<td>4500x:gs-13-40</td>
<td>Gf-0084c1t3-x</td>
<td>201PX:0</td>
</tr>
</tbody>
</table>

### Table 5-3 Verification matrix

<table>
<thead>
<tr>
<th>Test Case /LLR</th>
<th>125PX:4</th>
<th>142PX:1</th>
<th>181PX:0</th>
<th>184PX:0</th>
<th>185PX:0</th>
<th>194PX:0</th>
<th>201PX:0</th>
</tr>
</thead>
<tbody>
<tr>
<td>3100x:gs-13-40</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4000x:gs-13-40</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4500x:gs-13-40</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Affected Low Level Requirements

Affected low level requirement lists for each version of the System Under Test (SUT) are collected to use for control of requirements coverage of solutions created by genetic algorithm in population creation, crossover and mutation steps. Similar to process done for Traceability Matrix, affected requirement lists were transformed to 935 x 1 vectors to be able to use in genetic algorithm environment. The value 1 means existence of corresponding requirement in the changed requirement set in a given software version, 0 means the opposite.
**Regression Test Suites Determined by Existing Regression Selection Process**

In order to evaluate application of MORTO, regression test suites that were selected by existing regression test selection process used in the project are collected for each software version. They are also transformed to 54x1 vectors to be able to use in genetic algorithm environment. The value 1 means existence of corresponding test case in test suite, 0 means the opposite.

**Multi-objective Optimization based Minimization**

Minimization step is a multi-objective optimization of the possible regression test suites found in requirement coverage based selection step according to fitness value calculated with cost and value factors of test cases. For this part; ten different objectives are used for optimization. Objective data is collected for each test case. Most of objectives’ data is obtained from documents which were previously prepared in scope of project, other part is newly created. Additionally, in order to use objectives’ data in optimization calculations in genetic algorithm some transformation processes are applied to that data. After those processes objectives’ data turn into a 54x10 matrix. Each row of this matrix represents a test case and each column represents an objective. Details of objectives’ data and transformations applied to that data are explained in following section.

**5.2.2 Selection of Objectives (Parameters) for the GA Fitness Function**

As defined in Chapter 4, fitness function is used to evaluate each solution candidate in genetic algorithm and to determine worst and best solutions. Based on fitness value created by fitness function, n worst solutions (chromosomes) are removed in each generation of genetic algorithm and n new solutions are added to population to create a new generation. So, fitness function is the target function to be optimized.

Fitness function design is explained in Chapter 4. In order to apply this design to a specific case, two important decisions need to be made. The first one is determining objectives to be used as inputs in fitness function and the second one is the determining relation between these objectives to decide the factors of inputs and to compute outputs.

**Objectives (Parameters of Fitness Function)**

Most of the objectives used in this empirical study are determined or derived from the objectives defined in section 2.2.3. In order to find applicable objectives for minimization, regression test-selection objectives are evaluated with participation of stakeholders and a list of objectives is determined. Applicability means the availability of required data for subject objective or conformity of objective to subject system. Besides, one of the objectives is new and specific to this study.

Basically, there are two types of objectives: cost objectives and value objectives. In addition to these objectives, there is another objectives named as dependency. This objective corresponds to precedence constraint which is one of the optimization constraints defined by Harman [13]. Precedence constraint means that some test cases have to be performed before others to meet some conditions such as system state and data requirements. In our study, this objective includes test case labels which are prerequisite of another test case.

As defined in study of Harman [13]; based on the structure of specific regression selection problems, any combination of defined objectives and constraints can be formulated as a solution. In this thesis combination of below objectives is used.
For some of objectives (fault history), data has already been available in the project; but for others data is collected (execution time, setup cost) or created (test case execution priority).

**Cost Objectives**

These objectives corresponds the cost associated with each test case. In this study, five different cost objectives were applicable (and thus were chosen):

- Execution Time
- Third Party Cost
- Setup Cost
- Technical Resources Cost (Test Execution Environment)
- Oracle Cost and

Four of the cost objectives are used from the list defined in section 2.2.3. The fifth one, the oracle cost is a new objective.

Other than execution time objective, all cost data is just a label for each value located in each cost objective. This data is not usable for optimization calculations in genetic algorithm. In order to resolve this issue, cost objectives’ data is transformed into unit of execution time which is staff-hour by using a stakeholders-created unification table which includes a factor for each different cost value located in each cost objective. That table is shown in Table 5-4. In decision-making meetings test team estimate the effort required for each cost type in staff-hour scale and factor for each cost type is obtained by using Delphi Method defined in section 2.1.6.

- **Execution Time:**

  Execution time is the time period required for test case execution. All test cases are manual tests and execution time data is collected from test record sheets that include the date, time, and participants’ information. Some of the test cases were run more than one time within the scope of retest or regression tests determined by existing testing process. For these test cases, mean of execution time data is used. Unit of Execution time is staff-hour and it does not need a transformation to use in calculations.

- **Third Party Cost:**

  Third party cost means the service cost procured from third party organizations. In our subject system, some of the test cases require specific services that cannot be provided by merchant or customer. Third party needs for each test case are collected from prerequisites parts of test procedures. There are five different third party services in collected data and names of services are written in Table 5-4.

  Some of third party services are procured by merchant, while others are procured by customer. This separation of procurement is not taken into account.

- **Setup Cost:**

  Setup cost means the effort required for readiness of system to execute the test cases. In subject system some of the test cases require devices, services, files or a specific mode of the system.
This data is collected from prerequisite parts of test procedures by test team. There are three different setup cost types in collected data and they are written in Table 5-4.

- **Technical Resources Cost (Test Execution Environment):**

  For our subject system there are different test environments (software on simulated hardware lab, software on real hardware lab, real system or any combination of these environments) and usage of these environments cause different level costs. Lab installation costs are not subject of this study because installation of labs is done only once.

  There are six (software on simulated hardware lab corresponding SIL, software on real hardware lab corresponding HIL, real system or any combination of these environments) different technical resources cost types in collected data and they are written in Table 5-4.

- **Oracle Cost:**

  Verification of some requirements cannot be completed by successfully execution of related test case. They require analysis of data collected during test. This analysis process cause additional cost other than test execution which is named as oracle cost.

  Oracle cost data is collected from verification part of test procedures. There is only one type of oracle cost and it is written in Table 5-4.

**Value Objectives**

Value means usefulness or worth of something. Value-based objectives mean that any item or subject that provides measurable benefits. In this study, four different value-based objectives are used for regression selection:

- Number of Detected Faults (Cumulative)
- Number of Detected Faults (Last version)
- Faults Priority and
- Test Case Execution Priority

The first three objectives are obtained from fault history of five different versions of project software that are created within the scope of acceptance test period. These objectives’ data is ratio level data and it can be used in optimization calculations in genetic algorithm. The last value objective (Test case execution priority) is created by stakeholder based on the experience obtained from previous test sessions.

- **The Number of Detected Faults (Cumulative)**

  Experience has shown that if the software is developed and upgraded periodically, reemergence of similar faults is highly possible [60]. So fault history of a test case is a value and giving priority to test cases which have detected more faults in earlier stages can be a good practice. In other words, selecting test cases that show better fault detection performance in test history can increase the affectivity of test suite in fault detection context.
Cumulative number of detected faults for a test case is the number of faults detected throughout the acceptance period. It is obtained from fault database.

- **The Number of Detected Faults (Last Version)**

In addition to the cumulative number of detected faults, number of faults detected in last version provides awareness about the recent fault detection performance of a test case. Because of this contribution, it is added as a separate value objective to objective list. It is also obtained from fault database.

- **Fault Priority**

Fault priority, is obtained by analyzing of priority information of faults. There are three priority values defined in fault database: 1, 2 and 3. The value 1 among the priority levels is the most important one. For each test case, previously detected faults are grouped based on priority level. And by applying below formula which is defined in decision-making meetings with consensus of stakeholders, Fault Priority value ($FP$) of a test case is calculated. Number of faults in a priority level is shown as $\#PriorityLevel$.

$$FP = (3*\#1) + (2*\#2) + (1*\#3)$$

- **Test Case Execution Priority**

Test case execution priority value of a test case means its importance in test team’s point of view based on their experiences.

Test case execution priority is created by test team by using Delphi Method for each test case based on their experience and their sight about the power of test case scenario. It is an ordinal level data and there are three priority levels: 1, 2 and 3. The value 1 is the most important one. In fitness value calculations, they are used respectively as 1, 0.66 and 0.33.

- **Dependency**

Dependency for a test case means that another test case is a prerequisite for it. In order to execute a test case, its prerequisite one has to be executed before. So, prerequisite test case has to be added to proposed test suite, if it is not already in the test suite. This objective corresponds to precedence defined by Harman [13].

Dependency data is collected from prerequisite part of test procedures. It is nominal level data and it includes label of a test case. For optimization calculations in genetic algorithm, corresponding value in subject solution vector (chromosome) is transformed to 1. This process adds precedence test cases to solution.

**The Identifications of Factors of Objectives (Ratios of Parameters) in Fitness Function**

As defined in Chapter 4, in this study scalarization approach, weighted sum, is used for solving multi-objective regression test optimization problem. This approach is the simplest method for evaluating a number of alternatives but it is applicable only when all the data are represented in the same unit.
In order to provide unity of cost-based objectives, we use the converting table shown in Table 5.4. This table is created by consensus of test team. Unit of execution time which is staff-hour is used as baseline. Enumeration column represents subtypes of each cost type. It is nominal level data and each number in this column corresponds to a different subtype. For example Technical Resources Cost has six subtypes. Staff Hour Factor column presents the cost equivalence in terms of staff-hour. These factors for each cost type are created by using Delphi Method in decision-making meetings. Effort required for this conversion was not taken into account, because this process is done one time and it can be eliminated. This column provides the ratio level forms of nominal cost objectives’ data.

<table>
<thead>
<tr>
<th>Enumeration Code</th>
<th>Real Value</th>
<th>Staff Hour Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical Resources Cost</td>
<td>1 Lab (Software)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2 Lab (Software + Hardware)</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>3 Lab (Software + Hardware) + Lab (Software)</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>4 Real</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>5 Lab (Software + Hardware) + Real</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>6 Real + Real</td>
<td>48</td>
</tr>
<tr>
<td>Third Party Cost</td>
<td>1 Simulation Support</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2 Technical Support</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>3 Equipment Service</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>4 Flight Service</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>5 Satellite Service</td>
<td>40</td>
</tr>
<tr>
<td>Setup Cost</td>
<td>1 Special Setup</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2 Special Disk Preparation</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>3 Scenario Generation</td>
<td>40</td>
</tr>
<tr>
<td>Oracle Cost</td>
<td>1 Post Test Analysis</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5-4 Unification of cost-based objectives

On the other hand, units of value-based objectives are not suitable to convert staff hour. Three of them are inferred from fault history and other one which is test case execution priority (human sensitive) is created by stakeholders. In order to provide intended weight of all objectives in fitness value calculations, all objectives except test case execution priority are scaled between 0 and 1 by using below formula:

\[
\text{scaledValue} = \frac{\text{Value}}{\text{MaxValue}}
\]

Because units of all cost-based objectives are converted into same unit, \( \text{MaxValue} \) inferred from entire cost data is used for all cost-based objective scaling. For value-based objectives, MaxValue is inferred separately from each objective data. Besides, “Test Case Execution Priority” objective data is structured in opposite way. There are only 3 different level priorities as 1, 2 and 3 in ordinal level and the value 1 is the most important one. So, for that objective data is sequentially transformed into 1, 0.66 and 0.33.

After scaling entire data between 0 and 1, weighting table shown in Table 5-5 is used for calculating fitness value. That table provides the transformation of multi-objective regression test-selection problem into single objective structure. Weight values in this table are created in decision making meeting by using Delphi Method. As done in unification of cost objectives; effort required
for this weighting process was not taken into account, because this process is done one time and it can be eliminated. Weight values of value-based objectives are transformed into negative, because genetic algorithm structure provided by Matlab Global Optimization Toolbox is developed to find minimum fitness value. But, value-based objectives are benefit objectives and the higher the values are, the better it is. By multiplying weight values of value-based objectives with -1, this issue is resolved.

<table>
<thead>
<tr>
<th>Weight</th>
<th>0.1</th>
<th>0.1</th>
<th>0.1</th>
<th>0.1</th>
<th>-0.15</th>
<th>-0.05</th>
<th>-0.2</th>
<th>-0.1</th>
</tr>
</thead>
</table>

Table 5-5 Weighting table

Although dependency is an objective, different than to above nine objectives it represents a test case in fitness value calculation perspective. Because of that, it is handled in a different way. Its representing test case is added to solution by converting its value in solution vector to 1. Therefore number of weighted objectives is nine.

5.3  RQ1-Empirical Tuning of the Genetic Algorithm

5.3.1  Tuning of Genetic Algorithm

There are empirical studies [18, 52, 55] in literature show that proper tuning of a GA has a major impact on its performance and finding appropriate parameter values is one of the challenging aspects of tuning a GA. Main components of genetic algorithm are population size, variation operators (mutation and crossover) and the selection operators (parent selection and survivor selection) [61]. In this empirical study, to be able to reach optimum solution in optimum time frame the most important genetic algorithm parameters, population size and variation operators (crossover and mutation rates) are tuned with limited scale experimental comparisons. Genetic algorithm structure provided in Matlab Global Optimization Toolbox has many other parameters that can be tuned. However, because the combinations of parameters increase exponentially in parallel with the number of parameters, a limited number of parameters are used for GA calibration. For other parameters, we used the default values defined by Matlab Global Optimization Toolbox. The list of parameters and their values are written in Appendix-1. In addition to parameter tuning, initial population creation step of genetic algorithm is tuned.
**Population Size**

In literature, there are several studies that suggest adequate population size. For example, De Jong [62] proposed a population size ranging from 50 to 100 individuals. Grefenstette et al. [63] offered a range between 30 and 80 in his study, while Schaffer and his colleagues [64] suggest a smaller population size, between 20 and 30. In this study, algorithm was run 100 times for each population size value start from 5 to 100 with an increasing value 5 for three different cases. Each case means a different regression test-selection problem for different affected low level requirements list. In order to compare scanned area for each population size value, we used mean of execution time and mean of fitness value for 100 runs. Results as execution time and fitness value curves are shown in Figure 5-1, 5-2 and 5-3.

![Figure 5-1 Population size effect on fitness value and execution time – requirement set 1](image-url)
Figure 5-2 Population size effect on fitness value and execution time – requirement set 2

Figure 5-3 Population size effect on fitness value and execution time – requirement set 3
In each figure, there are two curves for each affected low level requirement sets. After analysis of these curves, it is figured out that fitness value converge a minimum plateau after population size 30 and in parallel with population size execution time increases linearly. Based on this analysis, 30, 40, 50, 60, 70 and 80 values are evaluated with combination of other parameter settings in below.

**Variation Operators**

**Crossover Rate**

There is a common usage of crossover rate between 0.5 and 1 in literature. Crossover rate below 0.5 may decrease the fitness quality [57]. As done in population size tuning, same setting is used for crossover rates between 0.5 and 1 with an increasing value 0.02. Results as fitness value and execution time curves are shown in Figure 5.4, 5.5 and 5.6.

![Figure 5-4 Crossover rate effect on fitness value and execution time – requirement set 1](image)
Figure 5-5 Crossover rate effect on fitness value and execution time – requirement set 2

Figure 5-6 Crossover rate effect on fitness value and execution time – requirement set 3
In each figure, there are two curves for each affected low level requirement sets. After analysis of these curves, it is figured out that fitness value remains on a minimum plateau between 0.5 and 0.9 crossover rate values and also these values have no remarkable effect on execution time. Based on this analysis; 0.5, 0.6, 0.7, 0.8 and 0.9 values are evaluated with combination of other parameter settings in below.

**Mutation Rate**

On the other hand, mutation rate should be a low probability in respect to crossover rate. If mutation rate is too high, the search will perform as a primitive random search [57] and genetic algorithm may stall in converging. In literature, there is a tendency to propose quite small mutation rate. For instance, De Jong [62] suggests a mutation rate of 0.001, Grefenstette [63] suggests a rate of 0.01, while Schaffer et al. [64] formulated the expression $1.75 / \lambda$ length (where $\lambda$ denotes the population size and length is the length of chromosomes) for the mutation rate. Mühlenbein [65] suggests a mutation rate defined by $1/\text{length}$. Based on these proposals, each mutation rates between $1/54$ and $27/54$ (this means between 0.01 and 0.5) with an increasing value $1/54$ are executed 100 times ($54$ is the length of chromosome). Results as fitness value and execution time curves are shown in Figure 5.7, 5.8 and 5.9.

![Figure 5-7 Mutation rate effect on fitness value and execution time – requirement set 1](image-url)
Figure 5-8 Mutation rate effect on fitness value and execution time – requirement set 2
In each figure, there are two curves for each affected low level requirement sets. After analysis of these curves, it is figured out that fitness value reaches a minimum plateau after mutation rate 4/54 (0.074) and keep on it throughout analysis space. On the other hand, in parallel with mutation rate execution time increases exponentially. Therefore; mutation rates 4/54, 5/54, 6/54, 7/54, 8/54 and 9/54 (between 0.074 and 0.166) values are evaluated with combination of other parameter setting for tuning.

In addition to these parameters, termination criterion which defines when to stop the search needs to be decided. As it is shown in Figure 2-2 Genetic Algorithm Flow Diagram [19], search process in genetic algorithm is repeated until a termination condition which is the limit of search budget has been reached. Matlab Global Optimization Toolbox provides a number of termination criteria:

- Total number of generations
- Time limit
- Fitness limit
- Total number of stall generations
- Stall time limit
- Stall test
- Function Tolerance
- Nonlinear constraint tolerance
Any of above termination criteria or any combination of them can be used as search budget for application of genetic algorithm. However, termination condition should avoid needless computations and prevent premature termination. In our empirical study, we used combination of stall generations with function tolerance and total number of generations. The algorithm stops if there is not a relative improvement in fitness value more than function tolerance over 20 stall generation or when total number of generations reaches 120. Total generation number limit is decided after analysis of a number of executions. In these executions, it is figured out that almost all executions end without reaching 100 generations and with stall generations limit, 120 generations provide an acceptable search space.

In order to tune genetic algorithm parameter, genetic algorithm is run 20 times for 3 different cases with each combination of below parameter values which are determined based on the individual analysis of the population size, crossover rate and mutation rate parameters. In total 6 x 5 x 6 x 20 x 3 = 10800 experiments are analyzed.

- Population size: 30, 40, 50, 60, 70, 80
- Crossover rate: 0.5, 0.6, 0.7, 0.8, 0.9
- Mutation rate: 4/54, 5/54, 6/54, 7/54, 8/54, 9/54

In these experiments, parameter settings are compared based on fitness value and three specific settings are focused: worst, best, default. The worst combination is the one that give the maximum fitness value out of the 10800 experiments depending on chosen termination criteria. Similarly, best represents the minimum fitness value. The “default” combination is set to 80 for population size, 0.8 for crossover rate and 1/54 for mutation rate. These values are in line with the values commonly proposed in the literature. This default setting values are chosen before execution any of the experiments. Worst, best and default fitness values for three different cases are shown in Table 5-6.

<table>
<thead>
<tr>
<th></th>
<th>Worst</th>
<th>Best</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case1</td>
<td>Case2</td>
<td>Case3</td>
</tr>
<tr>
<td>Population Size</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Crossover Rate</td>
<td>0.5</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>6/54</td>
<td>4/54</td>
<td>5/54</td>
</tr>
<tr>
<td>Fitness Value</td>
<td>2.12</td>
<td>1.48</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Table 5-6 Tuning results

Parameter combination which provides best fitness value is determined as tuned parameter configuration for this empirical study. In this study, for the first case best parameter configuration provides 5% smaller fitness value than worst parameter combination and 9% smaller than default parameter combination, for the second case 13% smaller than default and 3% smaller than worst, for
the third case 30% smaller than default and 13% smaller than worst. In fitness value perspective, tuning process provides limited improvement between worst and best parameter combinations. The reason of this limitation is selecting best parameter values in first step of the tuning that includes individual analysis of parameters. On the other hand, parameter tuning provides a valuable improvement between default and best parameter combinations. Based on this analysis, it can be stated that defining a default parameter setting for all cases is not possible. Genetic algorithm parameters should be specifically tuned for each different case. As a result of this analysis; 40 as population size, 0.7 as crossover rate and 7/54 as mutation rate are determined for subject case study.

**Initial Population Creation Tuning**

Full coverage of affected requirement constraint that is applied to every solution increases the execution time of genetic algorithm especially initial population process. Because initial population creation process creates candidates solutions randomly and probability of coverage of all affected requirements by randomly created solution is quite low. In order to improve execution time performance of initial population creation step of genetic algorithm, a randomly selected test case which has a requirement coverage more than average is added to each solution if it not already in the solution. Performance enhancement gained with this modification is shown in Figure 5.10.

![Figure 5-10 Creation vs ModifiedCreation](image)

In this figure, “Time” shows the execution time of population creation process, “Population Size” shows the number of individuals (each individual means a possible solution) exists in population. Unit of time is second and this data is obtained from 100 runs of algorithm for each population size. Average of 100 runs for each population size is used as time value.

**5.3.2 Assessing GA’s Performance**

As a heuristic search algorithm, genetic algorithm does not guarantee to find the solution that has minimum fitness value (global minimum) and its performance and outputs can vary across multiple runs. Therefore its results need to be validated. For this empirical study, results of genetic
algorithm are validated based on repeatability of GA results for multiple executions and convergence efficiency throughout the generations towards a minimum.

Repeatability of GA results for multiple executions:

Repeatability means the stability and reliability of genetic algorithm results. In order assess the repeatability of genetic algorithm used to realize MORTO, it is executed 250 times and variability of the average or best chromosome’s fitness value is investigated. Descriptive statistics of the fitness values for three different cases are shown in Table 5-7.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Min</th>
<th>Max</th>
<th>Average</th>
<th>Median</th>
<th>Standard Deviation</th>
<th>Fitness Values</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.01</td>
<td>2.28</td>
<td>2.02</td>
<td>2.01</td>
<td>0.03</td>
<td>2.01</td>
<td>%69.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.02</td>
<td>%14.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.06</td>
<td>%11.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.07</td>
<td>%2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.28</td>
<td>%1.2</td>
</tr>
<tr>
<td>2</td>
<td>1.43</td>
<td>1.55</td>
<td>1.43</td>
<td>1.43</td>
<td>0.01</td>
<td>1.43</td>
<td>%77.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.43</td>
<td>%19.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.49</td>
<td>%2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.55</td>
<td>%0.4</td>
</tr>
<tr>
<td>3</td>
<td>0.95</td>
<td>1.24</td>
<td>0.96</td>
<td>0.95</td>
<td>0.04</td>
<td>0.95</td>
<td>%67.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.96</td>
<td>%21.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
<td>%6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
<td>%1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.23</td>
<td>%1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.23</td>
<td>%0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.24</td>
<td>%0.4</td>
</tr>
</tbody>
</table>

Table 5-7 Statistics of fitness values

Average and median values are very close, thus indicating that the distribution is almost symmetric. For the first case, 5 different values; for the second case, 4 different values; for the third case, 7 different values are generated and genetic algorithm reaches the minimum fitness value for most of the runs. This analysis shows that genetic algorithm results obtained in this empirical study are stable and reliable.

Convergence efficiency throughout generations towards a maximum:

In this empirical study, convergence efficiency is the second criterion to assess validation of genetic algorithm results. It is a useful feature to assess the selected mutation and cross-over operators, population size and chromosome representation. In this empirical study; in order to assess convergence efficiency, the number of generations required to reach a minimum fitness plateau is analyzed. Distributions of generation numbers required to convergence for three different cases are shown in Figure 5-11.
The statistics of these generation numbers over 250 runs for three different cases are shown in Table 5-8. The minimum and maximum values are 33 and 95 and for all three cases average generation number is 50. It can be stated that 50 generations are required to converge to the final result. The variation around this average is limited and in worst case genetic algorithm used in this empirical study can reach a minimum fitness plateau less than 100 generations. This number is in line with the experiments reported by Garousi [18].

<table>
<thead>
<tr>
<th>Cases</th>
<th>Min</th>
<th>Max</th>
<th>Average</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>74</td>
<td>48</td>
<td>45.5</td>
<td>7.7</td>
</tr>
<tr>
<td>2</td>
<td>35</td>
<td>75</td>
<td>49</td>
<td>47.5</td>
<td>7.7</td>
</tr>
<tr>
<td>3</td>
<td>38</td>
<td>95</td>
<td>52</td>
<td>50</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Table 5-8 Statistics of generations required for convergence

5.4 RQ2-Improvement in regression test cost

This section of thesis responses the second research question of the study and in order to show the cost improvement in regression test-selection process a comparison between existing manual regression test-selection approach and genetic algorithm based MORTO is provided in test suite size, affected requirement coverage, irrelevant requirement coverage and fitness value perspective. Also MORTO is compared with another regression test selection method proposed in literature, selective requirement coverage based regression test selection [14], in test suite size, affected requirement coverage, irrelevant requirement coverage fitness value and execution time perspective. This method was chosen because the main constraint for regression test selection process of the project is source
This method is a high level method which does not need source code access and all data required for this technique is available to compare. It is realized by using genetic algorithm and 0.5 is used as weighting factor ($\alpha$) explained in section 3.2.

In order to demonstrate efficiency of application model of MOROTO; test suites selected by subject approach are compared with the test suites selected by manual regression test-selection process currently used in subject project and test suites selected by the selective coverage based regression test selection method proposed by Gu et al. [14]. Comparisons are done for five different version of project software configuration. Due to improbability of executing regression test suites found by application model of MOROTO and selective requirement coverage method, fault detection based comparison cannot be done. The reasons of this improbability are the change on acceptance period of project and close down of the software-in-the-loop (SIL) and hardware-in-the-loop (HIL) laboratories as a result of management level decisions. However, scenarios of test cases that are proposed by MOROTO are reviewed and it is manually confirmed that all test faults detected during execution of manually selected regression tests can be detected by MOROTO-proposed test cases.

For all of the regression selection processes, covered requirements are separated into two groups as affected requirements and irrelevant requirements. The first group contains the affected test requirements which have a relation with modifications; the second group contains the irrelevant test requirements which have not a known relation with modifications. Relations between affected requirements and code modifications are defined by developers. Ideally all of the affected requirements should be covered by proposed regression test suites, while the irrelevant test requirements should be covered at minimal level. But it is hardly possible to cover all affected requirements by using manual test selection method, because it is an np-complete problem and it needs a non-deterministic algorithm for solution. Both selective requirement coverage based regression test selection method proposed by Gu et al. [14] and application model of MOROTO structured in this thesis provide heuristic search-based solutions.

5.4.1 Evaluation of the resulting test suite

Each affected low level requirements list is used as a feasibility criterion (selection) in application model of MOROTO and fittest test suite (minimization) according to fitness value for each build is found by genetic algorithm based on defined objectives. Because of the feasibility criterion, each test suite provides a 100% affected low level requirement coverage and irrelevant requirement coverage of these test suites are found by using traceability matrix. On the other hand, coverage of affected and irrelevant requirements is used as an objective in fitness value calculation of selective requirement coverage method.

In order to make a successful comparison between three different regression test selection methods, affected and irrelevant requirement coverage of test suites selected by existing regression test selection approach and selective requirement coverage based regression selection method are found also by using traceability matrix. And then test suites selected by existing regression test selection approach and selective requirement coverage method are used as inputs in fitness function of application model of MOROTO and fitness value of each test suite is found.
5.4.2 Analysis of Results

Comparison is done based on the test suite size, affected and irrelevant requirement coverage, and fitness value of test suites selected all three regression test selection methods. Additionally execution times of selection process of MORTO and selective requirement coverage based regression test selection methods are compared. Although test suite size and irrelevant requirement coverage are not direct objectives of proposed solution methodology, they are used in comparison of manual, selective requirement coverage and MORTO methods to provide an overview. Details of comparison are explained in following sections.

Test Suite Size

Test suite size means the number of selected test cases in test suite. Figure 5.12 shows the comparison of three techniques based on test suite size. MORTO provides smaller test case number for three versions of project software than existing regression test selection approach. In one of other two versions, they have same test case number and in last one existing approach provides smaller test case number. On the other hand MORTO provides smaller test case number for two versions of project software than selective requirement coverage method. In one of other three versions, they have same test case number and in other two, selective requirement coverage method provides smaller test case number.

Because test suite is not a direct objective for MORTO and selective requirement coverage method, results may change for different executions. To make an evaluation as to which approach is better, test suite size alone is not enough. It needs to be supported with requirement coverage and fitness value of test suites.

![Test Suites Comparison](image)

*Figure 5-12 Test Suites Comparison*
Requirement Coverage

In this empirical study requirement coverage of five different versions of subject software are compared based on affected requirement coverage and irrelevant requirement coverage of three methods. The results are shown in Figure 5-13 and 5-14. The graphics are provided for illustration and qualitative evaluation. For complete quantitative data, see Table 5-9. This table provides entire comparison data for all software builds.

**Affected Requirements Coverage Comparison**

![Affected Requirements Coverage Comparison](image)

Figure 5-13 Affected requirements coverage comparison
Figure 5-14 Irrelevant Requirements Coverage Comparison

Table 5-9 Methods comparison data
The empirical study results for requirement coverage show that compared with the existing regression test selection approach and selective requirement coverage method, MORTO provides better (full) affected requirement coverage. But because of the total coverage constraint, execution time of MORTO is quite long than selective requirement coverage method especially for affected requirement numbers bigger than 60 as shown in Figure 5-15.

In irrelevant requirement coverage perspective, selective requirement coverage method is the most successful one because irrelevant requirement coverage is used as a direct fitness value objective in this method. On the other hand, MORTO has less irrelevant requirement coverage than existing regression test selection approach for four of software versions. For only one software version, existing regression test-selection approach provides less coverage than MORTO. It is not also a surprise result because irrelevant requirement coverage is not a direct objective used in genetic algorithm. In this study, cost objectives which can be formulated as time and effort are used for optimization. Irrelevant requirement coverage is not

![Execution Time Comparison](image)

**Figure 5-15 Execution Time Comparison**

**Fitness Value**

Fitness function for application of MORTO is defined in section 5.2.2. Fitness values of each test suite of each software build for all three methods are calculated by this fitness function to compare. In this study, fitness value is the one and only determinant for solution selection. Because of that it is the most important factor to compare in scope of this study. It means the cost-benefit value of solutions. For example one of the methods may provide better solutions in scope of test suite size or irrelevant requirement coverage but if cost-benefit values of these solutions are worse than other methods’, that method will not be a good choice in scope of this study.
Figure 5.16 shows the comparison of MORTO with other two methods based on fitness value. In these comparisons, it is seen that fitness values of MORTO are less than other methods. That means minimization part of MORTO provides more efficient test suites than existing regression test selection approach and selective requirement coverage method.

![Fitness Value Comparison](image)

**Figure 5-16 Fitness Value Comparison**

5.5 **Discussions of the results**

The overall goal of this empirical study is to improve the existing manual regression test-selection process of an industrial project with source code access limitation. Most of the regression test-selection techniques proposed in literature are source code analysis based and they are not applicable for subject project. Furthermore, these techniques require deep and time consuming static analysis in source code to map changes to tests and they are not applicable to large-scale and complex systems. Therefore, instead of code based analysis; a faster, high-level analysis is better suited for this study.

From another point of view, most of the regression test-selection techniques presented in literature are structured based on a single objective. However, in real word regression testing scenarios, there are many different criteria that may have impact on effectiveness of a test suite like execution time, coverage, user priority, fault history etc. The use of a single criterion does not answer regression test selection requirements in practice and it severely limits the fault detection ability of regression testing.
5.5.1 Implications for the industrial partners

As a result of these assessments, a customized model of MORTO approach is used for regression test-selection in this thesis. This model comprises of two phases: requirement coverage based regression test-selection and Multi-objective regression test minimization. First phase reveals a set of test suite candidates that provides full coverage of affected requirements by using a traceability matrix. This matrix provides high level and fast analysis of links between requirements and test cases. Second phase of the methodology aims to find optimum set of test cases among solution candidates emerged in first step by using different objectives in genetic algorithm.

In order to demonstrate the effectiveness of application model of MORTO; test suite size, requirement coverage and fitness value results are compared with existing regression test selection approach and selective requirement coverage method for five different software versions in empirical study part of this thesis. From affected requirement coverage and fitness value perspective, MORTO is fairly successful. On the other hand, there are fluctuations in test suite size and irrelevant requirement coverage comparison between methods. Reason of these fluctuations is clear that test suite size and irrelevant requirement coverage are not fitness value objectives of multi-objective minimization phase of MORTO. They can be added as an objective to multi-objective minimization part of solution methodology based on the problem environment for future case studies.

Besides; in this empirical study fault detection is not used as an evidence of effectiveness for MORTO, because running selected test suite for each software version with corresponding software configuration is technically improbable for this study. The reasons of this are explained in section 5.4. This circumstance can be evaluated as a risk of diminishing fault detection rate. However, fault detection performance of test suites proposed by MORTO are manually reviewed based on the faults detected during execution of manually selected regression tests and it is found that for this specific case there is not diminishing risk of fault detection rate. Furthermore; for future studies that will use MORTO as a baseline, fault detection can be used as an evidence of effectiveness.

5.5.2 Implications for the research community

Optimization objectives and features used to demonstrate effectiveness of MORTO are determined based on project specific environment factors and available data. Because of this, drawing certain conclusions for general regression test-selection problems may not be meaningful. But application model of MORTO can be used for any kind of regression test-selection problem with some modifications based on the conditions of problem. For example; if source code access is possible, a source code analysis based modification technique can be used for selection part of model or minimization objectives can be customized based on available data.

5.6 Limitations and threats to Validity

This empirical study is an action research that uses search based optimization for solution method. As the purpose of the study is to apply a tailored version of a technique to an industrial project and show the effectiveness of proposed methodology by comparing with existing process and another regression test selection method proposed in literature. Design method of this study is ‘one factor with two treatments’. Factor is regression selection and the treatments are the proposed solution, other regression selection method and, the existing regression selection method (control
group). Dependent variables for this experimental study are affected requirement coverage and fitness value.

The validity of a study indicates the reliability of the results in accuracy and objectiveness aspects. [66]. In this section, four types of threats to validity are analyzed and discussed based on structure defined by Wohlin et al [66]. Additionally, steps taken to minimize or mitigate these threats are discussed.

5.6.1 Internal Validity

Internal validities mean specifically demonstration of differences made by an experimental treatment/condition and supporting that demonstration with sufficient evidences. In this perspective, this experimental study demonstrates the differences with a two group design in which one of the groups is exposed to a treatment while other one which is a control group is not exposed to the treatment. In order to realize the effects of treatment, both groups are tested similarly and results are compared.

Existence of a control group mitigates most of the internal validity threats (history, maturation, testing, statistical regression, selection, mortality). On the other hand, there are two possible threats to internal validity in this experiment: Poor parameter setting and lack of discussion on code instrumentation. Poor parameter setting threat is minimized by explicitly explaining selected parameters for proposed solution and for comparison of two regression selection processes. On the other hand, lack of discussion on code instrumentation is minimized by using a ready structure provided by a tool (GA structure provided by Global Optimization Toolbox). Modifications in that ready structure are explicitly explained.

5.6.2 Construct Validity

“Construct validities are concerned with issues that to what extent the object of study truly represents theory behind the study” [66]. In this empirical study, all but one threat to the construct validity are not considered harmful. Exception is lack of assessing the validity of effectiveness measures. For regression test-selection concept, fault detection rate is an important criterion and because of the technical improbabilities, fault detection rate could not be used as an effectiveness measure in this study. The reasons of this are explained in section 5.4.

In order to mitigate this threat, effectiveness measurement is extended as covering test suite size and irrelevant requirement coverage which do not take part as an objective in regression selection process.

5.6.3 Conclusion Validity

Conclusion validity threats are dealt with the relationship between treatment and outcome. Existence of statistical relationship between the parts that are involved needs to be figured out. [67] In conclusion validity perspective, possible threat is “Random heterogeneity of subjects” for this empirical study. As a heuristic search algorithm, genetic algorithm, is used for solution structure, initial population of genetic algorithm is randomly generated. In case of a single run, this random generation may affect the results of heuristic search. In order to mitigate that threat, all experiment is
executed several times for each instance and most important genetic algorithm parameters (population size, crossover rate and mutation rate are tuned for this study.

5.6.4 External Validity

External validity is dealt with generalization of the results of a study. Threats to external validity are conditions that limit our ability to generalize the results of our experiment to industrial practice. As mentioned before, this study is an action research. It presents a solution for a specific industrial problem with specific parameters or settings. However, solution provides a general and flexible structure which is applicable to most of the regression test selection problems by customizing the structure based on limits and constraints of the problems. In order to mitigate this threat, all case specific parameters and tuning processes proposed solution methodology are explained in section 4 and 5.
CHAPTER 6

CONCLUSION AND FUTURE WORKS

6.1 Conclusion

This thesis is an action research on regression test-selection problem of an industrial project. In subject project manual regression test-selection method is used based on test team experience and feelings. Cost and value objectives of test cases are not taken into account in that method and full coverage of requirements affected from modification in the SUT cannot be provided.

Proposed regression test-selection methods in literature are reviewed and because of the source code access limitation and existence of many objectives other than source code-related ones, Multi-objective regression test optimization approach proposed by Harman [13] is found suitable for subject project.

It is structured by using a customized model of Multi-objective regression test optimization approach [13]. Used model for regression selection has two parts realized by using genetic algorithm: Requirement coverage based selection and Multi-objective minimization. First part of the model aims full coverage of requirements affected from modifications and it is realized with a constraint function that is applied each solution candidate emerged in genetic algorithm steps. In order to detect the test suites providing full coverage a traceability matrix that includes the connections between test case, high level requirements and low level requirements is used. This part improves the coverage of affected requirements of existing regression test selection approach.

Second phase of the model aims to find optimum test suite among the solution candidates that provides full coverage of affected requirements. In this phase ten different cost and value objectives are used to select optimum test suite. It is realized by using genetic algorithm which is a search based optimization algorithm. In order to be used objectives’ data collected from project documents or created by stakeholders in fitness value calculations of genetic algorithm, a number of transformation processes are applied to the data. Then all objectives’ data is scaled between 0 and 1 to be used in transformation of Multi-objective structure to single objective structure by using a weighting table. This table is created by stakeholders by using Delphi method. This phase of model improves the effectiveness of regression selection in test suite size and fitness value perspective.

Based on real industrial needs, this thesis has tackled a real life regression selection problem with several conflicting objectives by using MORTO. Application model of MORTO provides a general and flexible structure which is applicable to most of the regression test selection problems by customizing the structure based on specific data (objectives, weighting table, etc.) or tuning process (parameter tuning) of the problems. Basic contributions of this study are:
• A multi-objective formulation of the regression test selection problem by using ten different objectives.

• A customized and tuned genetic algorithm that provide full coverage of the requirements and multi objective minimization of test suites.

• Empirically evaluation of tailored multi-objective regression test optimization on an industrial project with specifically optimized genetic algorithm.

In scope of this thesis, two research questions are answered. The first one is “How can the GA be best calibrated to yield the best results? (RQ1)”. In order to answer this question, basic structure of GA is analyzed and three important parameters that affect the performance of GA are determined: population size, crossover rate and mutation rate. GA was executed several times with different values of these parameters and results are compared in scope of execution time and fitness value. Based on this comparison the most efficient parameters values are determined and used in this study.

The second question is “How much cost improvement does the multi-objective approach provide compared to the previous existing test selection process? (RQ2)”. In order to answer this research question, multi-objective regression test selection method and existing regression test selection process are compared based on test suite size, affected requirement coverage, irrelevant requirement coverage and fitness value perspective. Multi-objective regression test selection approach provides better solutions for all software versions than existing process in affected requirement coverage and fitness value perspective. Also in most cases it provides better solution than existing process in test suite size and irrelevant requirement coverage perspective. Because of the technical improbabilities, fault detection rate could not be added in this comparison. The reasons of this are explained in section 5.4. However, MORTO-proposed test cases are manually reviewed and for this specific case a diminishing risk is not detected.

This empirical study is an action research and it proposes a solution to a particular project. Objectives and parameters used in selection are project specific. In this perspective, a direct generalization of solution may not be meaningful. However, solution provides a general structure including two different phases: requirement coverage based selection and multi-objective minimization. This basic and flexible structure can be applied to most of the regression test selection problems by customizing the phases based on limits and constraints of the problems.

In customer organization, this solution will be applied to other projects with existing customization which includes objectives, weights and tuning values. Only project specific data will be collected and used in this structure.

6.2 Future Work

Future work of this thesis may be: (1) Expanding traceability matrix to include connection between source code and low level requirements; (2) Enhancement of genetic algorithm optimization by covering other parameters. (3) Generalizing the methodology to make it applicable for different regression test-selection problems.

Solution methodology proposed in this thesis includes a high level impact analysis by using a traceability matrix. That matrix does not include connection between low level requirements and source code. In future studies, connection between low level requirements and source code can be added to traceability matrix. In that circumstance, requirement coverage based selection phase of proposed solution methodology can be realized by using a source code analysis technique.
In Multi-objective minimization phase of this empirical study, population size and variation operators (crossover rate and mutation rate) of genetic algorithm are tuned with limited scale experimental comparisons. Other genetic algorithm parameters are not tuned in scope of this study. In future work, tuning of genetic algorithm can be extended to cover other parameters.

As defined in section 5.2, application model used in this thesis cannot be generalized with all parameters. In future studies, a more general version of application model can be structured.
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### APPENDIX-1 GENETIC ALGORITHM PARAMETERS

<table>
<thead>
<tr>
<th>#</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PopulationType</td>
<td>'bitstring'</td>
</tr>
<tr>
<td>2</td>
<td>PopInitRange</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>3</td>
<td>PopulationSize</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>EliteCount</td>
<td>'0.05*PopulationSize'</td>
</tr>
<tr>
<td>5</td>
<td>CrossoverFraction</td>
<td>0.7000</td>
</tr>
<tr>
<td>6</td>
<td>ParetoFraction</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>7</td>
<td>MigrationDirection</td>
<td>'forward'</td>
</tr>
<tr>
<td>8</td>
<td>MigrationInterval</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>MigrationFraction</td>
<td>0.2000</td>
</tr>
<tr>
<td>10</td>
<td>Generations</td>
<td>'120'</td>
</tr>
<tr>
<td>11</td>
<td>TimeLimit</td>
<td>Inf</td>
</tr>
<tr>
<td>12</td>
<td>FitnessLimit</td>
<td>-Inf</td>
</tr>
<tr>
<td>13</td>
<td>StallGenLimit</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>StallTest</td>
<td>'averageChange'</td>
</tr>
<tr>
<td>15</td>
<td>StallTimeLimit</td>
<td>Inf</td>
</tr>
<tr>
<td>16</td>
<td>TolFun</td>
<td>1.0000e-06</td>
</tr>
<tr>
<td>17</td>
<td>TolCon</td>
<td>1.0000e-03</td>
</tr>
<tr>
<td>18</td>
<td>InitialPopulation</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>19</td>
<td>InitialScores</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>20</td>
<td>NonlinConAlgorithm</td>
<td>'auglag'</td>
</tr>
<tr>
<td>21</td>
<td>InitialPenalty</td>
<td>10</td>
</tr>
<tr>
<td>22</td>
<td>PenaltyFactor</td>
<td>100</td>
</tr>
<tr>
<td>23</td>
<td>PlotInterval</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>CreationFcn</td>
<td>@th_selectiveCreation</td>
</tr>
<tr>
<td>25</td>
<td>FitnessScalingFcn</td>
<td>@fitscalingrank</td>
</tr>
<tr>
<td>26</td>
<td>SelectionFcn</td>
<td>@selectionstochasticunif</td>
</tr>
<tr>
<td>27</td>
<td>CrossoverFcn</td>
<td>@th_crossover</td>
</tr>
<tr>
<td></td>
<td>MutationFcn</td>
<td>{&lt;@th_mutate&gt; &lt;9/54&gt;}</td>
</tr>
<tr>
<td>---</td>
<td>-------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>29</td>
<td>DistanceMeasureFcn</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>30</td>
<td>HybridFcn</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>31</td>
<td>Display</td>
<td>'off'</td>
</tr>
<tr>
<td>32</td>
<td>PlotFcns</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>33</td>
<td>OutputFcns</td>
<td>&lt;&gt;</td>
</tr>
<tr>
<td>34</td>
<td>Vectorized</td>
<td>'off'</td>
</tr>
<tr>
<td>35</td>
<td>UseParallel</td>
<td>0</td>
</tr>
</tbody>
</table>