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ABSTRACT

UNMANNED AERIAL VEHICLE B ASED VISUALIZATION OF DEEP
EXCAVATIONS USING GAME ENGINES

Teke T ¢r ker
M.S., Department of Civil Engineering

Supervisor: Asst. Prof. DOnur Pekcan

SeptembeR016,82 pages

In the last two decades, the advancements in monitoring tools and groseraf u
information technologies lead to better visualization of construction sites. The
challenge in this field is taevelopan extensively capable tool for safety check,
progress monitoring and quality control. In this sense, Geotechnical Engineers need a
comprehensive understanding of field conditions, which includes topography, soll
conditions, effect of nearby structures, etc. In this study, game engines are proposed
as visualization tools to interact with the site on a virtual environment formed by the
images taken by Unmanned Aerial Vehicles (UAVS). Deep excavations are chosen as
test casewherecatastrophic failuresanbe prevented by taking measures according

to monitoring activities. In addition, reaching to deep levels in the excavations for
qualty assurance is always a challerafethe construction sitélfo overcome such
challenges, UAVs with various sensors are used to capture images of thethite.

study, & photographs inherently lack geometric information and does not provide a
full imagery, Structure IFom Motion and Multi View Stereo algorithms are proposed

to create a highly dense and colored point cloud. As the cloud may not be interactive

enough for inspection, it is further processed through meshing, then imported as a



scene into &irtual world via game engines to provide an interactive environment for
the engineers. The developprbductis successfullytested on two deep excavation
sites located in Ankara, Turkey. Promising results show that the game produces
sufficient details otonstruction and topography, which provides engineers a way to
investigate the excavatioifhe study has immense future possibilities such teat t
developed tool can be employed in educating the engineers, and can be integrated with

the current softwarols to make thermore capable

Keywords: Game Engine, Unmanned Aerial Vehicle, Deep Excavation, Computer

Vision, Photogrammetry.
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¥Z

OYUN MOTORU KULLANILARAK DERKN KAZI LARI N KNSANSI Z
ARACLARI TABANLI G¥R| NT| LENMESK

Teke T ¢r ker
Y¢é¢ksek Lisans. , Knkaat M¢hendi s

Tez Y°neti ci ©nurPektand . Do - . Dr .

E y 12916,82 sayfa

Son yirmi yélda, yapeé g°zet teknolgjlerindeki | er i n
yenil ikl er, I nkaat al anl arénén daha etk
sajl amektér. Bu alandaki zorluk; i1k il er]

konul arénén hepsinde uygul ainkatbiirl eebcielkmegketni

bajl amda, Geotekni k M¢ghendi sl er i de saha
yapél ar én et ki si vb. bil gilere erikeb
duymaktadeér|l ar . Bu -al ékmada, oyurne motor
-ekilen fotojraflar kull anél arak el de e
gersellexktiril mesi amaceéyla kull anél masEée
edi | mesi i -in derin kazeéelar se-ilmiktir.
sahal arda yapeéel an d¢zenld i takip ve dene

kazélarda derin seviyelerde bizzat g°zl el

gé-1 ¢k olukturmaktadeéer . Bu -al ekmada, bal
datul unan bir-ok sens®°r ile donanmék KHA®D
kazéel arén ul akél masé g¢- b°l gelerinde dat
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-al ékxmada, fotojrafl arén dojasé gerefji g e o me

tambi r bil gi ver ememes:i nedeni vyl e, Har eket T
Ger¢negml ¢y Stereo gi bi al goritmalaréen kull an:i
renkl i nokt a bulutl arénén ol ukturul mase °n
denetleme yapabilmek - i n yeterince et kil eki mli ol mame
i K|l enerek nokta ajeée elde edil mik ve bu aj, o
kat el mékt ér. Bu sayede, m¢ghendisler i -in etk
oroén, Anklkair aderiimdleazé sahasénda bakaré il e
bakarél é& sonu-1ar, oyunun, i nKkaat sahaseéends
I -erdiJini ortaya koymaktader ve b°ylelikle
amaceéeyla bir rnyolBwlyuaxltaakmd muxltaicekt e, m¢ghend
hazéerda kull anéelan yazél émlara entegre edile
edi |l emeyecek Dbir -ok olanajé yaratma potansi
Anahtar KelimelerrOy un Mot or u, Kaoe anPDez iildlsaykian z &1 a B

G°r ¢ K¢, Fotogrametr.i
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CHAPTER 1

INTRODUCTION

1.1. Overview and Problem Statement

Visualization plays an importamole in almost all engineering fields. As a matter of
fact, visualizing or seeing something is said to be believing or understanding it. In the
field of Civil Engineering, specifically, visualization is the key word in many stages
of a project, from thedesign to construction. In a typical project, the design is
performed according to the combination of architectural and technical drawings. In
addition to these, there are even mapkmodels for some structures, which are built

in advance. Before the cdnsction starts, visually, almost everything about the
structure to be built is known through its design process. That is the main reason why
Building Information Modelling (BIM) gains popularity every day, as these modeling
tools bring all design inputsiio a single platform for synchronization with the
construction stages. Overall, this leads the engineers to visualize ongoing actions in

the construction area and learn what to do next accordingly.

Continuous increase of population and its density innizea areas and city centers
leads to a growing demand for higke buildings. Especially in areas where the
available space is limited or too expensive, the construction of deep excavations to
build the foundations of these structures is inevitable. Bneyot only necessary to
satisfy geotechnical limitations, but also to create spaces for living or infrastructural

needs. The construction of deep excavation requires continuous monitoring as when it



is constructed or designed poorly, it may lead taainiities of the nearby structures

as well as cause potential danger for the workers inside the construction area.
Especially, unforeseen ground conditions may result in catastrophic failures, which
can be prevented by taking precautions according to dkalts of monitoring

activities.

Conventionally, planning and drawing software are used as visualization tools.
Although many improvements have been added to such tools to visualize the
construction sites better, there is still room for further improvésresthe technology
continuously make progress. In this decade, specifically, -thireensional (3D)
representation of the construction objects using pictures, i.e., obttieiBD spatial
information derivedthrough processin@D imagery is the new chllenge of
visualization studies. For properly doing this, new techniques for visualization based
on images of the construction site are proposed. They are usually developed as a result
of technological advancements in the computer vision field, whichfamesmputers

to gather high level information from digital images or videos. Since the most effective
and accurate visual inspection of a construction site can only be performed through
human eye, i.e., inspection of the site by a supervisor, the teesnagveloped for

construction monitoring need to mimic this action.

In addition to the improvements in digital image processing techniques for
construction monitoring, various image collection platforms with the increased quality
of cameras have shown up the market, which also lead to higher efficiency and
accuracy for the image interpretations at the giteong them emerging unmanned
aerial platform@ppear as a reliable alternative due to various advantages such as being
cheap and easy to operat®mong those platformsUnmanned Aerial Vehicles
(UAVs), also known as drones, are the small, hgbtght flying vehicles controlled

either by a pilot remotely, or autonomously. Endless advancements in the technologies
of UAVs allow them to carry many di@il or analog sensors, which include digital or
infrared cameras, proximity sensors, inertial measurement units, global positioning
system (GPS) units. With these additions, UAVs can be used in many different

platforms ranging from natural disaster monitgrand orthomosaic image generation



for large populated areas to even live broadcasting of sports games. As a result, the use
of UAVs at the construction sites have become almost inevitable nowadays.

Among the visualization toolased for civil engineenig projectsfinding the good
onesthat providethe ability toview 3D information in a proper environmeahd at a
low costis achallenge Engineersare often required tavork with graphic intenive
modelsdeveloped usingosty commercial softwareA cost free alternative of such
software can be game engines, which arérimeworls that optimize the connection
between the graphical hardware and the softwidreyare used to create visually rich
and highly interactive virtual environments witie needof lower processing power.

Computergamessince their inventionrh ave been the fidometmi es o,
want their children tdosetime askids spend endless hours with games due to their
visually rich and intriguing naturén the old times, thigddea mighthave madeense

as parents could find more productiakernativesfor the teenagers. However, as

games predominate the entertainment market, scientists have begun to understand that
the games can legfectively used aa tool for educational pposessincemany people

love playingthem Through a computer game, knowledgansfersor sharing
experiences in a virtual environment is quite possibl@ther words,fithe game is

designed and built realistically, plagemay get a chance to experee real life
scenarios, whiclallow living in those environments virtually, i.enithout actually
Apaying the priceo. Therefore, i mpl ement
games can be an extremely powerful tool for visualization and leatnitigjs sense,
construction sites implemented in games can be very good education environments for

engineers.

Within this overview, 3D models of the deep excavation construction sites obtained
using images acquired by UAVs and processed thrgogiputer vsion techniques
can be very helpful. 3D models, whanported intoa game enginéo make them
interactive, are the next generation solutions for visualization of excavation sites to be

used for monitoring the constructions.



1.2. Objectives of the Research

In this thesis, the aim is to bring the recently introduced techniques and tools together
to create an environment for the visualization of deep excavations and to provide
interaction between the user and the environment. While achieving this, the following

objectives are also aimed along the way

1 To produce geometrically correct models of deep excavations, which can
present the deep excavation site accurately and in sufficient details,

1 To offer the engineers an environment where they can visualize the
constuction site interactively,

1 To provide an easy access to areas through UAVs, which are otherwise very
hard to reach,

1 To provide a virtual environment that can run on various platforms including
computers, browsers, mobile phones, etc., which elimina¢edependency of

using a commercial software.

1.3. Scope of the Thesis

This study uses many tools for creating a virtual environment to visualize the deep
excavation sitesl he use of imaging equipmentliimited with theemploymenbf low
costcommercial UA\S only. Midsize or large size commercial ones are not included
in this study, the use of which is very expensive. In additidher tools such as
satellitesregularor professionatameraplaced at fixed positions at the construction

site, which can atsbe used for monitoring, are not considered in this study

Within the framework of creating a virtual environment, many construction sites such
as buildings, dams, bridges, etcan be usedis test casedHowever,only deep
excavationsare selected asam focus of this work as thdyold a special placen
Geotechnical Engineerindjterature and many deep excavations areurrently
performedn developing countriesuch aslurkey.



1.4. Thesis Organization

Considering the objectives of this research anccitpe, the rest of thesis is
organized as followsChapter 2 provides the literatusrk related to visualization,
application of computer vision techniques and the us#?dfs in the fields of
construction safety and progress and health monito@hgpte 3 introduces the
method used in this thesis. Chapter 4 pregéetapplication of the methauh two
deep excavationase studied.imitations of the method and the results @lso
discussed in this chapter. Chadiqarovides the summary and conclusoogether
with thefuture studieselated to employed method, monitoring of deep excavations

as well as UAVSs.






CHAPTER 2

LITERATURE REVIEW

This chapter presents the background work performed in the area of agaaliz
considering engineering applications. The development of a game using images
obtained with UAVs for the visualization of deep excavations require good knowledge
on (i) Geotechnical Engineering field, (ii) the operation of UAVs, and (iii) Game
Engines Only the combination of expertise from those mentioned fields can produce
a good quality work, which can be meaningful for engineers and practitioners at the
site. As the unique part of this thesis is the application of UAVs and Game Engines
into the fidd of Geotechnical Engineering, specifically the Deep Excavations, the

related literature review is given below.

2.1. Monitoring of Construction Sites

The visualization tools are mostly developed by Computer Scientists using the
knowledge obtained mainlyrdm the field of Computer Graphics. The practical
applications of such tools can be seen in various disciplines, such as Medicine,
Agriculture, etc. The penetration of such technologies, however, has been quite limited
in the field of Civil Engineering. Ifiact, the research and practical studies has started
in the area of Construction Engineering and Management in the last decade mostly.
The literature part is therefore limited with those presented in this subfield of Civil

Engineering. The applicability ot the other subfields such as Geotechnical



Engineering, Transportation Engineering, Structural Engineering are now expected to
expand with a gigantic acceleration.

It is essential to ensurihe safety in a construction site fahe workers and the
equipmat. With this idea in mindmanyscientificstudies tried to implement new and
improved computer vision technologies into the apéaconstruction monitoring
including safety related issuéShi & Caldas 2012; Wanegt al. 2015; Ding & Zhou
2013) Among thoseChi & Caldas (20123leveloped a sysm that uses stereo vision
camera to detect objects in thenstruction sitegn accordance with the violations
stated by The U.S. Occupational Safety and Health Administr@@&HA). They
developed thissystem using imagkased object identification andracking
algorithms. In their work they focused on 3 violation types, namely, speed limit
violations, dangerous access violations and close proximity violations. Using safety
rules stated according to violations, they autométegafety risk identificabn for
loading, hauling and dumping operatioang et al. (2015)sed Light Detection and
Ranging known ad.IDAR, LADAR or laser scanningand generategbint cloud data

for identifying safety hazards stated by OSHA regarding -tasefdls, contact of
workers with equipment or other objects. The developed system was used in a case
study where the fall hazardsere identified The detected hazards weused to

generate protective systems such as guardrails, soldier piles, il modds.

Besides safety monitoring, construction sites should also be monitored for progress
and quality control. The workflow of construction monitoring is time consuming,
costly and labor intensiy@&avon 2007)Recently, researchers used stilages, time
lapse images, videos, laser scanners for this (fdakg et al. 2015; EOmari &
Moselhi 2008 Gordon & Akinci 2005; Memarzadeh et al. 2018emarzadeh et al.
(2013)used video frames taken from a construction to detect constructiomeip
and workers in the construction siteéiqure1). Gordon & Akinci (2005)introduced

and validated the feasibility of using LIDAR technologfes construction quality
control purposesisingfive case studies conducted on various construction projects.
Bosche & Haas (2008Bosche et ak2009 and Kim et al.(2013)used lasr scanners

to detect 3D GmputerAided Designobjects in a point cloud in order to monitor the

progress ofconstruction.Similarly, Brilakis et al. (2011)used videogrammetry to



generate 3D point clouds of the construction site progresstuelparvarFard (2009)
used a method that overlays BIM model components on thensdijes taken at
predetermined locations to determine thegaftthe project that are behind schedule,
ahead of schedule and on sched&igiyre2). Zollmann et al. (2014Yyised a similar
superimposing approach usingd3models instead of stilmages. In this work, they
generated-® modelsusingphotos acquired with UAVmistead of lasercanners.

. Ry A \: it M
F:‘: 0.'1'7'23'5‘!&‘,‘ >, F_;‘?** \ ; ; f ‘ '

‘7,539.A ‘55“’;?.’:' U 4:‘ 4 gy [ &
4 . 1.1065 1) = W
4 3 1.014 12776 m—
:

- = it _.;f-;gﬂji_;_'-_" M
el 1= A f}; ;
: \ ot -

Figurel - Detection of Construction Equipment and Workers from Video Frames
(Memarzadeh et al. 2013)
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2.2. Unmanned Aerial Vehicles

A UAV, also called drone, isflying vehiclethat was introduced to eliminate the need
for a pilot UAVs were used fomilitary reconnaissance purposdsring5 0 6 s .
However, they ardeing used outside of their primarily intended military purpose
recently. With the latestdevelopments in UAV systemthey becomeheaper and
more capable systenasid madevailable for public use. Naadays,it is easier for
anyoneto buy a reliable UAV or even build one using ofsurce tools. Moreover,
with the increasing capabilities of the-board GPS systems, most of the UAVs even
support autonomous flight up to some level of freedom. Althoughay still be
dangerous to fly autonomouslyreasonably lovaltitudes, most of these devices do
so with the supervision ofr@mote controlled (RQ)ilot. In dangerous situati@anthe

RC pilot can interrupt the autonomous mission to avbetollusion.
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2.2.1. Physical Characteristics and Sensors

In most general sense, small UAVs can be classified as either fixed wing, or rotary
wingUAVSs( Ei s e nb e i CThefiked wihg.UA\Z 8ad 8akily be distinguished

by their plane like single or multiple fixed wing structuren tbe other hand, rotary

wing UAVS, as their name suggest, consist of singeible or multiple rotors. The

main advantage of fixed wing UAVs over rotary wing UAVS is their range and cruising
speed, since they can naturally glide with their wings andineegmaller rotor with

less power consumption whereas rotary wing systems require bigger and in most cases
multiple rotors that consume power faster. However, this feature gives rotary wing
UAVs higher maneuverability and increased payload capability.Mpesison chart

between these systems is giverTablel.

Tablel - Rotary WingandFixed WingUAV Comparison TabléSenseFly 2015)

Fixed Wing UAVs Rotary Wing UAVs
Projects Mapping Small area mapping
inspection
Applications Rural land surveying Inspection
agriculture, GIS, mining| cinematography, red
environmental, estate, urban surveyin
construction construction, emergenc
response, law enforceme
Cruising Speed High Low
Coverage Large Small
Object Resolution cm per pixel mm per pixel
Take-off/landing area Large Small
Flight High Low

UAVs are guipped with various sensors, including, gyroscope, magnetometer and
accelerometer to detect 3D orientation (the combination is also chital
Measurement Unitand aGPS sensor for navigation. In addition to theboard
sensorssome UAVs also indde visionpositioning system, which makes use of a
low-resolution camera directed to the ground to detect small movements at low
altitudes, and a sonar system to detect altitude in areas whersm&i38rementare

inaccurate With that UAVs are even capabof automatically avoiohg collusions in

11



either autonomous or pikaontrolled flights. Moreover, they can be equipped with
different payloads such as FuBersorView camera systems, Digital Singlens

Reflex (DSLR) cameras, Infrared sensansl LaseScanners. Depending on the size

and weight of the UAV, the range of these payloads can change. For example, most of
the midend commercial UAVs can be equipped with digital cameras wiimage
capture resolution capacityith arangechanging from720pto 4k. However, for the

high-end models, mostly DSLR cameras are used.

2.2.2. UAV Based Applications

Using sophisticated sensars UAVs led to increased number oésearch studies
recently(Siebert & Teizer 2014)These works includarcheological studigsSanders

2015) agricultural applications Gr e near dt%lr 2008; Rokhmana 201%pastal
surveillance( Tur ner et al . 2016; ,Gtuctural lhealhs &
monitoring with crack detectio(Pekcan et al. 2016; Sankarasrinivasan et al. 2015)
landslide monitoring(Niethammer et al. 20123nd disaster scene reconstruction
(Herman 2014)

To provide some examples from these studies,e n z d ° r f f eautlinestthe a |
possible usef UAVS in agriculture as; field trials andsearch, biomass, crop growth
and food quality inspection, precision farming, fungicide reduction, senescence
monitoring of cereals and logistic optimizati@anders (2015oints out the possible

uses of UAVs in virtual heritage creation regarding archeological sifesner et al.
(2016) emphasizes the use of UAVs in pssbrm coastal surveying via integrating

this technology into their regular coastal monitoring program in Australia.

All the abovestudies conducted using UAVs also have something in common, called

photogrammetry. Aerican Society for Photogrammetry and Remote Sensing

(ASPRS) defines photogrammetry as, At he

reliable information about physical objects and the environment, through processes of
recording, measuring, and interping images and patterns of electromagnetic radiant
energy and otASPRS 201h)énrthis mensealdAV photogrammetry
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can be defied as, the use of an autonomous/remotely controlled measurement
platform that includes some form of photogrammetric measurement system such as
camera to gather spatial information of the environnfeBti s enbei CThet al
spatial information generated with UAV pagrammetry can be Digital Elevation
Model (DEM), Digital Terrain Model (DTM), high resolution orthomosaic image or
point cloud.

The first successful use of autonomous UAVs in generation of DTM was accomplished
NEi sermamai @i s col ( EBiguamgkedis CThantnkiathamme?2 0 0 5)
et al. (2019 andNiethammer et al. (2012he acaracy of UAV photogrammetryas

tested with SupeBauze landslide in Fran¢€igure3). In these works, a rotary wing

UAV with 4 rotors, also called a quadcopter, with an on board digital camera was
remotely controlled to acquirB486 airborne photographs. Orthomosaic photographs
and DTMs were generated for whole sliding area (850 x 250 m), with 199
georeferenced Ground Control Points (GC®ere generated using photogrammetry
tools. For orthomosaic generation, a plane imageficatton approach was used and

final processing was done on OrthoVista software. The ortommsagewas used to

detect the movements in the landslide for a period from May 2007 to October 2008.
For DTM generation, a tool called Vision Measurement SygiévS) and an image
matching algorithm called GOTCHA was used. The accuracy of the generated DTM
was tested against a DTM of the same region generated using Terrestrial Laser Scanner
(TLS). The quality of georeferencing assessed around the GCPs wered epouted

0.5 m. The accuracy of photogrammetric DTM was testetbbyparinghe elevation
difference between thBLM and TLS DTM. Theroot mean squaref elevation

difference was reported as 0.31 m although most of the error was due to the vegetation.
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Figure3 - Displacement Analysis on The Toe Region of Stfpanze Landslide
Between May 2007 (Left) and October 2008 (RigNiethammer et al. 2012)

In recent years, several studies were conducted on the accuracy of the DEMs generated

using UAV phaogrammetry Kr g et al . 20 146ugardeta.2d1l6;et al . 2
Siebet & Teizer 2014) Among theseKr § et wsés.a UAVZdldd@hantom 2

Vision+ by DJI (which is also used in this study) to generate 3D model of a surface

mine site in Slovi@a. Then they tested the accuracy of 3D model by comparing it with
thetraditionaltachymetrydata.

2.2.3. UAV Based Photogrammetry

In Siebert & Teizer (2014)a UAV photogrammetry workflow that includes the
planning of the autonomodilght path calledviikrokopter Flight Planning Toolvas
developed. Using this workflow, datgere acquired from a parkingt as test bednd
several other field studies Acquired data wre processed using a commercial
photogrammetry software PhotoscamAgisoft. The results from the test bed slkeolw
that the data generated from UAV deviates from the traditiacalymetrydata with
amean of 0.6 cm and 1.1 cm, in position and heighpectively. Then the feasibility
of the system was tested on real waridl engineering problems. First problem was
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the surveying of a toxic landfill. In this test the economic advantage of the UAV
photogrammetry was emphasized. With the use of this systemsurvey was
completed in nearly 1/3 of the time oR&al Time Knematic RTK) GPS surveying

with a significantly increased data size with 0.03 points/sa 92 points/rh  Next,

two test scenar®were the earth moving operations of a road and-bpged rail
construction projects. In these projectse erros foundin earth volume calculation
compared to RTK GP®erein between 8% and 16%. With the significant increase in
data sizethe earth volumes calculated with photogrammetry can asstorissl the

more accurate onel short,estimating the volumes beforehantlan afastmanner
provides the engineers with an important information regarding the scheduling of the

work.

There are several free or commercial photogrammetry software solutions in the market
(G- rE®r r e z e t. HanMever, all Qhksé )software follow the same
fundamental Structure From Motid8FM) (Ullman 1979)steps The first step is to
detect matching features in images by first, detecting features with a feature detection
algorithm such as SIF{Lowe 2004) SURF(Bay et al. 2008)andFAST (Rosten &
Drummond 2005)etc. and then matching them across all images. Using thashed
features, the camera model parameters and the position and orientation of the cameras
are calculaed with Bundle Adjustment(Snavely et al. 2006)After the camera
parameters are estimated, the point cloud generation is just a simple projection. The
points on a 2D plane with known orientation (features on images) are projected onto
the 3D world. Thefinal calculated point cloud with SFM is generally not
georeferenced and not dense enough. Thereforegsgphints, most software tools

use Multi View SteredSeitz et al. 20063lgorithms to generate a dense point cloud.
Finally, the point cloud is georeferenced either manually using GCP or automatically
if the images have GPS dambedded
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2.3. GameEngines

Game engines atbe software frameworks developed sgeilly for the creation of

video gamesTheyachieve this functionality by incorporatisgme componentich

asa rendering engin@naudio engineaphysics engine and artificial integience (Al).
Rendering engine calculate the graphics seen by the player for each frame of the game.
A rendering engine makeise of the 3[zoordinate datan thegame as well as lighting

and shadows cast by the objects in the environment. Audio enginesttdmelaudio
specific works inthe game. They need tassignspecific sound to objectsand how

the sounddisperses in the game environment. Physics engines responsible for
incorporating the natural physical phenomenon such as gravity, friction, ettheénto
virtually created game world. And lastlg] part of a game is responsible how the
entities with the movement capabilities other than the player itself behave in the game
environment. Game engines optimize these specific components to make usarof cert
hardware in the computdgr example, aendering engine optimize the use of display

hardware while displaying the 3D (or 2D) game environment.

Various game engines are present in the market either commercially or as a freeware.
The list of these enges and their comparison are provided @ble 2. Most of these
engines provide user with sufficient tools to develop an elegant virtual world.
Although their characteristics are slightly different and these differences cartladfect

final choice, familiarity of the developer is still the most important factor when making
decisions about which game engine to use. After all, none of these features cause a
significant change on the results since an engine is merely the platfamutate the
collected datdLi et al. 2015)
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Table 2 - Feature Comparison for Few of The Most Used Commercial/Free Game

EngineqLi et al. 2013)

Unreal Engine| CryEngine Gamebryo Unity3D
Texturing |Basic, Multt |Basic, Muti- | Basic, Multt | Basic, Multk
Texturing, Texturing, Bumpg Texturing, Bumg texturing
Bump mapping mapping
mapping,
Procedural
Lighting Pervertex, Pervertex, Per|Pervertex, Per|Pervertex, Per
Perpixel, pixel, pixel, Pixel
Gloss/Speculal Lightmapping, |Lightmapping
Mapping, Gloss mapping Radiosity, Glos
Lightmapping | Anisotropic maps
Shadows |Shadow Shadow Volumg Shadow Project planar
Mapping, Mapping
Projected,
Shadow
Volume
Special Environmental| Environmental | Environmental |Environmental
Effects Mapping, Mapping, Mapping, Mapping,
Particle ParticleSystems| Particle Systemgq Particle System
Systems, Bil|Bill Boarding,|Bill Boarding,|Bill Boarding,
Boarding, LengLens Flares Lens Flares Lens Flares
Flares
Animation |Forward Forward Forward Forward
Kinematics, |Kinematics, Kinematics, Kinematics,
Keyframe Keyframe Skeletal Keyframe
Animation, Animation, Animation, Animation,
Skeletal Skeletal Morphing, Skeletal
Animations, |Animations, Facial Animations,
Morphing, Morphing, Animation, Morphing,
Animation Animation Animation Animation
Blending Blending Blending Blending

Recently, the terms gamification and serious games are beinmisedligital media.

ARTogether with serious games,

(Dsterdin 204 1)Irethristsenset trese caneepist 0
are being used in the globalvell-known companies such as Google, Microsoft, etc.

gami ficat.i

nor mal expected

to support hheir main business by usirtigese enginem areas such as management,
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administration, marketingJskov & Sekar 2014)Moreover, there are many research
studieson the use of game enginesdifferent fieldssuch as education and training

(Bosch® et al . 2008; Pi | eg arwuituakherikdgey er 2016 ;

(Sanders 2015konstruction resource plannifig et al. 2015) disaster modeling and
preparednes@dierman 2014; Ondercin 2016)

Among the above studies really interesting works exist. For exam@esheabgy, it

is often difficult to visualizehe past forms from theusins found in the archeological

sites. Scaled models are usually used to give perspective to the people as to what
happened in that particular site. However, withdbeelopingcomputer techologies,

it is possible to provide people with an immersive experience of traveling into the past
and see whathoseruins really were through the screen of a computer of a Virtual
Reality (VR) gogglesFor exampleRua & Alvito (2011)created 3D models of a
historical site AThe villa of Casal de
architectural theory or hypothesis to test and analyze these theories or hypotheses for
historical scenarios. The models createdtetaid on the GIS data dhe terrain.The
compound model created at the end was imported into a map editor called The Elder
Scrolls Construction Set(Bethesda Softworks 201&)f a game built on tof
Gamebryo (Gamebase 2016jJame engineThe choice of the game integration
environment was af f e ddeastdyintegratettieaenodelyasa e moé s
map, its high quality graphics engine, physics engine, Al, ease of adding vegetation.
The Al package of theystem made it easy to add easily modified avatars into the
environment, e.g., a guard that defends the villa in the presence of enemies, a slave
that wakes up, works and returns home in the evening, etc. The environment developed
in this study makes itasy for researchers to test any theory that surfaces during their
studies in a visually rich environmei8anders (2015eviews the advancements of

the Virtual Heritage research area over the years. From this research it can be seen that
with the additions of the recemtevelopments in the areas such as UAVs and
photogrammetry, virtual gaming environments prove their usefulness in the use of

archeological fieldwork.

Another interesting work with games engines is in the area of Construction

EngineeringTraditionally, costruction resource planning is done using Critical Path
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Method (CPM). Although CPM is well proven, it is diffictitt detectthedesign errors

and mismatches without properly visualizing the construction environghieat al.

2008) With the recent developments in B8V technologies, softwarna this field
canprovidenecesary tools to use 4D modeling in construction resource planhing.

et al. (2015 eveloped a 4D simulation environment to be used in construction project
planning. In this research game engine called 3DVIA Virtools was usike tothe
resear cher 6s hd engme.l Thggaducedgystem igetshsitetlayout and
construction sequence as two inputs then simulates the construction process. By
changing these inputs, user can determine the best sequence and layout via simulation.
The system thewastested in a casgudy in the construction of extension to a viaduct

in Hong Kong. The simulation was applied to determine the most suitable temporary

steel platform in the construction of the foundations.

Game engines also become populadacationin this field,it is important to provide
thelearner with the enough visual content in order for them to understand the subject
properly.In this sense, game environment not only provides students with a sufficient
visualization, it also providesn opportunity fothem tolearn by their mistakes, which

was recognized as an effective and memorable experience by s{luientd. 2015)
Therefore, game engines are continuously being f@e@ducation and training
purposes(Uskov & Sekar 2014)Wang (2007)developed a game engine based
construction planning framework called Virtual Construction Simulator (VCS) to help
construction engineering students understand the 4D model implementation workflow.
This allows stucents to visualize the construction schedule in the 3D model before
creating the CPM schedule. Iniglstudy, a discontinued game engine called Deep
Creator was used. Unlike regular 4D model workflowhere a ® model and CPM
schedule was used togetherd®ate a 4D simulation, CPM schedwas created
linking activities and objects in the 3D modEigure4). This study shows, seeing the
actual construction schedule happening in the virtual world before applying CPM
helps studestunderstand how changes in the real schedule actually affects the final
CPM charts.

Similar toeducation, training also greatly benefits from enriched visual tBabss ¢ h ®

et al. (2008peveloped a Mixed Reality system that uses virtual reality goggles-and 6
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degreeof-freedom (DOF) pose tracking device to train construction trade workers for
challenging site conditions, such as heights, using a gameemént created with

the commonly used Unity3QJnity 2016)game engine. The combination of virtual
reality goggles and-BOF tracking system makes the training an immense experience
for the trainees by passing real world movements to the virtual world. New
construction tehnologies such as BIM promise many advantages for the construction
companies, however, the real implementers of this technologies are the construction

workers. Therefore, training of the construction workers according to the new

technologiesisalsorequie d. That 6s why this study provide
in this area.
Traditional approach to Virtual Construction Simulator
4D modeling approach

5 3D model CPM 3D model

a schedule
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Figure4 - Traditional 4D approach vs VCS approagiikolic et al. 2011)

Game enginesire also used for disaster modeling and simulatieferman (2014)
developed a disaster scene reconstroctaystem. This system provides first
responders with valuable knowledge and visual cues around the rubble of collapsed
building by accurate 3D models and simulations. In this work, 3D models of a

simulated urban disaster environment called OPP Refereraa@leRBile in Bolton,
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Ontariowere createdThe point cloud of the environment was obtained using a-RGB
Depth sensor mounted on a UAV. The RGBpth sensor is basically a camera system

with aninfrared depth sensor that depicts a depth image and combinids RGB

image. The game engine used in the study was Unity3D engine. The finattprodu
allowed users to use a lighter to further illuminate the environment, make
measurements between selected points, place shoring into the rubble site, and add a

point ofinterest for further inspection and sharing.

Lastly, there are very few studies related to use of Game Engines in Geotechnical
Engineering.Cicekci ¢ al. (2014)developed a solil profile tool, called Profiler 3D,
using a Game Engin@&igureb). In this studya case study was performedotmduce

a 3D appearance of a deep excavation sitedercin (2016used a gamengjine
generated system to model and simulate rockfalls along a railway corridor in British
Columbia, Canada. Theuthormainly focused on simulating the failure behawobr

rock falls and rock slide. The study makes use of previously acquired coarsalnation
coverage DEMs mostly generated with satellite imagery, point clouds generated using
either stationargata collectionsi.e., usinglerrestrial Laser Scanningr aeriallaser
scanning,or helicopter mounted camera based photogrammetric methods. &he fin
3D modelwas a compounthat wasmported into the Unity3D engine. Then several
rockfall scenarios were simulated in the virtual models of the real environments by
dropping rocklike shaped objects in the environment and tracking their movements
along he slope(Figure 6). Finally, the results of the workvere compared with

traditional rockfall modeling toolthatareused in the industry.
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Figure5 - Visualization of Deep Excavation Area in a Game BagCicekci et al.
2014)
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Figure6 - Simulation of Debris Flow on The Slope in The Game Environment
(Ondercin 2016)
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CHAPTER 3

DEEP EXCAVATION GAME USING UNMANNED AERIAL VEHICLES

In this chapter, the steps to ae a virtual environmentor visualizationof deep
excavationto comprehend the details of design and construction using the pictures
obtained from the UAVsareprovided. The generation of a 3D computer game using
the 2D pictures obtained from UAVs gerlgraequires the application of following
consecutive steps; (i) flight planning, (iijjnage acquisition,(iii) point cloud
generation(iv) production of textured mesh and figme engine integratiokVithin

this frame, first, the planning of UAV flightand its details are provided in this chapter.
Then algorithmic aspects of creating an accurate geometric model of the deep
excavation site are discussed here in detail. Later, the technical details for the
integration of the model within the game engiregiven. The options for fine tuning,

i.e., the post processing of the data are provided. Finally, different options for building
the game are given in the end. In the following sections, these steps are explained along

with their applications to deep ex@dions.

3.1. Flight Plan

Due to its practical advantages such as being cheap and easy to use, UAVs have found
a place for themselves in various fields. The recently introduced literature work is
given in Chapter 2 of this thesislthough UAVs areavaileéble for everyoné s u s e

now, the more sophisticated ones may require sdunivledgeabout the use dhe
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radiocontrolled aircrafts as well @@me electronic circuitry experiendagether with

the recentadvancements the computer architecture, thesevites nowevenhave
ontboard computersmakingthem smarterThese smart cbhoard adebns make the
vehicleuser friendlyfor the operator by assisting them during flight. They are capable
of being controlled with nothing but a smartphone. Moreover, sondelne@ven
support preplanned flights sehatautonomous flights can be carried out withthe

interferenceof a human pilot.

As the name implies, construction of deep excavations generally requires reaching to
very deep levels. Some of these excavatadss extend to long distances horizontally.
Although in recently developed UAVSs, including the ones used in this study, it is
possible to plan a flight and fly autonomously, in a deep excavation environment this
may not be possible. Because reaching tdace points in an excavation may
sometimes be dangerous considering construction safety or it may totally be
impossible due to topography. Specifically, for deep excavations, there may be critical
obstacles such as available struts, piles, or other cotistt elements below the
ground surface level, which prevent capturing the details. In addition, the availability
of GPS signals may be extremely limited as the UAV goes deeper, which makes a GPS
assisted autonomous flight impossible. For properly ovempasuch difficulties, the

flight plan for UAVs may need to be carried out very carefully.

A representative flight for UAVs to model the excavation area should be planned
accordingly. While planning the flight, it is important to keep in mind that, isage
taken should have at least 60 % overlap with each other, which guarantees obtaining a
better processing result. The velocity of UAV should be adjusted accordingly.
Generally, the flight paths are chosen as direct ones which should be parallel to the
borders of deep excavation area. When corners are present, the direction of flight
changes rapidly, the control points should be defined there. The accuracy of these
points is dependent on UAVs GPS signal. In addition, the flight should cover the whole
area atan altitude such that UAV should be able to captured$fiee view if the
excavation area has a closed geometry. A representative plan for a typical flight is

given onFigure?. In this figure, the dotted points are the conpahts, which a UAV
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should definitely pass through. Along these points, usuafiyed height flight over
the deep excavatide executed with camera looking directly downwards.

Figure7 - An Example Flight Plandr ImageAcquisition

3.2.  Image Acquisition Through UAVs

In digital image processing, image acquisition is generally referred to as obtaining an
image from a digital source, usually a hardware component designed for taking
pictures. Hardware sources range from a camesigded for daily use to more
sophisticated devices such as action cameras, infrared cameras, and satellites, etc.
Within this context, nowadays, the recent technological advancements halA&\sd

to bemore robustespecially due to their gimbalse. sgecial devices designed to
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stabilize the camera, and as a result, they have started to be used as reliable sources for

capturing images.

UAVO6s are often equi ppe dgonventionhdigitabcanyeras ensor s i
(Table 3). With these cameras, several imagas beacquirel in a small amount of

time. In most photogrammetric studies, the image acquisition is done from a
predetermined pattern amdtitude However,as the construction scene needs to be

importedinto a virtualgameenvironment, a closer lodk the site is essentitd be

able to capture more detaiFor this reason, entering into the field of deep excavation

is inevitable.

In this study, themages were acquired usitwpo differentcommercial LAV systens

called Phantom 2 Visionand Inspire 1 by DJ(DJI 2016) Figure 8 provides the
outlook of these UAVs.The first device Phantom 2 Vision+an older model
developed by the company DiH,aquadcopter fitted with a 14 MP digital camera.
The second model is also a quadcopter, however, it has significantly improved features
such as, better camera, stiffer carfitver chassis, retractable legs to provide better
view for the camera and mamyore. Table 3 gives technical specificatioraf these

UAVSs.

| =
/;ﬁ\

(a) DJI Phantom 2 Vision + (b) DJI Inspire 1

Figure8 - UAVs Used n This Study
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Table3 - Technical Speifications of UAVs Usedn This Study

DJI Phantom 2

Vision+

DJl Inspire 1

Supported Battery

DJI 5200mAnh LiPo
Battery

LiPo 6S High voltage batter

Weight (Battery &

12429 2935¢g

Propellers Included)

_ _ Approximately 25 _ _

Max Flight Time _ Approximatdy 18 minutes
minutes

Max Flight Speed 15m/s 22 m/s

Indoor Hovering None Enabled by default

Diagonal Length 350mm 559 to 581 mm

3-axis Camera
Yes Yes

Stabilization Gimbal

Gimbal Controllable

Range

Pitch:-9 0 0 A

Pitch:-9 0 A t o
N320A

+ 3 (

Camera Effective

14 Megapixels

12.4Megapixels

Pixels
Camera Resolution 438413288 4000x3000
HD Recording 4096x2160p24/25,
1080p30 & 720p
3840x2160p24/25/30
Camera Recording i i i
110A / 85A|94A
FOvV
Communication
500-700m 2 km

Distance Open Area)

In many cases, especially when the excavation is too deep, a flight pattern can easily
miss topographic irregularities. In such situations, to cover the area of deep excavation
as much as possible, flight pattern needs to beugs@adn control of a pilot manually.
As described in the flight plarfirst a fixed height flightover the flight path is

performed with camera looking directly downwards. This kind of flight pattern used
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commonly in mapping purposes, and it provides bédiaesultsThen, UAVis flown

into the deep excavation siteget closeimages of the side walls of the construction
with camera directed at a certain angle to the salgset a better texturevhich in turn
increase the visual quality of the modelcenit gets imported into the game
environmentFigure9 shows an example of pictures taken on the flight path in the

excavation area.

Figure9 - PicturesTaken on the Flight Path in the Excavation Area

3.3. Point Cloud Generation

3.3.1. General Workflow

Detecting the scene information from multiple imades been a challengerf
decadesGathering the scene geometry and camera motion using multiple images is
called Structure fromMotion (SFM) problem.Ullman (1979)proposed a solution to

this problem and stated thedme form dunique scene informatiocan be obtained

from at least three necoplanar viewsLater, many other research studies have further
improved or refined this solutiofCrandall et al. 2013; Tomasi & Kanade 1993; Wu
2013) The general workflow of such solutions to SFM problem is given in Figure 4.
Each step in this figure to obtain the point cloud is explained in the followingsecti
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Feature Extraction |:> Feature Matching |:> Bundle Adjustment

Multi-View Stereo Sparse Point
Cloud

7

Dense Point

Cloud

Figurel0- SFM Workflow

In SFM, depth information can be gathertdoughspecific points called features,
matchedin the viewsof multiple images. Detection of these common features, i.e.,
edges, corners, etc., is anet challenge when solving the SFM probleroiestists
havedeveloped many feature detection algoritltatecing thosedistinctive points in

an image andlescribe them accordingly, which are called descriptor ofplkas.
Among thosealgorithms Scale hvariant Feature TransforSIFT) is the most
commonly used oné_owe 2004) Figure 11 provides an example of detected and

matched features over two images
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Figurell - Feature Matching Among Pictures Taken from Different Views

Having the features matched over multiple images)oation of trese keypointsin

3-D space along with the location and orientation of the camera asvsbtained

Then thelocations of the detected features are corrected iteratively using camera
parametergWu 2013) which is calledBundle Adjustment. At the end of this step
sparse point cloud is generatesishown irFigurel12.

Sometimes, th8D point cloud generatagsingSFM is not dense enolgo be further
used.To expand thénitial matchesand further densify this mesécientists developed
Multi-View Stereo(MVS) algorithms(Furukawa & Ponce ZIB). Among those MVS
algorithms, a special one call€lustering Views for Multiview Stereo(CMVS)
(Furukawa et al. 201@pan be used &fctively, where pintsfrom thesparse cloud are
expanded to nearby positions iteratively to get a denser point Eligquadel3 provides
an example of such a dense point cldDdeated pointloud is then used to construct
3D image ofthe deep excavatiaegion.
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Figurel2- Sparse Point Cloud

Figure1l3- Dense Point Clou@reated with MultiView Stereo
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