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ABSTRACT

SEISMIC PERFORMANCE EVALUATION OF ROLLER COMPACTED CONCRETE GRAVITY DAMS BY PSEUDO DYNAMIC TESTING

Aldemir, Alper
Ph.D., Department of Civil Engineering
Supervisor: Prof. Dr. Barış Binici

August 2016, 254 pages

The energy demands throughout the world have reached a level that could create irreversible impacts on the environment unless an overall energy policy to reduce the energy production relying on fossil fuels is implemented. The apparent effects of global warming enforced countries to take precautions and to set limits on the fossil fuel consumption. Thus, the renewable energy sources like hydropower, solar energy, biomass, etc. have, nowadays, been encouraged to generate electricity. Certainly, dams are excellent options to generate energy from renewable sources. Yet, they also supply fresh water for dwelling or agricultural usage. Unfortunately, the seismic behavior of dam structures has not been unveiled yet due to the complications stemmed from the interaction of dams with their surrounding media, i.e. flexible foundation and water in reservoir, and due to the complex valley geometries, which requires the consideration of higher mode effects. To solve the complex interaction of dam structures, numerous finite element modeling strategies
along with special boundary elements have been proposed in literature. However, the experimental works on dams are constrained with a limited number of shake table experiments. Therefore, in this dissertation, a methodology to adapt pseudo dynamic testing scheme to gravity dam structures is generated.

Firstly, the numerical background on the applicability of pseudo dynamic test to distributed mass system is introduced. Then, this methodology is applied to three different specimens consisting of one conventional concrete (CVC) and two roller-compacted concrete (RCC) with different compressive strengths. The prototype specimen was selected as Melen Dam, the highest RCC dam designed in Turkey and the laboratory specimens have a scale factor of 1/75. Each specimen was tested under the effect of three different hazard level earthquakes consecutively. After the completion of earthquake tests, the capacity curve of each specimen was obtained from a pushover experiment. The experiments show that there were no base sliding and stability problems under the effect of each hazard level for none of the specimens. However, the failure of the second specimen (RCC15) was observed during the pushover experiment caused by a body crack reaching the downstream toe of the specimen.

Secondly, the numerical ability of current advanced finite element techniques to estimate both the overall demand criteria like base shear, tip displacement, etc. and the crack propagations was investigated. In this part, two different strategies were utilized to model the boundary conditions of the dam specimen. In the first method, the base of the dam specimen was modeled as fixed base and base springs were placed under the foundation block of the dam specimen in the second method. The results reveal that no method was successful enough to predict the correct crack pattern of the dam specimens. However, both methods were convincing for estimating the overall demand parameters. Therefore, it is suggested that the overall demand parameters should be utilized while designing the concrete gravity dams.

Keywords: Pseudo Dynamic Test, Gravity Dams, RCC, CVC, Numerical Models, Crack Prediction
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$T_{1s}$  First Fundamental Frequency of Scaled Specimen
TCMA  Turkish Cement Manufacturers’ Association
$u_o$  Horizontal Translation
USACE  United States Army Corps of Engineering
$u_x$  Translational Degrees of Freedom in x Direction
$u_y$  Translational Degrees of Freedom in y Direction
$u_z$  Translational Degrees of Freedom in z Direction
$V$  Base Shear
$v^i$  Velocity of the Associated Degree of Freedom
$V_n$  Velocities at Time Step n
$w$  Unit Weight of Water
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\( \alpha \) Wave Reflection Coefficient
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CHAPTER 1

INTRODUCTION

1.1 General

Societies have struggled to find water resources to maintain their lives since the beginning of civilization. Search of proper and efficient water for usage and energy production has recently become more challenging due to the rise of population and global warming, which necessitates more water storage for both agricultural and energy generation purposes. In addition, the fossil fuel resources have lost their popularity due to their environmental hazard as they release greenhouse gases in the energy production process. Consequently, the clean energy technologies like hydroelectric power plants come into prominence in developing countries with population growth. Evidently, dams are one of the most suitable structures that could serve for both water storage and energy generation.

According to the International Commission on Large Dams (ICOLD), the number of functional dams in its 95 member countries is 57,651 (ICOLD). The interesting fact about this statistics is that 41.4% of the total number of dams are now in China. In this statistics, Turkey is also ranked tenth with its 936 dams. In another statistics presented by the General Directorate of State Hydraulic Works (GDSHW), Turkey has 595 dams having a height taller than 10m. According to GDSHW, the earth/rock fill dams have a large share in this amount and concrete dams prior to 2010 are not the preferred alternative. Number of concrete gravity dams have not increased after 2000; conversely, there is an apparent increase in the number of Roller Compacted Concrete (RCC) and Concrete-faced Rock-fill dams (CFRD). This statistics reveal that, in the last 50 years, clay core rock-fill dams have been preferred by GDSHW for cases where clay stocks exist in a close proximity to the construction site, resulting in economical solutions. Similarly, RCC dams seem to be an attractive alternative with increasing numbers especially after the deregulation law in 2005, which allowed the private sector to build and operate dams and hydropower plants. Both design and construction practices in Turkey have a lot of experience with earth
fill dams. However, the experience in the design and construction of the other alternatives (RCC and CFRD) were quite limited since they have not been built in Turkey before 1990’s.

Lately, RCC dams have gained popularity over the Conventionally Vibrated Concrete (CVC) due to the following reasons: i- this type of construction does not require costly formwork, which reduces workmanship and increases the construction speed with no slump concrete, ii- it has a low water-cement ratio, controlling the heat of hydration of mass concrete, iii- it has large aggregates leading to more economical concrete and iv- it has a reduced heat of hydration due to the addition of pozzalan to the mixture (ACI 207). In Turkey, although there are only 3 functional RCC dams namely Suçatı, Cindere and Çine Dams, several RCC dams are currently being built. In fact, some RCC dams are about to be taken in service or they are well into their construction and design stage. The number of RCC dams around the world before 2009 is more than 250 (Ozcan 2008). Therefore, this dam body type has started to supersede the other dam types.

Naturally, dams are constructed on rivers flowing through large or deep valleys so as to amass water in their artificially created reservoir. As stated by Carter (2008) “Faults crop out as linear features along the Earth's surface and usually provide an easily eroded zone between harder, unfaulted rock, so they can localize narrow linear valleys such as the San Andreas Rift Zone, separating Pt. Reyes Peninsula to the west from mainland California to the east”. Therefore, the probable construction zones for dams usually lie in earthquake-prone regions. For example, 98.6 percent of the dams being constructed in Western China are located in high to moderate seismic hazard zones (Jackson 2012). A similar situation is valid for Turkey, where 90% of the dams are in earthquake prone zones. Thus, there is a serious risk of damage for these facilities that might endanger both the health and wealth of the society. Although dams are prone to earthquake excitation effects, they have usually performed better than the buildings in the last century. A study by Nuss and his colleagues (Nuss et al. 2012) investigated seismic performances of functional dams shaken by earthquakes having peak horizontal ground accelerations (PHGA) of larger than 0.3g. This study presents the observed performance of the selected
concrete dams, including RCC and arch ones, throughout the world (Table 1.1). In this table, it is apparent that one total collapse, namely Shih Kang Dam, has been observed. Also, some dams like the Koyna Dam, the Rapel Dam, etc. lost their functionalities after the earthquake as they had some major cracks in their body and/or some damage in their appurtenant structures. These observations should not make design engineers overconfident of the seismic performances of dams as these huge structures require special attention both at the design and construction stages (Nuss et al 2012).

The behaviour of dams, especially under the effect of seismic actions, is one of the most complicated problems in earthquake engineering. This is because; dams usually rest on flexible foundations and interact with the reservoir water, which necessitates taking the dam-foundation-reservoir interaction into account for determining their seismic behaviour. Furthermore, the compressibility of the water plays an important role considering the fundamental frequency of the reservoir and the dam, which necessitates the use of rigorous analysis techniques in the design process of these special structures. Also, the complex geometry of the valley and the dam necessitate considering the higher mode effects. The crack initiation and propagation on the dam body further complicates the multiphysics problem. Based on these arguments, further research is still needed in the area of seismic response and risk estimation of the dams.

1.2 RCC Dams

By definition, RCC is a kind of concrete having no slump. This property gives the opportunity to place and compact this type of concrete by utilizing usual earth-fill equipment (Mehta and Monteiro 2014). This property speeds up the slow nature of concrete placement. In other words, CVC procedure is composed of concrete placement, consolidation and compaction, resulting in significant labor work. RCC procedure increases the cost-effectiveness of CVC over the earth-fill dams, which are known to be faster-to-build due to the advances in earth-placement and in compaction equipment over the last few decades. RCC combines the advantages of CVC with the easy-to-place property of earth-fill dams. Consequently, RCC has been replacing CVC for mass concrete (Mehta and Monteiro 2014). The idea of RCC is
based on the fact that the unhardened composition should sustain the weight of a compaction device as the placement of this material without formwork is only possible if large amount of compaction energy is transferred to the concrete batch (Mehta and Monteiro 2014). Consequently, CVC and RCC are different in their consistency requirements. Unlike CVC, RCC should adequately be dry to carry the vibrating cylinder for compaction and should have enough water for hydration process.

RCC technology was first utilized in the Tarbela Dam, Pakistan. In this application, more than 2.5 million m$^3$ of concrete was placed between 1974 and 1982 (Klieger and Lamond 1994). In 1996, there were approximately 200 RCC dams completed, under construction or in design stage in the world. Recently, there exists more than 300 RCC dams functional in the USA alone (Nawy 2008). Although RCC was more commonly used in the USA at the beginning, it has become more popular in China, Brazil, Spain, etc. Rolled Compacted Dam (RCD), a different version of RCC, has become more prevalent in Japan. In this construction technique, a shell of at least 3m thickness comprised of CVC is used around a low-cement RCC core. This shell mainly cover the faces including upstream, downstream, bottom and top of the dam body. In a new trend, it is common to use more RCC than CVC in RCD construction. This construction type did not find widespread use in countries other than Japan (Nawy 2008).

Similar to CVC, RCC could be obtained by utilizing any type of cement and cement-pozzolan mixture. However, cement-pozzolan mixtures, i.e. cementitious material, are preferred to reduce the heat of hydration in mass concrete applications. The RCC strength is mainly dependent on the compaction quality and effort, water – cementitious material ratios and the aggregate quality. The construction procedure of RCC is summarized in Figure 1.1 adapted from Uji (2010). It is apparent from Figure 1.1 that the placement of RCC is different than CVC. While placing RCC, the aim is to form a sufficient bond between the successive layers. This goal is generally accomplished by restricting the time between two successive layer placements, which prevents cold-joint formation between the lifts. This precaution is vital for both increased strength and reduced permeation (Ozcan 2008).
<table>
<thead>
<tr>
<th>Dam (completed)</th>
<th>Country</th>
<th>Height (m)</th>
<th>Crest (m)</th>
<th>Earthquake</th>
<th>Dist. To Fault (km)</th>
<th>Mag.</th>
<th>PHGA (g)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Concrete Gravity Dams</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower Crystal Springs (1890)</td>
<td>USA</td>
<td>47</td>
<td>183</td>
<td>San Francisco (1906)</td>
<td>0.4</td>
<td>8.3</td>
<td>0.52 – 0.68</td>
<td>Not the slightest crack</td>
</tr>
<tr>
<td>Koyyna (1963)</td>
<td>India</td>
<td>103</td>
<td>853</td>
<td>Koyyna (1967)</td>
<td>3</td>
<td>6.5</td>
<td>0.63</td>
<td>Cracks in both faces</td>
</tr>
<tr>
<td>Williams (1895)</td>
<td>USA</td>
<td>21</td>
<td>27</td>
<td>Loma Prieta (1989)</td>
<td>9.7</td>
<td>7.1</td>
<td>0.6</td>
<td>No damage</td>
</tr>
<tr>
<td>Bear Valley (1912, 1988)</td>
<td>USA</td>
<td>28</td>
<td>110</td>
<td>Landers (1992)</td>
<td>45</td>
<td>7.4</td>
<td>0.18</td>
<td>Multiple arch modified to gravity dam in 1988,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Big Bear (1992)</td>
<td>14.5</td>
<td>6.6</td>
<td>0.57</td>
<td>No damage, except slight displacement of crest bridge girders</td>
</tr>
<tr>
<td>Gohonmatsu (1900)</td>
<td>Japan</td>
<td>33</td>
<td>110</td>
<td>Kobe (1995)</td>
<td>1</td>
<td>7.2</td>
<td>0.83</td>
<td>No damage of this masonry dam</td>
</tr>
<tr>
<td>Shih Kang (1977)</td>
<td>Taiwan</td>
<td>21.4</td>
<td>357</td>
<td>Chi Chi (1999)</td>
<td>0</td>
<td>7.6</td>
<td>0.51</td>
<td>Vertical disp. of (9 m), Rupture of concrete.</td>
</tr>
<tr>
<td>Mingtan (1990)</td>
<td>Taiwan</td>
<td>82</td>
<td>-</td>
<td>Chi Chi (1999)</td>
<td>12</td>
<td>7.6</td>
<td>0.4 – 0.5</td>
<td>No damage</td>
</tr>
<tr>
<td>Kasho (1989)</td>
<td>Japan</td>
<td>46.4</td>
<td>174</td>
<td>Western Tottori (2000)</td>
<td>3 or 8</td>
<td>7.3</td>
<td>0.54</td>
<td>Cracks in Control Building at crest</td>
</tr>
<tr>
<td>Ul (-)</td>
<td>Japan</td>
<td>14</td>
<td>34</td>
<td>Western Tottori (2000)</td>
<td>1 or 3</td>
<td>7.3</td>
<td>1.16</td>
<td>Small crack at spillway base</td>
</tr>
<tr>
<td>Takou (2007)</td>
<td>Japan</td>
<td>77</td>
<td>322</td>
<td>Tohoku (2011)</td>
<td>109</td>
<td>9</td>
<td>0.38</td>
<td>Cracking of gatehouse walls at crest</td>
</tr>
<tr>
<td>Miyatoko (1993)</td>
<td>Japan</td>
<td>48</td>
<td>-</td>
<td>Tohoku (2011)</td>
<td>135</td>
<td>9</td>
<td>0.32</td>
<td>No damage</td>
</tr>
<tr>
<td><strong>Concrete Arch Dams</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gibraltar (1920, 1990)</td>
<td>USA</td>
<td>52</td>
<td>183</td>
<td>Santa Barbara (1925)</td>
<td>-</td>
<td>6.3</td>
<td>&gt; 0.3</td>
<td>No damage, Modified in 1990 with RCC</td>
</tr>
<tr>
<td>Pacoima (1929)</td>
<td>USA</td>
<td>113</td>
<td>180</td>
<td>San Fernando (1971)</td>
<td>5</td>
<td>6.6</td>
<td>0.6 – 0.8</td>
<td>No cracks in arch. Open joint between arch and thrust block</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Northridge (1994)</td>
<td>18</td>
<td>6.8</td>
<td>0.53</td>
<td>Open joint (5cm) between arch and thrust block</td>
</tr>
<tr>
<td>Ambuesta (1956)</td>
<td>Italy</td>
<td>59</td>
<td>145</td>
<td>Gemonia-Friuli (1976)</td>
<td>20</td>
<td>6.5</td>
<td>0.36</td>
<td>No damage</td>
</tr>
<tr>
<td>Rapel (1968)</td>
<td>Chili</td>
<td>111</td>
<td>270</td>
<td>Santiago (1985)</td>
<td>45</td>
<td>7.8</td>
<td>0.31</td>
<td>Damage to spillway and intake tower.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Maule (2010)</td>
<td>232</td>
<td>8.8</td>
<td>0.302</td>
<td>Dam performed well. Cracked pavement.</td>
</tr>
<tr>
<td>Techi (1974)</td>
<td>Taiwan</td>
<td>185</td>
<td>290</td>
<td>Chi Chi (1999)</td>
<td>85</td>
<td>7.6</td>
<td>0.5</td>
<td>Local cracking of curb at dam crest</td>
</tr>
<tr>
<td>Shapai RCC (2003)</td>
<td>China</td>
<td>132</td>
<td>250</td>
<td>Wenchuan (2008)</td>
<td>32</td>
<td>8</td>
<td>0.25 – 0.50</td>
<td>No damage</td>
</tr>
<tr>
<td><strong>Concrete Buttress Dams</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hsinfengkiang (1959)</td>
<td>China</td>
<td>105</td>
<td>440</td>
<td>Reservoir (1962)</td>
<td>1.1</td>
<td>6.1</td>
<td>0.54</td>
<td>Horiz cracks in top part of dam</td>
</tr>
<tr>
<td>Sefid Rud (1962)</td>
<td>Iran</td>
<td>106</td>
<td>417</td>
<td>Manjil (1990)</td>
<td>Near dam site</td>
<td>7.7</td>
<td>0.71</td>
<td>Horiz cracks near crest, minor disp of blocks</td>
</tr>
</tbody>
</table>

Notes: Mag.= Magnitude (M<sub>L</sub> or M<sub>b</sub> for less than 6.5 and MS above 6.5), PHGA= Peak horizontal ground acceleration
The use of roller compacted concrete has gained popularity since the development of the material in the early 1970’s (Raphael 1971). The ease and speed of construction, the reduction in the quantity of cement used, and the corresponding decrease in the heat of hydration are the primary advantages that led to an increased use of RCC in dam construction. When fly ash or pozzolans are available nearby the construction site, the use of RCC results in a much more economical solution compared to the placement of CVC. Such benefits of employing RCC in dam construction were also recognized in Turkey (Dursun and Gokcol, 2011).

The main disadvantage, if to mention one, of RCC is that RCC loses its cost-effectiveness in some projects if the appropriate aggregates could not be found in close proximity to the construction site and if available foundation is poor in quality or foundation rock is not close to the surface (ACI 207). However, due to the significant reduction in the cement amount, some designers managed to employ RCC with fly ash delivered from over few hundred kms (Kagan Solmaz from Dolsar, personal communication, 2015).

1.3 Literature Review

This section presents the important studies on seismic response of concrete gravity dams focusing both on numerical simulations and laboratory experiments.

1.3.1 Linear Elastic Analysis of Dam-Foundation-Reservoir Interaction

From the beginning of 1900’s, significant amount of research have been carried out to investigate the behavior of gravity dams under the effect of ground excitations. The challenges of these special structures for the researchers includes i- modeling an extremely complex and uncertain interaction problem of dam-reservoir-foundation, ii- proposing design methods to maintain the functionality of dams due to their importance to sustain life, iii- preventing the possible risks related to the complete or partial collapse of dams.

The first attempts were to clarify the earthquake effects of the reservoir on dams, which has been one of the most popular topics in dam engineering. In order to have a better understanding on the interaction of dam with its reservoir, Westergaard (1933)
proposed a simplified method in his groundbreaking study. In this method, the hydrodynamic pressure is calculated by Eq. 1.1 illustrated in Figure 1.2.

\[ p_x = \frac{7}{8} a_x w \sqrt{H(H-z)} = a_x m_{add} \]  \hspace{1cm} 1.1

where \( p_x \) is the hydrodynamic pressure, \( w \) is the unit weight of water, \( H \) is the reservoir height, \( a_x \) and \( z \) are the horizontal acceleration and the vertical coordinate of any point at which the pressure value is sought, respectively.

In Eq. 1.1, \( a_x \) should be determined from the expected ground acceleration. In dam engineering practice, it became common to define additional masses at upstream face of gravity dams and to perform a dynamic analysis (spectrum or time history) to calculate the hydrodynamic pressures.
The main assumptions of Westergaard’s added mass concept are:

- The water compressibility is neglected.
- The upstream face is assumed to be vertical.
- The dam base is assumed to be fixed (no reservoir-foundation interaction).
- Surface waves are ignored.

This concept was modified by Kuo (1982) to eliminate the upstream geometry restriction by reformulating the hydrodynamic pressure calculations. In Kuo’s formulation, local total normal acceleration instead of the global horizontal one was employed, which helped to remove the restraint on the vertical upstream face geometry.

After the pioneering work of Westergaard (1933) on calculating the hydrodynamic pressure during the earthquake excitation, the seismic analyses and design of concrete gravity dams were studied in detail by Chopra and his colleagues starting in 1960s. At their first attempt, the effect of water compressibility was considered while determining the hydrodynamic effects by Chopra (1967), which removed one more constraint on the hydrodynamic effects. In this method, the hydrodynamic pressure histories were computed under the effect of horizontal and vertical ground excitations for rigid-based gravity dams and these pressures were detected to be significantly different than the ones proposed by Westergaard (1933) due to the compressibility of water. Therefore, the inclusion of the effect of water compressibility was deemed to be necessary for the hydrodynamic calculations and Eq. 1.1 was also claimed to be ineffective during dynamic analysis (Chopra 1967).
Chopra and Chakrabarti (1970) developed a finite-element-based program called Earthquake Analysis of Dams (EAD) to analyze dam bodies under the effect of both horizontal and vertical ground excitations. This program used 4-node plane stress quadrilateral elements in its element library (Figure 1.3). However, it could not combine the foundation-dam interaction as it only had the capability of modelling the foundation as a different layer. Therefore, it was incapable of accounting for the radiation damping due to the infinite foundation layer. One year later, Chopra and Chakrabarti (1971) had used this program to investigate the reason of damage to Koyna Dam during the large magnitude Koyna earthquake in 1967. In their work, they had used the recorded ground motion on the Koyna Dam body and claimed that the reason for the observed damage was due to the fact that

i- the concrete strength was altered over the height of the dam as a common practice in India, i.e. the highest strength concrete is used in the lower parts of the dam and the strength gradually decreases at higher elevations, which was a logical approach as far as static loading conditions were considered. However, the dynamic load application would dictate larger stresses in higher elevations.

ii- Koyna earthquake ground motions had high-frequency dominant nature which increased the demands on the dam body.

iii- The design change during the construction phase of Koyna Dam compelled an uncustomarily large section, causing higher demands and stress concentrations.

This program was also utilized to examine the typical gravity dam sections in the vicinity of California. Pine Flat Dam was selected as the representative section. From the dynamic analyses of this dam, they had concluded that the upper parts of dam body were more likely to undergo larger tensile stresses. This conclusion was just the opposite of the commonly utilized design criteria, i.e. simulating the effects of earthquake excitations by laterally applied static forces, represented by a seismic coefficient.
Clough et al (1973) prepared a finite element based program, ADAP, to conduct both static and dynamic analysis of arch dams. In their program, they had formulated curved shell, solid and thick shell elements to model dam body and foundation media (Figure 1.5). Foundation effects were taken into account by using Vogt flexibility method. In this method, flexibility coefficients related the normal, shear and moments applied on a semi-infinite elastic body to unit normal, shear and moment. However, in their method, the proper simulation of the hydrodynamic effects were missing while the hydrostatic effects were considered during the static analysis.

Gutierrez and Chopra (1976) proposed a substructuring method to analyze dam bodies composed of different parts like the foundation and reservoir media. In this study, it was claimed that the error introduced by substructuring the whole structure was negligible. This study formed the theoretical basis of the frequency-based substructure dynamic simulations from 1980’s to 2010.
Dasgupta and Chopra (1977) presented a mathematical formulation for the inclusion of the dam-foundation interaction while performing dynamic analysis. In this research, a complex-valued stiffness matrix for the foundation rock was developed. This matrix was determined to be frequency-dependent and was derived by assuming a half-space foundation rock media. Also, the foundation rock was assumed as isotropic, homogeneous and viscoelastic. The nonlinear behaviour of foundation rock was not taken into account. That study was another step to have a semi-analytical
tool capable of analyzing dam bodies without the rigid foundation and incompressible reservoir assumptions.

Hall and Chopra (1980) developed an analysis procedure that accounted for the dam-reservoir interaction including water compressibility. The procedure was applicable in the frequency domain as the hydrodynamic response was determined to be frequency-dependent. Inspired by the work of Gutierrez and Chopra (1976), different substructures were defined for the dam body and reservoir by using finite elements (Figure 1.6). An infinite reservoir region was also defined to consider the radiation damping. The only restriction on the infinite region was the constant depth assumption. In this approach, the foundation was assumed as a rigid media. Dam-reservoir interaction was taken into account by utilizing the common nodes at the upstream face of the dam body. At those nodes, additional loads were calculated due to hydrodynamic effects and those loads were also considered while solving the equation of motion (Eq. 1.2). The hydrodynamic pressures, $F_h$, were obtained by solving the two-dimensional wave equation given in Eq. 1.3, which was valid for small displacements, irrotational and inviscid fluids.

![Figure 1.6. Different Substructures for Dam and Reservoir [Hall and Chopra 1980]](image)

$$m \ast a + c \ast v + k \ast u = -m \ast a_g - F_h$$

(1.2)
\[
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} = \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2}
\]

where \( p \) is the pressure, \( c \) is the velocity of the compression waves in water.

Chopra et al (1980) combined the works of Dasgupta and Chopra (1977), Hall and Chopra (1980) and Gutierrez and Chopra (1976) to propose an analytical method to determine the dam-reservoir-foundation interaction during seismic excitation. In this method, substructuring methodology was also utilized to define the dam, reservoir and foundation parts. In this procedure, the dam body, the fluid domain and the foundation material were modeled as a finite element mesh, infinite-length continuum and viscoelastic half-plane, respectively. Similar to the procedure proposed by Hall and Chopra (1980), the interactions between the dam body and other substructures were simulated by nodal forces on the boundary nodes.

Figure 1.7. Substructure Representation of the Dam-Reservoir-Foundation System

[Chopra et al 1980]
Fenves and Chopra (1984.a) combined the accumulated knowledge and developed a program called EAGD. This approach was capable of performing both static and dynamic analysis of gravity dams in 2D limited to linear analysis. It had both plane stress and plane strain options for the dam body elements considering the dam-reservoir-foundation interaction (Figure 1.8). The basis of this program was actually formed in other studies of Chopra et al (1980), in which an analytical method for the rigorous analysis of gravity dams including dam-foundation-reservoir was proposed.

![Figure 1.8. Dam-Reservoir-Foundation System in Program EAGD [Fenves and Chopra 1984.a]](image)

One year later, Fenves and Chopra (1985.a and 1985.b) developed a simplified dynamic analysis methods for gravity dams. In this method, the dynamic response of stiff structures like gravity dams to ground excitations was assumed to be primarily due to the fundamental mode of vibration (Fenves and Chopra 1985.a). Therefore, response of dam body was determined from the analysis of a single degree of freedom system. Fenves and Chopra (1985.a and 1985.b) proposed the mathematical equations for the dam-foundation-reservoir system and simplified the approach to a simplified single degree of freedom representation of the complex system. In this approach, an equivalent single degree of freedom system was formed to simulate the exact fundamental mode representation of dam-foundation-reservoir system. The equivalent system had its unique period and damping properties that incorporate the effects of added hydrodynamic mass of the impounded water and the enhanced
damping coming from both the foundation and reservoir. The conclusions of those studies were crucial as the dam bodies were, for the first time, treated as a single degree of freedom system, which could really reduce the complexity of experimental studies.

These efforts were taken one step further by Fok et al. (1986) to develop a software to analyze gravity dams in three dimensions (Figure 1.9). A computer program named as Earthquake Analysis of Concrete Dams (EACD) was developed. Similar to EAGD, EACD could perform dynamic analysis of gravity dams by taking dam-reservoir interaction into account. EACD was updated by Tan and Chopra (1995) to include the dam-foundation interaction. Afterwards, Chopra and Wang (2008) appended the analysis capability for spatially-varying ground motions onto EACD.

![Figure 1.9. Dam-Reservoir-Foundation System in the Program EACD [Fok et al 1986]]
After deriving the complicated mathematical equation for dam-reservoir-foundation systems, Lokke and Chopra (2013) derived a simplified response spectrum analysis method capable of including dam-reservoir-foundation interaction and higher-mode contributions. In that work, they utilized the conclusions of the previous works of Chopra (1978) and Fenves and Chopra (1985.a and 1985.b) to determine the response of a single-degree-of-freedom system. Then, higher-mode effects were also taken into account by utilizing static correction method presented in Chopra (2012). Lokke and Chopra (2013) showed that this procedure could estimate the dynamic response of a dam accurate enough to be utilized during preliminary and assessment stages. Besides, the reduced computational effort of this analysis technique was noteworthy.

Meanwhile, other researchers like Lotfi et al (1987), Medina and Dominguez (1989) modeled the dam-reservoir-foundation interactions by different techniques. A hyper-element technique capable of considering all possible interactions of a domain composed of dam body, reservoir body and foundation body was proposed by Lotfi et al (1987). At the boundary of the reservoir and dam body, the stress and displacement constraints along normal direction to the upstream face of the dam body were strictly enforced. This new technique could also handle the layered nature of foundation rock. Medina and Dominguez (1989) proposed a new numerical technique to perform 2D analysis of the dam-reservoir-foundation systems by using boundary element method. Boundary element method did not require discretization of interior media, i.e. only boundary mesh was sufficient. Therefore, this method was alluring in models having infinite domains. Just like Fenves and Chopra (1984.b), they also used frequency domain solution and did not include the non-linear behavior of materials. One year later, this method was improved to include sediment effects by Medina et al (1990). This method used boundary element method and could handle both deep-stratum and half-space idealizations of the foundation. They compared their results with the ones provided by Fenves and Chopra (1984.b) who claimed that the sediment effects could be included by an absorptive boundary described by a “wave reflection coefficient”. Medina et al (1990) concluded that the simplification of “wave reflection coefficient” for sediment effects could result in significant
damping especially for full reservoir cases. A similar conclusion was later reached by Bougacha and Tassoulas (1991 and 2006).

Tsai and Lee (1991) attempted to tackle the solution of dam-reservoir interaction problem in the time domain. In their procedure, they also used substructuring method and divided the whole domain into three substructures, i.e. dam body, near-field fluid domain and far-field fluid domain, which was extending to infinity to represent the radiation damping (Figure 1.10). The far-field radiation condition was exactly taken into account by using the formulation proposed by Tsai et al (1990.a and 1990.b).

Aforementioned numerical techniques along with more recent ones such as the perfectly matched layers (Basu and Chopra 2003) demonstrate the enormous efforts and importance of the dam-reservoir-foundation system.

![Finite Element Mesh for Dam and Near Field, and Layer Discretization of Far Field](Figure 1.10)

**Figure 1.10.** Finite Element Mesh for Dam and Near Field, and Layer Discretization of Far Field [Tsai and Lee 2007]

### 1.3.2 Nonlinear Simulations

After significant efforts on studying the proper modeling of the interaction of linear dam-reservoir-foundation systems, many researchers attempted to incorporate the nonlinear behavior of concrete in their simulations. Bhattacharjee and Leger (1994) investigated the capabilities of current smeared crack methods in nonlinear fracture mechanics (NLFM), i.e. coaxial rotating crack model (CRCM) and fixed crack model with a variable shear resistance (FCM), to simulate the cracking patterns of concrete dams. That study was concentrated on two-dimensional models and significant number of experiments were simulated to validate the models. The stress-
locking problem common in smeared crack models were suggested to be alleviated more by the CRCM. Bhattacharjee and Leger (1994) asserted that both methods, in general, performed well but the disadvantage of both the CRCM and FCM were that the estimated cracks were mostly dependent on the available mesh geometry. In another study, conducted by Bhattacharjee and Leger (1995), penetrated water inside a crack zone and its extra uplift contribution was modeled by using the effective-porosity concept. The water pressures inside a crack were detected to deteriorate the ultimate capacity of dam body.

Lee and Fenves (1998) proposed a rate-independent concrete model with softening effect for both tension and compression by extending the concrete plasticity model of Lubliner et al (1989). They claimed that the concrete model could simulate the cyclic test results of concrete well. They also used this model to predict the dynamic response of the Koyna Dam to the Koyna Earthquake. They concluded that the damage evolution in the analysis was similar to the observed cracks since the simulations revealed that the cracks formed firstly at the downstream face in the location where the slope changes. After that, the top portion started to rock as a rigid body.

In another study conducted by Hall (1998), a non-linear procedure was generated to analyze arch dams in 3D (Figure 1.11). The proposed method could deal with the opening of contraction joints as well as the previously opened body cracks. The model had some assumptions and simplifications, i.e. treatment of foundation as a massless medium, incompressible water, predetermined crack plane orientations, etc. Despite its major assumptions, this procedure was a significant step towards the development of non-linear analysis tools for dam-reservoir-foundation systems.
Fronteddu et al (1998) tried to reveal the behavior of concrete lift joints under both static and dynamic loading conditions. They conducted displacement controlled friction tests on 18 different concrete specimens. Specimens had different surface preparations, i.e. untreated, water-blasted and monolithic. Test results showed that the water-blasted surface behaved similar to the monolithic concrete as the cracks along the water-blasted surface was rough. However, the untreated surface had very flat cracks that resulted in a similar behavior to the independent concrete surfaces. In addition, the cyclic behavior of concrete lift joints was detected to be very stable without significant degradation. Also, the test results revealed that the coefficient of friction was totally dependent on the velocity of the cyclic loading and there was no correlation between coefficient of friction and the frequency content of sliding cyclic displacement.

Slowik and Saouma (2000) and Javanmardi et al (2005) took the idea of including the additional water pressures inside a crack formation one step further and investigated the variations of water pressure inside a crack during a seismic event. The proposed numerical model was compared with the experimental tests and it was concluded that only a small portion of a crack zone was saturated during a seismic event and the uplift force in the cracked portion was determined to be relatively small, verifying the zero uplift force assumption commonly used in the seismic analysis. Furthermore, the rate of crack opening was very influential on the water
penetration into a crack zone. If the rate was fast enough, the water could not penetrate into the crack, which was observed during seismic events. In addition, it was suggested that the factor of safety calculations for the downstream sliding could be performed without including the water pressure in the prescribed crack.

![Figure 1.12. Details of Tests conducted in Fronteddu et al (1998)](image)

Recently, the researchers have struggled to incorporate the material nonlinearity into the dam-reservoir-foundation interaction problem. However, the mathematical background of this problem was too complicated even for linear systems due to its frequency dependency. Therefore, the new trend was to use multi-physics to perform dynamic analysis. This approach was feasible since finite element software became more efficient and more talented due to the advances in computer technology and improvements in the computational fluid dynamics (CFD) and the structural dynamics. In the multi-physics modelling, two different regions, i.e. fluid and structure, were used to model the fluid pressures and the structural displacements simultaneously (Ghaemian and Ghobarah 1998, Lim et al 2012). The partitioning of the fluid and the dam body was based on the assumption that the solutions for the two media could be achieved asynchronously but the constraint equations at the interface should not be violated, i.e. no fluid penetration inside the dam body. This compatibility equation was required as the fluid elements (Eulerian) had degree of freedoms of pressure, velocity and temperature whereas solid elements had only displacement degree of freedoms (Banerjee et al 2014). The Eulerian fluid elements, also called acoustic elements, could simulate both compressible and incompressible flow of inviscid fluids but the incompatibility of nodal degree of freedoms with the solid elements enforced researchers to propose new element formulations. Therefore,
Lagrangian fluid elements having only displacement degree of freedoms were derived to eliminate the incompatibility of degree of freedoms. Just like Eulerian elements, these elements were suitable to mimic the behavior of inviscid and compressible fluids (Calayir et al 1996). This modeling technique had been utilized by many researchers to investigate the effect of material nonlinearity and the water level in the reservoir on the behavior of the dam body (Arabshahi and Lotfi 2008, Akkose and Simsek 2010, Sevim et al 2011, etc.). Few researchers (Bernal 1998, Ferro 2013) investigated the use of the hybrid frequency time domain solution. However, no significant contribution incorporating rigorous dam-reservoir-foundation interaction along with proper concrete crack modeling is yet to be proposed. Ouzandja et al (2014) conducted a numerical study to investigate the effect of soil-structure interaction on the stress demands by considering the nonlinear behaviour of concrete. In their research, they had used 2D finite element based models with Drucker-Prager (ANSYS 2010.a-2010.d) plasticity for concrete. They claimed that the stress demands were larger when the soil-structure interaction was taken into account.

1.3.3 Seismic Design of Dams

After conducting numerous researches on the new modeling techniques for dams, Ghanaat (2004) presented an assessment method for the safety evaluation of gravity dams to reduce the effect of engineering judgment. In general, USACE (1994) and FERC (1999) suggested a factor of safety of 1.5 and 1.1 in compressive stress for the new design and the evaluation of existing dams, respectively. For the tensile stresses, the limit on maximum tensile stresses is 2 but there is no limit for the overstressed areas in the proposal by USACE (2003). Therefore, a systematic method was proposed relying on demand-capacity ratio (DCR) and cumulative inelastic duration of stresses. In this method, the linear elastic time history results were used to determine the excessive stresses and DCR values. Then, a cumulative inelastic duration versus DCR curve of the dam was depicted and it was compared with the limits (Figure 1.13). If it exceedes the limits, a more rigorous analysis, i.e. nonlinear time history analysis, should be performed to reassess the design or the performance of the dam. The issue of evaluating the safety of existing dams has recently been
investigated by other researches like Gogoi and Maity (2005), Mills-Bria et al. (2008), Yilmazturk et al (2015), etc.

Figure 1.13. Basis for Upper Limit Demand-Capacity Ratio and Cumulative Inelastic Duration [USACE 2003]

The state of the art seismic design of dams usually rely on the massless foundation model of Clough (1980) or the simplified approach of Fenves and Chopra (1985.a). Recently, there are suggestions requiring the use of nonlinear time history analysis for the assessment and design of concrete gravity dams (USACE 2003, UBK 2012). These requirements obviously necessitate appropriate modelling techniques and robust constitute models calibrated to the experiments.

1.3.4 Experimental Work

Although there are numerous studies on the simulation of dams, the experimental work is limited due to the tremendous sizes of the dam bodies, restricting the possibility of laboratory testing. This problem was usually overcome by utilizing small scale factors in constructing laboratory specimens or by instrumenting existing dams. While performing laboratory experiments, the important issues were the simulation of hydrodynamic effects and the acquirement of equivalent stress distribution over the dam body. Although the former issue was addressed by placing a reservoir separated by a plastic film from the upstream dam face (Niwa and Clough 1980), the behaviour of dam bodies with empty reservoir cases was investigated in literature with more emphasis. The latter problem was dealt with the utilization of additional external forces, with the scaling of the gravitational acceleration (or density of the material) or by decreasing both the modulus of elasticity and
compressive strength (Niwa and Clough 1980, Donlon and Hall 1991 and Harris et al 2000). In the literature, the scaling of the gravitational effects by utilizing centrifuge machines was favored as this solution allowed to use concrete without changing its physical properties (Uchita et al 2005).

The first attempt to perform a laboratory experiment was the determination of the natural vibration frequency of a scaled earth-fill dam model in Japan (Hatanaka 1955). Hatanaka (1955) prepared a miniature dam model composed of agar-agar, a gelatin-like material obtained from seaweed. These tests were the first of its kind throughout history. The dam model had a base width of 0.33m, height of 0.08m and a downstream/upstream slope of 2:1. The forced-vibration tests were conducted on the specimen. The forced-vibration was generated by executing and stopping the shake-table suddenly. During the experiment, the deformations of some points over the dam model were recorded. The study was quite successful in estimating the vibration frequencies.

Keightley (1964) conducted a study to determine the in-situ dynamic properties of Bouquet Canyon Dam, an earth-fill dam having a height of 61 m and a base width of 396m. Four vibrators were mounted to the crest of the dam body (both in upstream and downstream directions) to induce accelerations on the dam body. In addition, accelerometers were placed to determine the natural vibration frequency as well as the natural vibration shapes of the dam body. The modulus of elasticity and the shear modulus of the dam body were back-calculated by measuring the dilatational and shear wave velocity, respectively, which allowed performing further analytical studies for this dam.

Due to the technological limitations, the first laboratory testing on scaled dam models was performed by utilizing different materials other than concrete to follow the similitude law. However, a few exceptions that did not comply with the material scaling requirements do exist in literature (Baba 1980). One of the first rational attempts to observe the seismic behavior of the concrete dams belonged to Niwa and Clough (1980). In the scope of that study, two different scaled dam specimens were tested to investigate the joint movements between monoliths of arch dams and to detect the cavitation and horizontal cracking effects on gravity dams. Vibration
frequencies of both specimens were detected during each experiment by conducting vibration tests. The similitude laws were enforced during each experiment to have the same strain for both prototype and laboratory specimens. In order to satisfy the similitude law, the density of concrete was set to be constant but the compressive strength and the modulus of elasticity were scaled. Thus, a new material was produced by mixing the plaster-celite-sand with lead powder, which was necessary to increase the unit weight. This material was demonstrated to comply with the similitude requirements, i.e. modulus of elasticity, strength and unit weight. After creating the scaled material, a 1/150-scaled model of the arch dam, the Techi Dam in Taiwan, was constructed. In the first experiment, the possible joint opening effects on the performance of arch dams were investigated. The seven blocks were placed side-by-side on a shake table. The dimensions of the blocks (width-thickness-length) were 0.23m-0.08m-0.34m. These blocks were placed so that the upstream direction faces the negative gravity direction (Figure 1.14).

![Segmented Arch Model on Shaking Table](image)

**Figure 1.14.** Segmented Arch Model on Shaking Table [Niwa and Clough 1980]

Lead plates were mounted to simulate the hydrostatic effects on the model, which was necessary to form thrust action. The ground motions were applied in two separate directions, i.e. vertical motions for the upstream-downstream component and the horizontal motions for cross canyon component. The failure was observed due to the crushing of concrete at joint face as a result of the reduced contact area
arising from the joint openings. In the second specimen, the effects of cracking and cavitation on the behavior of the concrete gravity dams were investigated. The 1/150-scaled version of the tallest section of the Koyna Dam located in India and damaged heavily in 1967 was used. A reservoir tank was constructed to include the hydrodynamic effects. The end of the reservoir tank was connected to the upstream face of the dam section by placing a thin plastic layer, which had negligible resistance. First, the forced vibration tests were performed for both the empty and full reservoir cases. The change in frequency due to the reservoir presence was determined as 25%. During the dynamic testing of the structure, body cracks were detected, which were similar to the ones observed in the real structure. However, the post-cracking response of the dam revealed that the dam body could sustain the hydrostatic and gravity effects after dynamic actions although it had large cracks on the body.

Figure 1.15. Koyna Dam Model with Reservoir Tank [Niwa and Clough 1980]

A similar test program was held in the California Institute of Technology by Donlon (1989). This study used Pine Flat Dam as the prototype dam. But, this time, a comparatively larger scale, 1/115, was used. The hydrodynamic effects were also included by using a similar methodology summarized in Niwa and Clough (1980). Polymer and plaster-based materials were employed to comply with the similarity laws during the course of that study. Donlon (1989) claimed that the most crack-
prone region was the neck of the dam body and no collapse was observed during three experiments, which was deemed due to the orientation of formed cracks, i.e v-shaped or up-sloped downstream cracks (Donlon 1989).

**Figure 1.16.** Crack Distribution after Test [Niwa and Clough 1980]

(a) V-shaped Crack

(b) Up-sloped Crack

**Figure 1.17.** Observed Cracks in Different Experiments [Donlon 1989]
In other studies, the shake table simulations of a gravity dam model of the Koyna Dam were conducted with different scale factors. The focus on the Koyna Dam was due to the fact that this dam was the only one with an observed damage having recorded acceleration histories until 1990’s. In all of these studies, the similitude law was satisfied by producing a new material with a higher density. Harris et al (2000) performed the experiment on a 1/50-scale model. In that study, two different tests were conducted, i.e. one with cracks due to shrinkage effects and one without any previously formed cracks. The reservoir effects were excluded to eliminate the water-structure interactions. In another effort, Wilcoski et al (2001) increased the scale to 1/20 and conducted dynamic tests. The model was tested under sinusoidal motions and both the crack pattern and the crack locations at the failure stage of the dam were detected to be similar to the one observed in the real case. In addition, Tinawi et al (2000) performed a study on the investigation of the cracking and sliding behavior of concrete gravity dams under dynamic effects. They utilized a shake table to generate seismic actions on four different specimens having both upstream and downstream notches. Tinawi et al (2000) concluded that the pseudostatic dam seismic safety evaluation for sliding might be performed by 0.5 PGA and 0.67 PGA for high and low frequency earthquakes of USA, respectively.

The sliding behavior of concrete gravity dams was also investigated by Mir and Taylor (1996). Shake table tests were conducted on 6 different specimens with a scale of 1/30. In these tests, the hydrostatic effects were included but the hydrodynamic ones were excluded by using a relatively short tank with a low-stiffness rubber foam liner inside to allow the absorption of hydrodynamic pressures and to avoid the sloshing effects. There was no bond between the specimens and their foundations, so the only base resistance came from the base friction. All specimens were tested consecutively under three different ground motions. Test results revealed that the hydrostatic pressures reduced the downstream sliding resistance and therefore this mode of failure was the dominant one for all specimens. In fact, the upstream sliding and toe overturning would not be expected to occur unless uplift pressures existed or the reservoir was empty.
In 1995, Plizzari et al (1995) presented a new technique for simulating the failure mechanism of concrete gravity dam models under the effect of hydrostatic forces including dam overtopping effects. Although there were some reported centrifuge testings in Japan up to that date (Takata and Kuribayashi 1961), these attempts were made on plexiglass and the hydrostatic effects were excluded. In this study, a different material was not designed to accommodate the requirements of similitude law. The gravitational acceleration was scaled by increasing the gravitational acceleration with a centrifuge machine to create the same stress distribution over the laboratory model with the prototype one. This technique was commonly used in geotechnical engineering (Ko 1988). However, from the viewpoint of structural engineering, this problem was solved by scaling down both the material strength and modulus of elasticity as explained in the preceding paragraphs. In this research, the crack propagation of gravity dam models under the effect of hydrostatic forces was investigated. Eight 1/100-scaled specimens were tested (Figure 1.19.a). The hydrostatic forces were generated by placing an upstream-wrapped container next to the dam model. The water level was increased till the crest and then the overtopping effects were simulated by exerting air pressure on the top of the dam till the failure. This study revealed that the upstream base cracks may penetrate in the foundation
rock if the connection of dam body and foundation was strong enough (Figure 1.19.b).

![Centrifuge Test Results](image)

**Figure 1.19.** Centrifuge Test Results [Plizzari et al 1995]

Uchita et al (2005) presented a study on the state-of-the-art of the shake table experiments for dam testing. In their research, they performed a shake table experiment of a concrete dam model of a typical gravity dam cross-section in Japan. The target of this experimental work was to generate experimental data for the verification of numerical tools as they claimed that the linear analysis tools most of the time overestimated the stresses due to the lack of stress redistribution stemming from the joint openings and the crack nucleation and propagations (Uchita et al 2005). It was claimed that proper nonlinear analysis tools were required, which necessitated experimental data for validation. Consequently, for the first time in literature, Uchita et al (2005) placed the shake table inside a centrifuge machine (Figure 1.20) so that the dynamic tests could be conducted without violating the similitude requirements. In other words, the gravitational acceleration was increased according to the applied scale to create the same stress in the scaled specimen. They
used unscaled material properties except the fracture energy. The aggregate sizes were scaled down to reduce the fracture process zone as suggested by Saouma et al (1991). The reservoir effects were also included by placing a water tank inside the centrifuge machine and two specimens were tested. In the first test, foundation failure had occurred so they took precautions in the second specimen by increasing both the width and depth of the foundation and changing the reinforcement detailing at the crack zones. During the second test, some body cracks at the locations were the cross-section changes as well as base cracks were observed (Figure 1.21).

Sevim et al (2012) had used ambient vibration tests to investigate the seismic behavior of the highest arch dam constructed in Turkey, the Berke Dam. They had used the enhanced frequency domain decomposition (EFDD) technique to extract the fundamental frequencies of the tested dam. After determining the fundamental frequencies experimentally, they had examined the capability of a software, ANSYS, to predict the fundamental frequency of the same specimen when the reservoir was full. In their numerical model, they had used Lagrangian fluid elements for modeling the reservoir and 8-node solid elements for dam body and foundation (Figure 1.22). They concluded that the numerical model could estimate the first eight fundamental frequencies with an error of less than 10% after the numerical model was calibrated.

Recently, the shake table efforts made in previously explained studies were repeated for different sections, scales or materials. For instance, Mridha and Maity (2014) investigated the dynamic response of reservoir-dam systems. In that study, 1/150 scaled model of Koyna Dam was used and the mixture was prepared from bentonite, cement, water and sand to obey the similitude law. The experimental behavior was compared with the numerical ones and it was asserted that the estimated cracks matched with the experimentally observed ones (Figure 1.23). In another study, the seismic safety of a newly designed concrete gravity dam was tested under the recommended PGA level for the planned site by using shake table tests, whose scale was set 1/100 for the length (Phansri et al 2015). After determining the fundamental frequencies by conducting resonance and ambient tests, the dynamic tests were performed under the effect of sinusoidal excitations. This study was also used bentonite-based concrete to satisfy the similitude requirements. The maximum base
shear coefficient to cause failure of the dam model was determined and it was suggested that the capacity of the dam model was approximately 1.40 times the PGA of the maximum credible earthquake.

These experimental studies demonstrate that seismic response of concrete dams were almost always investigated by using a shake table with / without centrifuge machine. The other alternative for seismic testing, i.e. the pseudo-dynamic testing procedure developed by Takanashi et al (1975) and further improved by Mahin et al (1989) and Nakashima et al (1990) have never been used in the testing of dams.

Figure 1.20. Dynamic Test inside Centrifuge Machine [Uchita et al 2005]
Figure 1.21. Observed Cracks during the Second Specimen [Uchita et al 2005]

Figure 1.22. Numerical Model in Sevim et al (2012)
1.4 Object and Scope

In-situ and laboratory experimental studies to better understand the seismic performance of concrete gravity dams are insufficient in number due to the complications regarding the tremendous sizes of dams, their interaction with the reservoir and the high costs of equipment and testing. As explained in the previous subsection, researchers generally opted for laboratory tests on scaled models by using new mixtures for the material or by altering the effects of gravity utilizing centrifuge machines to fulfill the requirements of similitude law. Dynamic loading was mostly simulated by the shake tables. However, one of the most important disadvantages of the shake table tests is the short duration of the ground motion period due to the (time) scaling of the motion. It should be reminded that use of shake tables requires the scaling of the motion by $1/\sqrt{SF}$ in time, which leads to extremely short testing durations resulting in significant difficulties in the measurement and observation of the seismic response and the crack propagation within the specimen. Based on the shortcomings of the literature on dam testing and necessity of testing the seismic response of CVC and RCC gravity dams, the research presented herein was conducted. The objectives of the study are:

- To present a new approach for the testing of the seismic performance of gravity dams by employing a pseudo-dynamic testing (PSD) method specialized for concrete gravity dams.
• To examine the seismic performance of an RCC dam in Turkey, i.e. the Melen Dam which is under construction.
• To investigate the performance of the existing nonlinear finite element analysis tool to estimate the observed behaviour.
• To compare the seismic performance of CVC and RCC dam sections having similar material strengths.
• To analyze the effect of different material strengths on the seismic performance of the RCC dams.

In the scope of this study, the details of the testing procedure are outlined in Chapter 2. In this chapter, the necessary calculations to form the test specimen and test setup are also summarized. In Chapter 3, the mixture designs for the planned test specimens are presented. In Chapter 4, the details of the test setup including the instrumentation and the verification of test procedure are explained. In Chapter 5, the test results for each specimen are summarized. In Chapter 6, two different numerical techniques to simulate the experimental behavior of each specimen are presented. The abilities of these numerical methods to predict the crack patterns, the force and the displacement demands are discussed. In Chapter 7, the conclusions of this dissertation are drawn.

The tests presented herein are first of its kind in the literature. It is believed that the outcome of this dissertation will help engineers to test dam models economically and to obtain predictions of the expected seismic response of gravity dam monoliths under earthquake effects.
CHAPTER 2

APPLICATION OF PSEUDODYNAMIC TESTING FOR DAMS

2.1 Single Degree of Freedom Approach

Existing experimental methods are challenging for simulating the dam systems because these huge structures have complicated interactions of the reservoir, the dam body and the foundation. There has been a constant effort by numerous researchers to simplify the dam analyses and the design problem. In the literature, the distinctive idea of treating dam system as a single mode structure is proposed first by Fenves and Chopra (1984.a, 1985.a, 1985.b and 1986). The method stems from the fact that the dynamic response of stiff structures like gravity dams to ground excitations is primarily due to the fundamental mode of vibration (Fenves and Chopra 1985.a). This statement was verified by comparing the modal responses as well as the principal stresses for Pine Flat Dam section obtained from the single degree of freedom system (SDFS) with the ones determined from rigorous semi-analytical analysis (called as exact solution), explained later in Section 2.2. The results showed that both the first fundamental vibration period and, more importantly, the principal stresses could be predicted by SDFS within an error of less than 10%. This result demonstrated that the SDFS response of Dam structures was dominant in their response and the approach of Fenves and Chopra (1985.a and 1985.b) for treating the dam body as a SDFS was rational.

Table 2.1. Comparisons of the SDFS and Exact Solutions
[Fenves and Chopra 1986]

<table>
<thead>
<tr>
<th>Case</th>
<th>Foundation</th>
<th>Reservoir</th>
<th>First Fundamental Period (s)</th>
<th>Principal Stresses (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>SDFS</td>
<td>Exact</td>
</tr>
<tr>
<td>1</td>
<td>Rigid</td>
<td>Empty</td>
<td>0.311</td>
<td>0.317</td>
</tr>
<tr>
<td>2</td>
<td>Rigid</td>
<td>Full</td>
<td>0.377</td>
<td>0.386</td>
</tr>
<tr>
<td>3</td>
<td>Flexible</td>
<td>Empty</td>
<td>0.369</td>
<td>0.386</td>
</tr>
<tr>
<td>4</td>
<td>Flexible</td>
<td>Full</td>
<td>0.448</td>
<td>0.482</td>
</tr>
</tbody>
</table>
Fenves and Chopra (1985.a) derived the relevant mathematical equations for the dam-foundation-reservoir system and made some simplifications to derive a simplified single degree of freedom representation of the complex system. In that approach, an equivalent single degree of freedom system was formed to simulate the exact linear elastic fundamental mode response of the dam-foundation-reservoir system. The equivalent system has its unique period and damping properties that interpret the effects of added hydrodynamic mass of the impounded water and the enhanced damping coming from both the foundation and reservoir (Figure 2.1).

Figure 2.1. Simplification of the Dam-Water-Foundation Rock System
[Fenves and Chopra, 1985.a]

Fenves and Chopra (1985.a) calculated the reservoir-structure and the structure-foundation interactions separately. The dam body, the base rock and the impounded water were all treated as linear elastic media. In addition, the base rock was idealized as a homogeneous, isotropic and viscoelastic half-plane. At the dam base, the deformations other than rigid body ones were ignored. The impounded water in the upstream direction was assumed to have a constant depth and an infinite length. The reservoir materials, i.e. sediments, were integrated to the model by a reservoir bottom damper that partially absorbs incident hydrodynamic waves.

In dealing with the reservoir interaction, the hydrodynamic effects were obtained by solving the two dimensional wave equation. The appropriate boundary conditions for the impounded water were employed for the free surface at the reservoir level, the absorptive boundary at the reservoir base and the dam body at the upstream
direction. Fenves and Chopra (1983) showed that the exact interaction between the dam body and the compressible fluid resulted in the complex-valued frequency response function for the modal coordinates (Eq. 2.4) by solving the equation of motion for SDFS dominant behavior (Eq. 2.1). The steps for the derivation of modal coordinates are summarized below.

\[ m \ddot{u} + c \dot{u} + k u = -m \ddot{u}_g - F_h \]  

(2.1)

By inserting the equation below into the equation of motion to represent the response as a SDFS dominant one, then, the equation of motion becomes

\[ u(x, y, t) = \phi_1(x, y)^k * Y_1(t) \text{ where } k = x, y \]  

(2.2)

\[ M_1 \ddot{Y}_1(t) + C_1 \dot{Y}_1(t) + K_1 Y_1(t) = L_1 \ddot{u}_g + \int_0^H p(0, y, t) * \phi_1(0, y)^x * dy \]  

(2.3)

Fenves and Chopra (1984,b) provided the step-by-step mathematical solution of the above equation. After the necessary mathematical manipulations, the excitation – frequency dependent modal coordinates (\( \bar{Y}_1(\omega) \)) due to the interaction of the dam body with the impounded water could be found as follows:

\[ \bar{Y}_1(\omega) = \frac{-[L_1 + B_1(\omega)]}{-\omega^2 [M_1 + Re[B_1(\omega)] + i\omega C_1 - Im[B_1(\omega)] + K_1} \]  

(2.4)

where \( M_1, C_1 \) and \( K_1 \) are the generalized mass, damping and stiffness of the fundamental mode summarized in Appendix A. The other terms are also presented in Appendix A.

After the exact derivation of the fundamental modal response (Eq. 2.4), Fenves and Chopra (1985,a) obtained an equivalent single degree of freedom system (SDFS). The properties of SDFS were calculated by modifying the properties of an empty dam-reservoir system. The modifications were due to the added mass and damping caused by the hydrodynamic effects and the foundation flexibility and damping. The frequency dependent hydrodynamic effects were assumed to be frequency-independent and their values were calculated at the frequency of the equivalent system, \( \bar{\omega}_r \). This assumption was validated by Chopra (1987) for a non-absorptive reservoir bottom. Therefore, the frequency-independent hydrodynamic terms were
assumed to be calculated by rewriting Eq. 2.1 with the help of the standard generalized properties for the fundamental mode (Eq. A.2.6).

Fenves and Chopra (1985.a) verified the effectiveness of the equivalent system by comparing horizontal acceleration responses of simplified and exact SDFS solutions due to the application of harmonic excitations (Figure 2.2). In their comparison, the foundation flexibility was ignored (rigid foundation case). The equivalent SDFS had an acceptable agreement with the exact system for a wide range of dam structure modulus ($E_s$) and wave reflection coefficients ($\alpha$). More details about the validity of the equivalent SDFS can be found in Fenves and Chopra (1985.a).

![Figure 2.2. Comparison of Horizontal Acceleration Responses of Equivalent SDFS and Exact System due to Harmonic Horizontal Ground Motions [Fenves and Chopra 1985.a]](image)

Fenves and Chopra (1985.a) further investigated the foundation flexibility effects on the dam body response in addition to the aforementioned hydrodynamic effects. After formulating the equation of motion to incorporate the translational and rotational degrees of freedoms at the foundation level, the analytical solution for the modal coordinate under the effect of a harmonic ground acceleration was determined. Similar to the reservoir-dam interaction case, Fenves and Chopra (1985.a) made simplifications to obtain an equivalent single degree of freedom.
system (SDFS) including foundation flexibility. The properties of the SDFS were calculated by modifying the properties of an empty and rigid based dam-reservoir-foundation system. The modification was due to the added mass and damping caused by the flexible foundation. The frequency dependent foundation flexibility effects were also assumed to be frequency-independent and their values are calculated at the frequency of the equivalent system, $\bar{\omega}_f$.

Fenves and Chopra (1985.a) verified the effectiveness of the equivalent system by comparing horizontal acceleration responses of simplified and exact SDFS solutions due to the application of harmonic excitations (Figure 2.3). In this comparison, the reservoir effects were ignored (empty reservoir case). The equivalent SDFS results of the frequency response function were acceptable compared to the exact system for a wide range of dam structure modulus ($E_s$). More details about the validation of the equivalent SDFS can be found in Fenves and Chopra (1985.a).

![Figure 2.3](image)

**Figure 2.3.** Comparison of Horizontal Acceleration Responses of Equivalent SDFS and Exact System with Empty Reservoir Condition due to Harmonic Horizontal Ground Motions [Fenves and Chopra 1985.a]

Fenves and Chopra (1985.b) combined their findings for separate actions of the reservoir-dam and the foundation-dam interactions. This remarkable effort forms the basis of the simplified finite element models (massless foundation and added mass)
that are widely used in practice today. The formulations in the previously discussed parts are combined together to include the reservoir-foundation-dam interactions simultaneously. The details on the combined reservoir-dam and foundation-dam interactions are summarized in Appendix A.

The approach of Fenves and Chopra (1985.a) provide a simple sufficiently accurate and elegant approach for dam analysis as demonstrated above. Inspired from this approach, this dissertation attempts to employ single degree of freedom approach for the pseudo-dynamic dam testing.

2.2 Rigorous Approach

A semi-analytical finite-element-based procedure for the rigorous analysis of gravity dams including dam-foundation-reservoir was proposed by Fenves and Chopra (1984.b). By utilizing this research, Fenves and Chopra (1984.a) developed a program, EAGD, capable of analyzing gravity dams by considering their interactions with their environment in 2D. An extension of this procedure to 3D, EACD, was proposed by Fok et al (1986).

This approach was suitable for determining the earthquake response of gravity dam monoliths but was limited to the linear elastic response. In the analysis, there exist three different media : the dam body, underlying flexible foundation and the impounded water in reservoir (Figure 2.4). Concrete in the dam body and the reservoir water were idealized as linear elastic materials whereas the foundation rock and sediments were assumed to be viscoelastic half-space materials.

![Figure 2.4. Idealization of Dam-Foundation-Reservoir System in EAGD](Fenves and Chopra 1984.a)
Fenves and Chopra (1984.a) developed a frequency domain hybrid numerical and analytical finite element approach. In their substructure approach, the equation of motion of the dam-reservoir-foundation system is given in Eq. 2.5.

\[
\begin{bmatrix}
-\omega^2 \begin{bmatrix} m & 0 \\ 0 & m_b \end{bmatrix} + (1 + i\eta_s) \begin{bmatrix} k & k_b \\ k_b^T & k_{bb} \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & S_f(\omega) \end{bmatrix}
\end{bmatrix}
\begin{bmatrix}
\tilde{r}_l(\omega) \\
\tilde{r}_b(\omega)
\end{bmatrix}
= -\begin{bmatrix}
m_1l \\
m_p 1_b
\end{bmatrix} + \begin{bmatrix}
\vec{R}_{hl}(\omega) \\
-S_{rq}^{-1} Q(\omega)
\end{bmatrix}
\] (2.5)

where \(\omega\) was the excitation frequency, \(m\) and \(m_b\) were mass sub-matrices for the dam and the dam base, \(\eta_s\) was the constant hysteretic damping for the concrete in dam body, \(k\) and \(k_b\) were stiffness sub-matrices for the dam and the dam-foundation rock interface, \(\tilde{r}_l(\omega)\) and \(\tilde{r}_b(\omega)\) were relative displacements for the nodes above the base and at the base, respectively, \(1\) was directional unit vector, \(\vec{R}_{hl}(\omega)\) was the hydrodynamic forces at the upstream face, \(Q(\omega)\) was the hydrodynamic forces at the reservoir bottom. \(S_{rq}\) and \(S_{qq}\) were the sub-matrices in the force-displacement relation of the foundation rock substructure (Eq. 2.6). These terms are also shown in Figure 2.5.

\[
\begin{bmatrix}
S_{rr}(\omega) & S_{rq}(\omega) \\
S_{qr}(\omega) & S_{qq}(\omega)
\end{bmatrix}
\begin{bmatrix}
\tilde{r}_f(\omega) \\
\tilde{q}(\omega)
\end{bmatrix}
= \begin{bmatrix}
\vec{R}_f(\omega) \\
\vec{Q}_h(\omega)
\end{bmatrix}
\] (2.6)

\[
S_f(\omega) = S_{rr}(\omega) - S_{rq}(\omega)S_{qq}^{-1}(\omega)S_{qr}(\omega)
\] (2.7)

and \(S_f(\omega)\) was the condensed dynamic stiffness matrix of the foundation (Eq. 2.7). By the equilibrium and compatibility equations at the dam-foundation intersection \((\vec{R}_b(\omega) + \vec{R}_f(\omega) = 0, r_b(\omega) = r_f(\omega))\), Eq. 2.8 could be derived to substitute \(\vec{R}_f(\omega)\) in Eq. 2.5.

\[
\vec{R}_b(\omega) = -S_f(\omega)\tilde{r}_b(\omega) - S_{rq}(\omega)S_{qq}^{-1}(\omega)\vec{Q}_h(\omega)
\] (2.8)

where, \(\vec{R}_b(\omega)\) was the forces on the bottom of dam at dam-foundation intersection, \(\vec{R}_f(\omega)\) was the forces on the surface of the foundation, \(\tilde{r}_f(\omega)\) was the relative
displacements for nodes on the surface of foundation, $\tilde{q}(\omega)$ was the relative displacements at the reservoir bottom.

The complex valued foundation stiffness matrix $S_f(\omega)$ was obtained by using the numerical method proposed by Dasgupta and Chopra (1979). The bottom absorption was modeled approximately by the modification of the boundary condition at the reservoir bottom. Its effect was included by a wave reflection coefficient ($\alpha$) that represents the ratio of the amplitude of reflected hydrodynamic pressure wave to the amplitude of a vertically propagating pressure wave incident on the reservoir bottom, which depended on the damping coefficient of the reservoir materials, and the velocity of the pressure waves in water.

The hydrodynamic forces $\tilde{R}_h(\omega)$ were evaluated by solving the Poisson’ problem for an infinite channel and coupled with the upstream face deformation. In the solution, the effect of the surface waves was neglected for the boundary condition of the free surface. The solution included the water compressibility so that the hydrodynamic
response was excitation frequency dependent. Further details of the method can be found in Fenves and Chopra (1984.a).

EAGD is appropriate for analyzing gravity dams with straight and keyed contraction joints, for which the plane stress and the plane strain assumptions are valid, respectively. In EAGD, the dam body is modeled by a finite number of planar four-node elements whose details are given in Taylor et al (1976). Both quadrilateral and triangular elements could be utilized while defining the dam section.

The reservoir water was described by a fluid domain. This domain is assumed to extend to infinity in the upstream direction and to have a constant depth. 2D wave equation is used in the solution phase with default unit mass ($\gamma = 1 \text{ ton/m}^3$) and default pressure wave velocity ($C = 1438.7 \text{ m/s}$). Consequently, the effect of water compressibility on the response of dam body is considered in the analysis. In addition, the bottom of reservoir should also be horizontal.

The energy absorption due to reservoir bottom materials (sediments) was also included in the analysis as described in Fenves and Chopra (1985.a). A reflection coefficient ($\alpha$) was defined as given in Eq. 2.5. This coefficient provided the rate of reflection: $\alpha = 1$ for full reflection of the pressure waves at the reservoir bottom and $\alpha = 0$ for full absorption of the pressure waves at the reservoir bottom.

The effect of flexible foundation on the response of dam body was also considered by the dynamic stiffness matrix of the foundation rock (Fenves and Chopra 1984.c). For this reason, the frequency dependent compliance functions should be determined for each degree of freedom at the nodes on the flexible foundation boundary for a constant hysteretic damping value. The hysteretic damping for the foundation rock should be determined before the analytical model formation from site tests. The detail for the hysteretic damping determination is summarized in Fenves and Chopra (1984.a).

The energy dissipation was also included in the analysis by constant hysteretic damping ($\eta_c$). For a dam body with empty reservoir lying on a rigid foundation, the
hysteretic damping was twice the viscous damping ratio, which is constant for all natural vibration modes ($\eta = 2\xi_s$). A constant viscous damping for all modes is possible as EAGD works in frequency domain.

Although EAGD’s analytical capabilities are superior to other available general purpose finite element software, EAGD had no graphical user interface or auto mesh options. However, there have recently been some efforts to produce a user-friendly graphical user interface for EAGD (Yucel 2011, Arıcı 2016).

2.3 Pseudo Dynamic Testing of a Gravity Dam Monolith

The rigorous solution presented in this section is assumed to be the exact elastic response for the dam-reservoir-foundation interaction problem. It is used in the next section to calibrate the simplified single-degree-of-freedom model to develop a pseudo-dynamic testing method.

2.3.1 Assumptions involved in Testing Procedure

One of the important steps of this dissertation is to propose a new testing procedure for the seismic performance evaluation of concrete gravity dams by utilizing the pseudo dynamic testing method. For a distributed mass system, like gravity dams, the application of the pseudo dynamic testing procedure is a significant challenge. As explained in the previous subchapters, Fenves and Chopra (1984.b) had proposed two different techniques to analyze a 2D dam-reservoir-foundation system under seismic excitations:

1) A simplified single degree of freedom (SDFS) approach (Fenves and Chopra 1985.a and 1985.b) enabling the estimation of the seismic demands on the monolith approximately.

2) A rigorous frequency domain semi-analytical numerical procedure codified in the finite element program EAGD (Fenves and Chopra 1984.a),

The SDOF approach is sufficiently accurate in estimating the base shear and overturning moment demands at the dam base and can be used for preliminary design purposes, especially for checking the condition of the base of the dam as given in
Basili and Nuti (2011). Inspired from this idea, a pseudo dynamic testing scheme is formulated for the testing of a scaled dam model using the SDOF approach in this study. For this purpose, the scaled cross-section of a dam is idealized as a distributed stiffness system up to its critical height ($h_p$) where a concentrated mass ($m$) is located as shown in Figure 2.6. With a proper selection of $m$ and $h_p$, earthquake induced stress demands at the base of the dam can match those obtained from a rigorous procedure (Fenves and Chopra 1984.a), hence a SDOF idealization can be shown to be a viable option for conducting pseudo dynamic tests of dam monoliths under seismic loading.

![Figure 2.6. Models used in Validation of Pseudo Dynamic Tests: (a) Prototype Dam and (b) Scaled Dam Model/Specimen](image)

A 1/75 scaled version of 120 meter-high Melen Dam, built for water supply and energy generation purposes in the North West of Turkey, is utilized for this validation study. This prototype dam is composed of monoliths of 15m width. The geometrical properties of the tallest section of the dam along with the scaled specimen are shown in Figure 2.6.

The spectrum compatible ground motions (Figure 2.7.a) for this project were developed based on the site specific design response spectrum used in the actual design of the dam body (Akkar 2010) for three different seismic hazard levels, namely the Operational Based Earthquake (OBE), the Maximum Design Earthquake (MDE) and the Maximum Characteristic Earthquake (MCE) levels. The peak ground
Figure 2.7. Seismicity of Prototype Dam: (a) Design Spectrum compatible Synthetic Ground Motions (scaled); (b) Spectra for OBE, MDE and MCE (not time-scaled) and (c) Spectra for OBE, MDE and MCE (time-scaled)
acceleration of the ground motions for the OBE, MDE and MCE levels were 0.11g, 0.16g and 0.33g, respectively. The original time histories were compressed in time by a factor of $1/\sqrt{75}$ to account for the effects of scaling with respect to similitude law (Bertero et al 1984 and Elkhoraibi and Mosalam 2007). The response spectra of both the unscaled and scaled ground motions are presented in Figure 2.7.b and Figure 2.7.c.

The assumptions for the SDFS pseudo dynamic testing of the scaled dam section are given as follows:

**Assumption 1:** Hydrostatic and inertial forces act at a point located $h_p$ away from the dam base and the magnitude of the inertial and hydrodynamic forces are dictated by the value of concentrated mass $m$.

In order to justify the validity of the first assumption, the value of concentrated (numerical) mass $m$ and its location $h_p$ (i.e. the height of the scaled dam) must be determined. To accomplish this task, base shear force ($V$) and overturning moment ($M$) time histories of the prototype dam are obtained from a seismic analysis including dam – reservoir interaction under the effect of different motions. Then, the effective height ($e$) of the prototype dam is calculated from the slope of the $M$-$V$ time history (Figure 2.8.a). The height of the scaled dam, $h_p$, is calculated multiplying the effective height by the scale factor. It will be shown in Chapter 2.3 that the slope of $M$-$V$ diagram is nearly constant throughout the application of ground motion, which proves the applicability of a constant height assumption during an experiment. It should be reminded that the choice of the effective height directly affects the numerical mass value required to match the stress distribution over the dam base in both the scaled dam and prototype dam. In short, the effective height and numerical mass values are meaningful as a couple. Consequently, one could change the effective height and come up with a different numerical mass as long as the stress distributions at the base of both the scaled dam and prototype dam have a good agreement. The numerical mass required for each hazard level is also obtained by comparing $M$, $V$, and $\sigma$ demand histories from the scaled dam model with the ones from the prototype dam model. It is then proved that a SDFS system with a proper numerical mass (to match the fundamental period of the prototype dam) results in an
excellent match in M, V and σ responses. The details for validations are presented in Chapter 2.3.1 – 2.3.3.

**Assumption 2:** The gravity induced vertical stresses at the base of the dam can be simulated by applying an axial force at a height sufficiently away from the dam base on the scaled dam.

The accuracy of the second assumption is investigated by comparing the results of two different static (linear elastic) analyses. Base stresses obtained from the elastic stress analysis of the prototype dam model (unscaled, Figure 2.6.a) subjected to gravity and hydrostatic loads are compared to their counterparts obtained from scaled dam model (Figure 2.6.b) loaded at a height of $h_p$ from the base with a lateral ($F_h$) and vertical force ($F_v$). For the given hydrostatic force ($F_h$), the vertical force ($F_v$) was selected to match the base stress profile between the two models by using a trial and error procedure. The selected $F_h$ and $F_v$ are found as 174kN and 400kN. The agreement of the base stresses is excellent as shown in Figure 2.8.b, enabling the use of point loads for the simulation of the hydrostatic and gravity loads. Such a close match in the base stress estimations is parallel with the results of the SDFS approximation of the dam-reservoir system as given by Fenves and Chopra (1984.b). Their studies have shown that upon the representation of the fundamental frequency and the damping characteristics of a dam-reservoir system with a SDFS oscillator, one can have a tool capable of estimating the earthquake induced demands (base shear force, overturning moment and base vertical stresses even by employing Euler Bernoulli beam theory) with a reasonable accuracy.

![Analytical Results](image)

**Figure 2.8.** Analytical Results : (a) Determination of Effective Height from the Prototype Dam and (b) Comparison of Maximum Principal Stresses from Statical Loading Effects
Assumption 3: Values of \(m\) and \(h_p\) do not change with earthquake induced damage during the period of the ground motion.

The third assumption can be validated by observing the change of the fundamental period of the system during each test. Hui (1992) claimed that the base cracks do not change the fundamental period of the system drastically. Given that the period change during seismic action is limited, the hydrodynamic and inertial forces can be estimated with SDFS model with fixed \(m\) and \(h_p\) as shown in Figure 2.14. In addition, this assumption is also be validated with the identified periods during each experiment presented in Chapter 5.

Assumption 4: Dynamic strength enhancement of concrete is indirectly considered.

The fourth assumption is related to the material properties of the specimen and the dynamic nature of the loading. The strength increase of concrete as a result of rapid loading cannot be obtained during the pseudo dynamic test due to the slow nature of this testing procedure. However, the concrete strength was adjusted such that the static tensile strength of the scaled model matches the dynamic tensile strength of the actual dam section under high loading rates. In the scaling process of the test specimen, the stress and strain values are scale independent whereas the fracture energy of the concrete was scaled by the reciprocal of the scale, i.e. \(1/75\) (Uchita et al 2005). Therefore, the fracture process zone of the concrete should be reduced to decrease the fracture energy (Saouma et al 1991 and Uchita et al 2005). To accomplish this, the aggregate sizing was also reduced by the scale factor during the concrete manufacturing process as discussed in Chapter 3.

Assumption 5: Uplift pressures are not considered before, during and after seismic excitations.

As explained in Chapter 1, Javanmardi et al (2005) showed that the effect of uplift pressures during dynamic loading could be neglected due to the small saturation lengths during crack opening period. The other argument might be the fact that the
foundation soil of the dam body usually jet-grouted before construction, preventing the minor crack formations in the foundation rock. In addition, the application of drainage systems beneath the dam body would apparently reduce the uplift forces.

**Assumption 6:** The presence of water penetrating into the cracks and the influence of water in the cracks reducing the friction coefficient is neglected.

This assumption was also verified by Javanmardi et al (2005) by conducting water flow and water penetration experiments on concrete specimens. They determined the saturation length of cracks and concluded that only a small portion of a crack zone was saturated during dynamic loading. Therefore, this amount of penetrated water has negligible influence on the behavior of the crack zone, including the reduction in friction.

**Assumption 7:** Cracking is assumed to take place within the lower 6/10th of the dam model. Cracking above this region is assumed to be negligible.

The last assumption could be justified by investigating the work by Soysal et al (2016). Soysal et al (2016) presented estimated crack propagations on a dam body by performing incremental dynamic analysis by utilizing a fix-based finite element model. In the models, the hydrodynamic effects were also considered by utilizing compressible fluid elements and absorptive boundary elements. They showed that PGA levels of around 0.35g, which corresponds to PGA level of MCE scenario, caused cracks, mostly, at the base of the dam sections or some body cracks within 60% of the dam height.

### 2.3.2 The Outline of the Testing Procedure

The procedure used in determining the necessary parameters, i.e. m, h_p, F_v and F_h (Figure 2.9) is outlined as follows:

1) Conduct rigorous seismic elastic stress analysis of prototype dam model including dam reservoir interaction, as presented in Section 2.2, and obtain
the fundamental frequency \((T_1^s)\), base shear force \((V)\) and the overturning moment \((M)\) time histories (Figure 2.8.b),

2) Determine the effective height \((e)\) from the slope of overturning moment-shear force response. This height is then multiplied by the scale factor to obtain the height of the scaled dam, \(h_p\).

3) Build the laboratory specimen with the scaled dimensions and effective height and conduct an initial loading test (vertical load that simulates gravity loads and a small lateral force) to obtain the actual stiffness of the specimen (considering any unintended base flexibility of the setup),

4) Calibrate the finite element scaled dam model (SDFS) to match the stiffness of the test specimen by selecting the appropriate modulus of elasticity,

5) Determine the numerical mass \(m\) such that the fundamental period of the prototype dam with reservoir (from EAGD in this study) matches the fundamental period of the scaled dam model times the square root of the scale factor with a certain tolerance (±5% in this study),

6) Conduct dynamic analysis on the scaled model from Step 4 with concentrated mass from Step 5. Compare the demand parameters (overturning moment, base shear force and toe vertical stress time histories) with the results from Step 1 (prototype dam) considering appropriate scale factors. Check the errors on the maximum and minimum of these quantities,

7) If the errors of the maximum demand parameters are more than a specified tolerance (±20% in this study), adjust \(m\) and go to Step 5.

8) Determine the vertical force \(F_v\) acting on the scaled model that results in similar base stresses to the hydrostatic plus gravity induced base stresses of the prototype model. Apply the static lateral force as the hydrostatic force.

9) Conduct the ground motion test with the selected mass \(m\). Identify the dynamic properties of the tested dam. Determine the effective elongated fundamental period of the specimen due to possible cracking.

10) Go to step 1 and redo all steps for the next ground motion.

The procedure outlined above mainly relies on two key calibrations:
i. Matching the overturning moment and base shear from the action of a single piston located at an effective height with the base moment on the prototype model,

ii. Matching the fundamental period of the prototype dam with the fundamental period of the scaled dam model.

Hence, it is very similar to the simplified single degree of freedom approach of Fenves and Chopra (1984.b). The main difference from that approach is the use of EAGD instead of simplified formulas for the determination of effective mass and height so that ground motion dependency on stresses, moment or shear force are better considered. For the benefit of a better match of the stresses (or moments and shear forces), the procedure allows for a fine tuning of the numerical mass if needed, sacrificing from the exact match of the fundamental period.

![Flowchart Explaining the Testing Procedure](image)

**Figure 2.9. Flowchart Explaining the Testing Procedure**

In the following sections, the above procedure is implemented for the three different test specimens, whose details are explained in Chapter 4:

- Specimen 1: Conventionally vibrated concrete (CVC) with uniaxial compressive strength of 25 MPa on the day of testing.
• Specimen 2: Roller compacted concrete (RCC) with uniaxial compressive strength of 15 MPa on the day of testing.
• Specimen 3: Roller compacted concrete (RCC) with uniaxial compressive strength of 25 MPa on the day of testing.

2.3.2.1 Specimen 1: CVC Gravity Dam

The summary of the parameters given in the above procedure (Figure 2.9) for the CVC gravity dam specimen with 25 MPa are presented in this section for the OBE, MDE and MCE motions are summarized herein. In the following figures, the terms “Prototype” and “Scaled” are used to refer the analysis performed in EAGD (numerical model for unscaled dam) and ANSYS (numerical model for the scaled single mass distributed stiffness model presented in Figure 2.6).

Step 1-2: First, the effective height of the prototype dam was found as 70 m from the slope of M – V response of the prototype dam (Figure 2.11). Therefore, the height of the specimen ($h_p$) was calculated as 0.95 m.

![Figure 2.10](image)  
*Figure 2.10. Determination of Effective Height for Specimen 1: (a) OBE, (b) MDE and (c) MCE motions*
**Step 3:** The initial loading test on the scaled CVC dam specimen gave a lateral stiffness of 595 kN/mm (Figure 2.11).

**Step 4-5:** The modulus of elasticity of the scaled dam model was selected as 13,850 MPa to obtain the same stiffness as the scaled dam specimen (Figure 2.11). The fundamental period of the prototype dam with full reservoir \( T_1^p \) was calculated as 0.43 sec. For the scaled dam, this corresponded to a fundamental period \( T_1^s \) of about 0.05 sec found by dividing \( T_1^p \) by the square root of the scale factor. Therefore, the first trial on the numerical mass was calculated as 37.5 ton.

![Figure 2.11. Preliminary Test for Lateral Stiffness Determination of Specimen 1](image)

**Step 6:** The numerical mass \( m \) calculated at Step 5 may not guarantee that M, V and the stress time histories of the specimen are estimated perfectly. There may be a numerical mass that produces better internal force and base stress history estimations. At this stage, SDFS models with different masses were analyzed to investigate the best match for each hazard level. The analysis results for different numerical masses can be found in Appendix B. Comparisons of analysis results for the base shear, overturning moment and toe vertical stress time series between the full scale dam (prototype dam) and the scaled dam model for OBE, MDE and MCE motions are presented in Figure 2.12 - Figure 2.14. Those figures correspond to the best match cases for each hazard level. In those figures, SDFS system results are named as “Scaled” and the scaled EAGD overturning and base shear and unscaled EAGD stress results are represented as “Prototype”. It could be concluded from Figure 2.12 - Figure 2.14 that the agreement between the analysis results with rigorous consideration of dam reservoir interaction (prototype dam) and the scaled dam model with concentrated mass was excellent. The errors in the fundamental period, the maximum and the minimum base shear force, the overturning moment
and the vertical stresses at the toe were presented in Table 2.2 – Table 2.4 for varying values of numerical masses. The numerical mass that provided the best match for the fundamental period turned out to be a reasonable match for the other demand parameters for OBE and MDE motions (errors being less than 20% for vertical stress). For the MCE motion, the numerical mass was selected such that none of the considered maximum demand parameters had an error larger than 20% with a 3% error in the fundamental frequency. In all of the analysis, the damping was assumed to be 5%.

**Figure 2.12.** Comparison of the Analysis Results of Specimen 1 for the OBE ground motion: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress

**Figure 2.13.** Comparison of the Analysis Results of Specimen 1 for the MDE ground motion: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress
Figure 2.14. Comparison of the Analysis Results of Specimen 1 for the MCE ground motion: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress

Table 2.2. Comparisons of the Errors in the Response Quantities for Scaled Dam Models of Specimen 1 with Different Mass m for OBE motion

<table>
<thead>
<tr>
<th>m (ton)</th>
<th>f</th>
<th>$V_{\text{max}}$</th>
<th>$V_{\text{min}}$</th>
<th>$M_{\text{max}}$</th>
<th>$M_{\text{min}}$</th>
<th>$\sigma_{y,\text{max}}$</th>
<th>$\sigma_{y,\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>37.7</td>
<td>-23.8</td>
<td>-44.3</td>
<td>-6.0</td>
<td>-25.5</td>
<td>-39.1</td>
<td>-20.4</td>
</tr>
<tr>
<td>30</td>
<td>12.5</td>
<td>-16.8</td>
<td>-34.0</td>
<td>2.7</td>
<td>-11.8</td>
<td>-28.1</td>
<td>-13.0</td>
</tr>
<tr>
<td>35</td>
<td>4.2</td>
<td>3.5</td>
<td><strong>-14.9</strong></td>
<td>27.9</td>
<td>14.1</td>
<td>-7.0</td>
<td>8.7</td>
</tr>
<tr>
<td>37.5</td>
<td>0.6*</td>
<td>-5.7</td>
<td>-21.2</td>
<td>16.5</td>
<td><strong>5.6</strong></td>
<td>-14.0</td>
<td><strong>-1.1</strong></td>
</tr>
<tr>
<td>40</td>
<td>-2.6</td>
<td>-18.5</td>
<td>-30.8</td>
<td>0.7</td>
<td>-7.3</td>
<td>-24.4</td>
<td>-14.5</td>
</tr>
<tr>
<td>45</td>
<td>-8.1</td>
<td>-31.5</td>
<td>-47.2</td>
<td>-15.3</td>
<td>-29.6</td>
<td>-42.5</td>
<td>-28.1</td>
</tr>
<tr>
<td>55</td>
<td>-16.9</td>
<td>-30.8</td>
<td>-47.2</td>
<td>-14.6</td>
<td>-30.8</td>
<td>-43.5</td>
<td>-27.5</td>
</tr>
</tbody>
</table>

*The minimum error within a column is shown in **bold italics.**

Table 2.3. Comparisons of the Errors in the Response Quantities for Scaled Dam Models of Specimen 1 with Different Mass m for MDE motion

<table>
<thead>
<tr>
<th>m (ton)</th>
<th>f</th>
<th>$V_{\text{max}}$</th>
<th>$V_{\text{min}}$</th>
<th>$M_{\text{max}}$</th>
<th>$M_{\text{min}}$</th>
<th>$\sigma_{y,\text{max}}$</th>
<th>$\sigma_{y,\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>9.1</td>
<td>-18.7</td>
<td>-34.3</td>
<td>-40.3</td>
<td>-50.9</td>
<td>-32.7</td>
<td>-20.0</td>
</tr>
<tr>
<td>37.5</td>
<td>-2.6*</td>
<td>-16.0</td>
<td>-30.2</td>
<td>-38.1</td>
<td>-47.6</td>
<td>-28.3</td>
<td>-17.3</td>
</tr>
<tr>
<td>40</td>
<td>-5.6</td>
<td>-1.8</td>
<td>-21.2</td>
<td>-27.8</td>
<td><strong>-40.7</strong></td>
<td><strong>-19.1</strong></td>
<td><strong>-3.3</strong></td>
</tr>
<tr>
<td>50</td>
<td>-15.8</td>
<td>-36.7</td>
<td>-56.8</td>
<td>-53.2</td>
<td>-68.0</td>
<td>-55.6</td>
<td>-37.5</td>
</tr>
</tbody>
</table>

*The minimum error within a column is shown in **bold italics.**
Table 2.4. Comparisons of the Errors in the Response Quantities for Scaled Dam Models of Specimen 1 with Different Mass m for MCE motion

<table>
<thead>
<tr>
<th>m (ton)</th>
<th>f</th>
<th>V&lt;sub&gt;max&lt;/sub&gt;</th>
<th>V&lt;sub&gt;min&lt;/sub&gt;</th>
<th>M&lt;sub&gt;max&lt;/sub&gt;</th>
<th>M&lt;sub&gt;min&lt;/sub&gt;</th>
<th>σ&lt;sub&gt;y,max&lt;/sub&gt;</th>
<th>σ&lt;sub&gt;y,min&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>5.4</td>
<td>-13.2</td>
<td>-22.1</td>
<td>6.2</td>
<td>6.9</td>
<td>17.5</td>
<td>23.3</td>
</tr>
<tr>
<td>55</td>
<td>-1.5*</td>
<td>-6.7</td>
<td>-11.6</td>
<td>14.1</td>
<td>21.1</td>
<td>3.7</td>
<td>14.7</td>
</tr>
<tr>
<td>65</td>
<td>-3.0</td>
<td>20.8</td>
<td>-6.8</td>
<td>48.0</td>
<td>27.9</td>
<td>24.1</td>
<td>59.9</td>
</tr>
<tr>
<td>75</td>
<td>-4.6</td>
<td>41.3</td>
<td>-223.2</td>
<td>-99.6</td>
<td>-99.6</td>
<td>71.3</td>
<td>87.1</td>
</tr>
</tbody>
</table>

*The minimum error within a column is shown in bold italics.

**Step 7:** The numerical masses that result in minimum percentage error in M, V and σ<sub>τoe</sub> for OBE, MDE and MCE motions were found to be 37.5 t, 40 t and 55 t, respectively.

**Step 8:** The vertical external force (F<sub>v</sub>) to produce base stress distribution equal to the one in the prototype is readily calculated in a trial and error procedure as 400 kN (Figure 2.8).

**Step 9-10:** The pseudo dynamic test of this specimen was performed and its detailed results are presented in Chapter 5.

2.3.2.2 Specimen 2: RCC Gravity Dam 1

The parameters given in the testing procedure (Figure 2.9) for the RCC gravity dam specimen with f<sub>c</sub>=15 MPa are summarized in this section. The prototype dam for Specimen 2 had a uniaxial compressive strength of 15 MPa.

**Step 1-2:** The effective height of the prototype dam was also found as 70 m from the slope of M–V response of the prototype dam (Figure 2.15). Therefore, the height of the specimen (h<sub>p</sub>) was calculated as 0.95 m.

**Step 3:** The initial loading test on the scaled dam specimen gave a lateral stiffness of 438 kN/mm (Figure 2.16).

**Step 4-5:** The fundamental period of the prototype dam with full reservoir (T<sub>1,p</sub>) was calculated as 0.49 sec, corresponding to a fundamental period (T<sub>1</sub>) of about 0.06 sec for the scaled dam. Consequently, the required numerical mass of the scaled specimen was calculated as 37.5 tons. This mass was considered as an initial guess in the trial and error process.
Figure 2.15. Determination of Effective Height for Specimen 2: (a) OBE, (b) MDE and (c) MCE motions

Figure 2.16. Preliminary Test for Lateral Stiffness Determination of Specimen 2

**Step 6:** For Specimen 2, the comparison of base shear, overturning moment and toe vertical stress time series between the full scale dam (prototype dam) and the scaled dam model (SDFS) for OBE, MDE and MCE motions are presented in Figure 2.17-Figure 2.19. Comparisons of analysis results for those figures corresponded to the best match cases for each hazard level. The estimations for different numerical mass
values can be found in Appendix C. It can be concluded from Figure 2.17 – Figure 2.19 that the agreement between the analysis results with rigorous consideration of dam reservoir interaction (prototype dam) and the scaled dam model with concentrated mass was promising. The errors in the fundamental period, the maximum and the minimum base shear force, the overturning moment and the vertical stresses at the toe are presented in Table 2.5 – Table 2.7 for varying values of numerical masses. For Specimen 2, the numerical masses causing the best fundamental period estimate for all hazard levels (at most 2%) also resulted in an error less than 30% on the vertical stress histories.

![Figure 2.17. Comparison of the Analysis Results of Specimen 2 for the OBE ground motion: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress](image)

![Figure 2.18. Comparison of the Analysis Results of Specimen 2 for the MDE ground motion: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress](image)
Figure 2.19. Comparison of the Analysis Results of Specimen 2 for the MCE ground motion: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress

Table 2.5. Comparisons of the Errors in the Response Quantities for Scaled Dam Models of Specimen 2 with Different Mass m for OBE motion

<table>
<thead>
<tr>
<th>m (ton)</th>
<th>f</th>
<th>V_{max}</th>
<th>V_{min}</th>
<th>M_{max}</th>
<th>M_{min}</th>
<th>σ_y,max</th>
<th>σ_y,min</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>36.9</td>
<td>-8.2</td>
<td>8.3</td>
<td>22.9</td>
<td>17.7</td>
<td>17.4</td>
<td>14.7</td>
</tr>
<tr>
<td>30</td>
<td>11.7</td>
<td>-2.7</td>
<td>25.5</td>
<td>30.7</td>
<td>37.0</td>
<td>17.4</td>
<td>14.7</td>
</tr>
<tr>
<td>35</td>
<td>3.5</td>
<td>-17.2</td>
<td>-5.7</td>
<td>10.7</td>
<td>2.8</td>
<td>-11.8</td>
<td>-2.9</td>
</tr>
<tr>
<td>37.5</td>
<td>0.0*</td>
<td>-12.3</td>
<td>-8.1</td>
<td>17.6</td>
<td>0.4</td>
<td>-1.6</td>
<td>5.8</td>
</tr>
<tr>
<td>40</td>
<td>-3.2</td>
<td>-10.2</td>
<td>5.2</td>
<td>20.6</td>
<td>14.7</td>
<td>-13.9</td>
<td>3.2</td>
</tr>
<tr>
<td>45</td>
<td>-8.7</td>
<td>29.9</td>
<td>45.6</td>
<td>74.1</td>
<td>58.9</td>
<td>36.4</td>
<td>52.7</td>
</tr>
<tr>
<td>50</td>
<td>-13.4</td>
<td>78.2</td>
<td>113.4</td>
<td>138.8</td>
<td>133.1</td>
<td>99.9</td>
<td>109.3</td>
</tr>
</tbody>
</table>

*The minimum error within a column is shown in bold italics.

Table 2.6. Comparisons of the Errors in the Response Quantities for Scaled Dam Models of Specimen 2 with Different Mass m for MDE motion

<table>
<thead>
<tr>
<th>m (ton)</th>
<th>f</th>
<th>V_{max}</th>
<th>V_{min}</th>
<th>M_{max}</th>
<th>M_{min}</th>
<th>σ_y,max</th>
<th>σ_y,min</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>9.5</td>
<td>1.6</td>
<td>21.8</td>
<td>-24.0</td>
<td>-18.0</td>
<td>-15.8</td>
<td>-7.6</td>
</tr>
<tr>
<td>37.5</td>
<td>-2.1*</td>
<td>-16.4</td>
<td>-19.8</td>
<td>-37.0</td>
<td>-47.0</td>
<td>-28.8</td>
<td>-12.9</td>
</tr>
<tr>
<td>40</td>
<td>-5.2</td>
<td>-11.2</td>
<td>-5.3</td>
<td>-31.9</td>
<td>-38.3</td>
<td>8.5</td>
<td>5.8</td>
</tr>
<tr>
<td>50</td>
<td>-15.2</td>
<td>81.6</td>
<td>107.1</td>
<td>35.6</td>
<td>39.0</td>
<td>84.1</td>
<td>89.0</td>
</tr>
</tbody>
</table>

*The minimum error within a column is shown in bold italics.
Table 2.7. Comparisons of the Errors in the Response Quantities for Scaled Dam Models of Specimen 2 with Different Mass m for MCE motion

<table>
<thead>
<tr>
<th>m (ton)</th>
<th>( f )</th>
<th>( V_{\text{max}} )</th>
<th>( V_{\text{min}} )</th>
<th>( M_{\text{max}} )</th>
<th>( M_{\text{min}} )</th>
<th>( \sigma_y,\text{max} )</th>
<th>( \sigma_y,\text{min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>9.1</td>
<td>27.8</td>
<td>14.4</td>
<td>60.6</td>
<td>60.2</td>
<td>36.7</td>
<td>36.1</td>
</tr>
<tr>
<td>55</td>
<td>-1.3*</td>
<td>16.9</td>
<td>7.4</td>
<td>46.8</td>
<td>50.4</td>
<td>28.3</td>
<td>24.4</td>
</tr>
<tr>
<td>65</td>
<td>-9.2</td>
<td>45.4</td>
<td>24.2</td>
<td>82.8</td>
<td>73.9</td>
<td>48.4</td>
<td>54.8</td>
</tr>
<tr>
<td>75</td>
<td>-15.5</td>
<td>65.6</td>
<td>42.7</td>
<td>108.1</td>
<td>99.9</td>
<td>70.6</td>
<td>76.3</td>
</tr>
</tbody>
</table>

*The minimum error within a column is shown in bold italics.

**Step 7:** The numerical masses that result in minimum percentage error in M, V and \( \sigma_{\text{toe}} \) for OBE, MDE and MCE motions are found to be m=37.5 t, 40 t and 55 t, respectively.

**Step 8:** The vertical external force \( (F_v) \) to produce base stress distribution equal to the one in the prototype is readily calculated in a trial and error procedure as 400kN (Figure 2.8).

**Step 9-10:** The pseudo dynamic test of this specimen is performed and its detailed results are presented in Chapter 5.

2.3.2.3 Specimen 3: RCC Gravity Dam 2

The parameters for the RCC gravity dam with \( f_c=25 \) MPa are presented in this part. The prototype dam for Specimen 3 is also assumed to have the same compressive strength. Therefore, the analyses of the prototype dam are exactly the same as the CVC gravity dam. The application of the aforementioned procedure for the OBE, MDE and MCE motions are summarized herein.

**Step 1-2:** The effective height of the prototype dam was found as 70 m, being analogous to Specimen 1. Thus, the height of the specimen \( (h_p) \) is calculated as 0.95 m.

**Step 3:** The initial loading test on the scaled CVC dam specimen gave a lateral stiffness of 615 kN/mm (Figure 2.20). This initial stiffness is also very close to the one obtained for Specimen 1 (595 kN/mm). Accordingly, the stiffness of Specimen 3 is very similar to the stiffness of Specimen 1 (CVC gravity dam specimen), along with the same prototype properties. Consequently, the following steps (Step 4 – 10) will not be performed again for RCC gravity dam 2. Therefore, the numerical masses
of 37.5 t, 40 t and 55 t for OBE, MDE and MCE motions, respectively, are assumed to bring about minimum percentage errors in M, V and $\sigma_{\text{toe}}$ for the specimen in concern.

![Graph](image.png)

**Figure 2.20.** Preliminary Test for Lateral Stiffness Determination

It can be observed that due to the difference in the initial stiffness of specimens similar numerical mass values were found to be valid for testing. It should be noted that this situation may not be valid for different test campaigns.

### 2.3.3 Concluding Remarks

The capability of a distributed stiffness and concentrated mass system (SDFS) to capture the behavior of a distributed mass and stiffness system (EAGD or prototype) was investigated in this section. The demand parameters like stresses at the base of the dam, the overturning moments, the base shears as well as the fundamental periods were compared. The results were promising as both the magnitude and frequency contents of each demand parameter could be captured well for each hazard level. It should be noted that these results are valid for elastic analysis. The validity of the method should be re-investigated during the experiment by analyzing the change in the fundamental period during the experiment. In Chapter 5, this issue will be discussed by referring to the identification results of each specimen. It will be presented that the fundamental period changes of each specimen under the effect of earthquakes of different hazard levels were very limited, which implies that the stiffness of the system remains nearly unchanged.
CHAPTER 3

MATERIALS

This chapter describes the materials utilized throughout the experimental program and the effect of scaling on the material response. The results of this chapter demonstrate the applicability of using scaled aggregate materials to represent the unscaled properties.

3.1 Aggregates and Sieve Analysis Results

Five different batches of aggregates commonly used in practice were supplied (Figure 3.1) and the mixture ratios for different concrete types (i.e. conventionally vibrated concrete (CVC) and roller compacted concrete (RCC)) were determined. First, the maximum aggregate sizes (MAS) were selected for each concrete type. For convenience as well as representing the current business practice, MAS were selected as 30 mm and 50 mm for full-scale CVC and RCC, respectively. On the other hand, for the 1/75 scaled concrete mixture, MAS was scaled by selecting it as 3 mm to reduce the fracture process zone as suggested by Saouma et al (1991). Specimens with scaled and unscaled aggregate sizes were prepared and tested to investigate the effect of scaling on the mechanical properties.

The physical tests, namely sieve analysis, unit weights and water absorption capacity, for the coarse and fine aggregates were carried out by following the recommendations of ASTM C 127-12 and 128-12, respectively. The aforementioned properties of each aggregate batch are presented in the following subsections.

3.1.1 Sieve Analysis Results

For each aggregate batch, sieve analyses were performed at Materials of Construction Laboratory of Middle East Technical University. The gradation curves of each aggregate batch are presented in Figure 3.2. By utilizing the obtained gradation curves, the ratios of aggregate batches in each concrete type were calculated in order to maximize the density of the mixture. In other words, the
available batches were mixed so that the void amounts between the particles were reduced. To accomplish this goal, the gradation curve of aggregate mixture was arranged to approach the Fuller’s Curve given in Eq. 3.1 (Fuller and Thompson 1907). In Eq. 3.1, \( d_i \) represents opening size of \( i^{\text{th}} \) sieve, \( D_{\text{max}} \) is MAS and \( p_i \) is the percentage passing \( i^{\text{th}} \) sieve.

\[
p_i = \left( \frac{d_i}{D_{\text{max}}} \right)^{0.5}
\]

(3.1)

**Figure 3.1.** Different Batches of Aggregates

The mixture ratios for both scaled and unscaled CVC and RCC concrete types are given in Table 3.1 and Table 3.2. It should be emphasized that two different aggregate mixtures were prepared by using stream sand or crushed stone as the choice of aggregate was not clear at this stage. Furthermore, the comparisons of gradation curves of aggregate mixtures with the Fuller’s Curve are presented in Figures 3.3 and 3.4. From those figures, it could easily be inferred that there was an acceptable match between each mixture gradation curve and its corresponding
Fuller’s Curve, implying a satisfactory mixture density with a minimum compaction effort.

![Gradation Curves for the Different Batches of Aggregates](image)

**Figure 3.2.** Gradation Curves for the Different Batches of Aggregates

**Table 3.1.** Aggregate Mixtures with 0-3 mm Stream Sand

<table>
<thead>
<tr>
<th></th>
<th>Scaled CVC</th>
<th>Scaled RCC</th>
<th>Unscaled CVC</th>
<th>Unscaled RCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-3mm Stream Sand</td>
<td>100 %</td>
<td>100 %</td>
<td>45 %</td>
<td>25 %</td>
</tr>
<tr>
<td>0-3mm Gravel</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3-15mm Gravel</td>
<td>-</td>
<td>-</td>
<td>25 %</td>
<td>22.5 %</td>
</tr>
<tr>
<td>15-30mm Gravel</td>
<td>-</td>
<td>-</td>
<td>30 %</td>
<td>32.5 %</td>
</tr>
<tr>
<td>30-50mm Gravel</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20 %</td>
</tr>
</tbody>
</table>
Figure 3.3. Gradation Curves for Concrete Mixtures (Fine Aggregate from 0-3mm Stream Sand Batch)

Table 3.2. Aggregate Mixtures with 0-3 mm Gravel

<table>
<thead>
<tr>
<th></th>
<th>Scaled CVC</th>
<th>Scaled RCC</th>
<th>Unscaled CVC</th>
<th>Unscaled RCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-3mm Stream Sand</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0-3mm Gravel</td>
<td>100 %</td>
<td>100 %</td>
<td>45 %</td>
<td>25 %</td>
</tr>
<tr>
<td>3-15mm Gravel</td>
<td>-</td>
<td>-</td>
<td>25 %</td>
<td>22.5 %</td>
</tr>
<tr>
<td>15-30mm Gravel</td>
<td>-</td>
<td>-</td>
<td>30 %</td>
<td>32.5 %</td>
</tr>
<tr>
<td>30-50mm Gravel</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20 %</td>
</tr>
</tbody>
</table>
3.1.2 Specific Gravity and Water Absorption Capacity Experiments

The unit weights and water absorption capacities of each batch were determined by utilizing ASTM C 127-12 and 128-12 at Materials of Construction Laboratory of Middle East Technical University. The results for fine and coarse aggregates are presented in Table 3.3 and Table 3.4, respectively. These densities are utilized while determining the weights of each aggregate batch in a $1\text{m}^3$ of concrete mixture. The water absorption capacities are also important as they directly affect the water content that will take action in the hydration process. The water amount during concrete mixture preparations are arranged according to the water absorption and the water content of each aggregate batch.
Table 3.3. Unit Weights and Water Absorption Capacities for Fine Aggregates

<table>
<thead>
<tr>
<th></th>
<th>0-3 mm Stream Sand</th>
<th>0-3 mm Gravel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific Gravity (SSD)</strong></td>
<td>1.681 ton/m$^3$</td>
<td>1.628 ton/m$^3$</td>
</tr>
<tr>
<td><strong>Specific Gravity (Dry)</strong></td>
<td>1.613 ton/m$^3$</td>
<td>1.584 ton/m$^3$</td>
</tr>
<tr>
<td><strong>Water Absorption</strong></td>
<td>4.201 %</td>
<td>2.796 %</td>
</tr>
</tbody>
</table>

Table 3.4. Unit Weights and Water Absorption Capacities for Coarse Aggregates

<table>
<thead>
<tr>
<th></th>
<th>7-15mm and 15-30mm Gravel</th>
<th>30-50mm Gravel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific Gravity (SSD)</strong></td>
<td>2.713 ton/m$^3$</td>
<td>2.556 ton/m$^3$</td>
</tr>
<tr>
<td><strong>Specific Gravity (Dry)</strong></td>
<td>2.705 ton/m$^3$</td>
<td>2.547 ton/m$^3$</td>
</tr>
<tr>
<td><strong>Water Absorption</strong></td>
<td>0.294 %</td>
<td>0.475 %</td>
</tr>
</tbody>
</table>

3.2 Chemical Properties of Cement and Pozzolan

The cement type CEM I (Portland Cement) was used throughout the experimental program as this type contains no pozzolan or other additional chemicals. While producing the RCC, some pozzolan should also be added to the mixture in order to reduce the heat of hydration. For this purpose, the readily available fly ash from Iskenderun Iron and Steel Enterprises was used. The chemical properties of both the cement and fly ash should comply with the limits recommended by the corresponding standards. The chemical compositions of those binding materials were determined in Turkish Cement Manufacturers’ Association (TCMA) and the results are given in Table 3.5 and Table 3.6. It could be concluded from those tables that both cement and fly ash are compatible with ASTM C150-12 and ASTM C618-12, respectively.
Table 3.5. Chemical Composition of Cement

<table>
<thead>
<tr>
<th>Oxides and Other Properties</th>
<th>% by Weight</th>
<th>ASTM C150 Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>18.30</td>
<td>-</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>4.27</td>
<td>-</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>4.10</td>
<td>-</td>
</tr>
<tr>
<td>CaO</td>
<td>62.20</td>
<td>-</td>
</tr>
<tr>
<td>MgO</td>
<td>1.29</td>
<td>Max. 6.0</td>
</tr>
<tr>
<td>SO₃</td>
<td>2.78</td>
<td>Max. 3.0</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.18</td>
<td>-</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.60</td>
<td>-</td>
</tr>
<tr>
<td>Equivalent Tot. Alkali (Na₂O+0.658K₂O)</td>
<td>0.57</td>
<td>Max 0.60</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.0102</td>
<td>Max. 0.1</td>
</tr>
</tbody>
</table>

2-Day Comp. Strength | 19.2 MPa | Min. 12.0 |
7-Day Comp. Strength | 36.1 MPa  | Min. 19.0  |
28-Day Comp. Strength | 48.7 MPa  | Min. 28.0  |
Initial Setting Time   | 235 min   | Min. 60.0  |
Final Setting Time     | 445 min   | Max. 600.0  |

3.3 Water-Cement Ratio

In this part, the water – cementitious material ratios for an average target compressive strength of 25 MPa CVC (both scaled and unscaled), 15 MPa and 25 MPa RCC (both scaled and unscaled) were determined. Concrete batches were mixed by using different water – cementitious material ratios and the 7th, 28th and 90th day strengths of 150x300 mm cylindrical specimens were determined.

For unscaled CVC mixture, the water – cement ratio was assumed to be 0.55 as this ratio was determined not to cause workability problems during initial trials. In addition, for the scaled CVC, this ratio was increased in order to compensate the increased amount of water absorption stemming from using no coarse aggregates in the mixture, which increased the surface area of aggregate batch. Thus, the amount of cement should also be larger than the unscaled CVC since the required Calcium-Silicate-Hydrate (C-S-H) gel (concrete paste) to bind the aggregates together was
more due to this increased surface area of aggregates. In the trial and error process to
determine the cement amount for gaining the target compressive strength, the water –
cement ratios were taken as constant but the cement amount was varied for different
concrete batches. Consequently, the cement amount versus compressive strength
curves were obtained for CVC.

Table 3.6. Chemical Composition of Fly Ash

<table>
<thead>
<tr>
<th>Oxides and Other Properties</th>
<th>% by Weight</th>
<th>ASTM C618 Limit For Class F</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>63.79</td>
<td></td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>19.04</td>
<td></td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>6.76</td>
<td></td>
</tr>
<tr>
<td>CaO</td>
<td>1.68</td>
<td></td>
</tr>
<tr>
<td>MgO</td>
<td>1.65</td>
<td>Max. 6.0</td>
</tr>
<tr>
<td>SO₃</td>
<td>0.30</td>
<td>Max. 3.0</td>
</tr>
<tr>
<td>Na₂O</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>K₂O</td>
<td>2.18</td>
<td></td>
</tr>
<tr>
<td>Equivalent Tot. Alkali (Na₂O+0.658K₂O)</td>
<td>2.54</td>
<td></td>
</tr>
<tr>
<td>Free CaO</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.0067</td>
<td></td>
</tr>
<tr>
<td>Reactive CaO</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>2.340 ton/m³</td>
<td></td>
</tr>
<tr>
<td>Retained 45 µm sieve</td>
<td>20.6</td>
<td>Max. 34.0</td>
</tr>
<tr>
<td>28 Day Strength Activity Index</td>
<td>78.0</td>
<td>Min. 75</td>
</tr>
<tr>
<td>90 Day Strength Activity Index</td>
<td>90.2</td>
<td>Min. 75</td>
</tr>
</tbody>
</table>

In the preliminary trials, the scaled CVC samples prepared from 0-3mm stream sand
were found to have less strength compared to the unscaled ones composed of gravel
(55% of total aggregate mass). The other problem with the stream sand batch was the
probable difference in the modulus of elasticity between the scaled and unscaled
concrete mixtures. In order to eliminate those drawbacks, gravel batch was decided
to be used as fine aggregates.
The RCC mixture design was performed with the aid of ACI 207 (1999). In ACI 207 (1999), the curves to determine both the water – cementitious material ratios and the cementitious material amounts for a target compressive strength value at a desired age of concrete including 7th, 28th, 90th-day and 1-year are presented (Figure 3.5). Those curves are derived from the database of field core tests of RCC dams built in the USA. In this dissertation, the fly ash amount is taken as 40% of cementitious material in order to be compatible with ACI 207 (1999) curves. In addition, the water – cement ratio is assumed as 0.40 for the unscaled RCC mixture.

![Curves Used in RCC Mixture Design](image)

Note: These curves based on use of 75mm MAS with 30 to 40 percent fly ash per volume of cementitious material

**Figure 3.5.** Curves Used in RCC Mixture Design (ACI 207) : (a) Water – Cementitious Material Ratio and (b) Cementitious Material Amount

The compaction necessary for the placement of RCC was simulated by a pneumatic hand compactor in the laboratory environment (Figure 3.6.a). The uniform compaction of specimens was ensured by 50-mm-thick plates for both 100x200mm (Figure 3.6.b) and 150x300mm (Figure 3.6.c) cylindrical specimens. The concrete was placed in layers of 70mm and 100mm in the 100x200mm and 150x300mm molds, respectively. Each layer was compacted by using a pneumatic hand compactor (Figure 3.6.a). While compacting the specimens, the aim was to generate
the same compaction energy per second as the one given by vibrating rollers in practice. The calculations on this phenomenon are presented in Chapter 4.

The water – cementitious material ratios and fly ash ratio in cementitious material in RCC mixture were taken as constant similar to the CVC mix design. On the other hand, the cementitious material amount was varied for different concrete batches. Consequently, the cementitious material amount versus compressive strength curves were obtained.

![Figure 3.6. Apparatus Used in RCC Placement: (a) Pneumatic Hand Compactor; (b) 100x200mm Cylindrical Mold; (c) 100x200mm Cylindrical Mold and (d) Steel Apparatus for Uniform Compaction](image)

![Figure 3.7. Stages in RCC Placement: (a) Mixture in Mixer; (b) Placement of Concrete in Molds and (c) Compaction](image)

### 3.4 Concrete Mixture Results

In this part, the concrete mixtures for unscaled and scaled CVC and RCC’s are presented. The 3rd, 7th, 28th and 90th-day compressive and split tensile strength values for each type of concrete are also tabulated for the final mixtures. In addition, the
size effect on the strength was examined by comparing the 7\textsuperscript{th} and 28\textsuperscript{th}-day results of 100x200mm and 150x300mm cylindrical specimens. Finally, the stress-strain curves at the age of 7 and 28 days were obtained and presented for each concrete type excluding unscaled RCC specimens. This is because; the capacity of the available testing machine at Materials of Construction Laboratory of Middle East Technical University, MTS (Figure 3.8), is 20t. This limit nearly corresponds a pressure value of 11 MPa on a specimen having a diameter of 150mm and a height of 300mm.

![Figure 3.8. MTS Testing Machine](image)

### 3.4.1 Unscaled CVC Results

After trial and error procedure outlined above, the cement amount was determined as 250 kg/m\textsuperscript{3} and the water-cement ratio was selected as 55\% for unscaled CVC. The compressive strength values obtained by utilizing above mixture ratios are presented in Table 3.7. From Table 3.7, it could be stated that the compressive strength values of 100x200mm specimens were approximately 10\% larger than 150x300mm specimens. This difference was compatible with the literature values (Day 1994, Vandegrift and Schindler 2006 and Hamad 2015). In addition, this mixture was capable of producing the target average compressive strength value of 25 MPa at the 28\textsuperscript{th}-day with an acceptable tolerance.
Table 3.7. Compressive Strength Values of Unscaled CVC Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>Specimen 1 (100x200 mm)</th>
<th>Specimen 2 (100x200 mm)</th>
<th>Average (100x200 mm)</th>
<th>Specimen 1 (150x300 mm)</th>
<th>Specimen 2 (150x300 mm)</th>
<th>Average (150x300 mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>22.2 MPa</td>
<td>20.3 MPa</td>
<td>21.3 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>23.9 MPa</td>
<td>23.8 MPa</td>
<td>23.8 MPa</td>
<td>22.3 MPa</td>
<td>22.4 MPa</td>
<td>22.3 MPa</td>
</tr>
<tr>
<td>28</td>
<td>31.4 MPa</td>
<td>29.9 MPa</td>
<td>30.7 MPa</td>
<td>24.3 MPa</td>
<td>27.7 MPa</td>
<td>26.0 MPa</td>
</tr>
<tr>
<td>90</td>
<td>31.9 MPa</td>
<td>33.3 MPa</td>
<td>32.6 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

At the age of 7 and 28 days, the stress-strain curves were also obtained from the testing of 100x200mm specimens. These curves are shown in Figure 3.9. By examining Figure 3.9c, an increase in the compressive strength can be detected. From that figure, it can clearly be inferred that the increase in the modulus of elasticity was nearly 20% from 7th day to 28th day. Besides, there is a leftward shift in the strain at the ultimate strength value in accordance with the observations in literature. Furthermore, the split tensile strengths are summarized in Table 3.8.

Figure 3.9. Stress-Strain Curves of the Unscaled 100x200mm CVC Specimens: (a) 7th Day Results; (b) 28th Day Results and (c) All Results
Table 3.8. Split Tensile Strength Values of Unscaled CVC Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>Specimen 1</th>
<th>Specimen 2</th>
<th>Average</th>
<th>Specimen 1</th>
<th>Specimen 2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.4 MPa</td>
<td>2.2 MPa</td>
<td>2.3 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>3.3 MPa</td>
<td>3.1 MPa</td>
<td>3.2 MPa</td>
<td>2.6 MPa</td>
<td>1.7 MPa</td>
<td>2.2 MPa</td>
</tr>
<tr>
<td>28</td>
<td>4.0 MPa</td>
<td>2.7 MPa</td>
<td>3.3 MPa</td>
<td>1.8 MPa</td>
<td>2.3 MPa</td>
<td>2.1 MPa</td>
</tr>
<tr>
<td>90</td>
<td>4.0 MPa</td>
<td>3.4 MPa</td>
<td>3.7 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.4.2 Scaled CVC Results

The cement amount was determined as 300 kg/m$^3$ and the water-cement ratio was selected as 60% for scaled CVC after several trials. The compressive strength values obtained by utilizing the mixture ratios given above are presented in Table 3.9. From Table 3.7, it can be stated that the compressive strength values of 100x200mm specimens are approximately 10% larger than the 150x300mm specimens. This difference was compatible with the values reported in literature. In addition, this mixture was capable of producing the target average compressive strength value of 25 MPa at 28$^{th}$-day with an acceptable tolerance.

Table 3.9. Compressive Strength Values of Scaled CVC Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>Specimen 1</th>
<th>Specimen 2</th>
<th>Average</th>
<th>Specimen 1</th>
<th>Specimen 2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20.5 MPa</td>
<td>19.1 MPa</td>
<td>19.8 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>22.4 MPa</td>
<td>24.8 MPa</td>
<td>23.60 MPa</td>
<td>22.8 MPa</td>
<td>23.3 MPa</td>
<td>23.0 MPa</td>
</tr>
<tr>
<td>28</td>
<td>31.0 MPa</td>
<td>31.1 MPa</td>
<td>31.0 MPa</td>
<td>27.5 MPa</td>
<td>28.1 MPa</td>
<td>27.8 MPa</td>
</tr>
<tr>
<td>90</td>
<td>31.9 MPa</td>
<td>31.3 MPa</td>
<td>31.6 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 3.10. Stress-Strain Curves of Scaled 100x200mm CVC Specimens: (a) 7th Day Results; (b) 28th Day Results and (c) All Results

At the age of 7 and 28 days, the stress-strain curves were also obtained from the 100x200mm specimens. These curves are shown in Figure 3.10. By examining Figure 3.10.c, the compressive strength increase from 7 and 28 days can be observed. From that figure, it can clearly be inferred that the increase in the modulus of elasticity was nearly 10% from 7th day to 28th day. Besides, there is a leftward shift in the strain at the ultimate strength value in accordance with the observations in literature. The split tensile strengths are summarized in Table 3.10.

Table 3.10. Split Tensile Strength Values of Scaled CVC Specimens

<table>
<thead>
<tr>
<th></th>
<th>100x200 mm</th>
<th></th>
<th>150x300 mm</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
<td>Average</td>
<td>Specimen 1</td>
</tr>
<tr>
<td>Day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.7 MPa</td>
<td>2.6 MPa</td>
<td>2.2 MPa</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>2.9 MPa</td>
<td>3.0 MPa</td>
<td>3.0 MPa</td>
<td>2.3 MPa</td>
</tr>
<tr>
<td>28</td>
<td>3.6 MPa</td>
<td>3.3 MPa</td>
<td>3.4 MPa</td>
<td>3.1 MPa</td>
</tr>
<tr>
<td>90</td>
<td>3.9 MPa</td>
<td>4.1 MPa</td>
<td>4.0 MPa</td>
<td>-</td>
</tr>
</tbody>
</table>
3.4.3 Scaled RCC15 Results

The cement and fly ash amounts were determined as 140 kg/m$^3$ and 95 kg/m$^3$, respectively. The water – cementitious material ratio was selected as 40% for scaled RCC. The compressive strength values obtained by utilizing above mixture ratios are presented in Table 3.11. From Table 3.11, it can be stated that the compressive strength values of the 100x200mm specimens are approximately 15% larger than the 150x300mm specimens. This difference was more than CVC as a result of the better compaction in the smaller specimen. In addition, this mixture is capable of producing the target average compressive strength value of 15 MPa at 28$^{th}$-day.

**Table 3.11.** Compressive Strength Values of Scaled RCC15 Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>100x200 mm</th>
<th>150x300 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
</tr>
<tr>
<td>3</td>
<td>5.66 MPa</td>
<td>4.20 MPa</td>
</tr>
<tr>
<td>7</td>
<td>12.27 MPa</td>
<td>9.83 MPa</td>
</tr>
<tr>
<td>28</td>
<td>16.38 MPa</td>
<td>19.12 MPa</td>
</tr>
<tr>
<td>90</td>
<td>19.85 MPa</td>
<td>23.95 MPa</td>
</tr>
</tbody>
</table>

**Figure 3.11.** Stress-Strain Curves of 100x200mm Scaled RCC15 Specimens: (a) 7$^{th}$ Day Results; (b) 28$^{th}$ Day Results and (c) All Results
At the age of 7 and 28, the stress-strain curves were also obtained from 100x200mm specimens. These curves are shown in Figure 3.11. From that figure, it can clearly be inferred that the increases in the modulus of elasticity and the compressive strength are nearly 20% and 75% from 7th to 28th day, respectively. The split tensile strengths are summarized in Table 3.10.

**Table 3.12.** Split Tensile Strength Values of Scaled RCC15 Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>Specimen 1 (100x200 mm)</th>
<th>Specimen 2 (100x200 mm)</th>
<th>Average (100x200 mm)</th>
<th>Specimen 1 (150x300 mm)</th>
<th>Specimen 2 (150x300 mm)</th>
<th>Average (150x300 mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.36 MPa</td>
<td>0.52 MPa</td>
<td>0.44 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>0.99 MPa</td>
<td>0.71 MPa</td>
<td>0.85 MPa</td>
<td>0.89 MPa</td>
<td>0.91 MPa</td>
<td>0.90 MPa</td>
</tr>
<tr>
<td>28</td>
<td>2.73 MPa</td>
<td>0.79 MPa</td>
<td>1.76 MPa</td>
<td>1.39 MPa</td>
<td>1.24 MPa</td>
<td>1.31 MPa</td>
</tr>
<tr>
<td>90</td>
<td>1.42 MPa</td>
<td>2.25 MPa</td>
<td>1.83 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.4.4 Scaled RCC25 Results

The cement and fly ash amounts were determined as 195 kg/m³ and 130 kg/m³, respectively. The water – cementitious material ratio was selected as 40% for scaled RCC. The compressive strength values obtained by utilizing above mixture ratios are presented in Table 3.13. From Table 3.13, it can be stated that the compressive strength values of the 100x200mm specimens were approximately 30% larger than the 150x300mm specimens. This difference was more than the corresponding CVC, due to the better compaction in the smaller specimens. In addition, this mixture was capable of producing the target average compressive strength value of 25 MPa at 28th-day in an acceptable error range.

**Table 3.13.** Compressive Strength Values of Scaled RCC25 Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>Specimen 1 (100x200 mm)</th>
<th>Specimen 2 (100x200 mm)</th>
<th>Average (100x200 mm)</th>
<th>Specimen 1 (150x300 mm)</th>
<th>Specimen 2 (150x300 mm)</th>
<th>Average (150x300 mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>9.59 MPa</td>
<td>10.47 MPa</td>
<td>10.03 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>24.81 MPa</td>
<td>26.86 MPa</td>
<td>25.84 MPa</td>
<td>17.98 MPa</td>
<td>20.82 MPa</td>
<td>19.40 MPa</td>
</tr>
<tr>
<td>28</td>
<td>31.41 MPa</td>
<td>33.75 MPa</td>
<td>32.58 MPa</td>
<td>24.86 MPa</td>
<td>25.95 MPa</td>
<td>25.41 MPa</td>
</tr>
<tr>
<td>90</td>
<td>37.19 MPa</td>
<td>35.15 MPa</td>
<td>36.17 MPa</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

At the age of 7 and 28, the stress-strain curves are also obtained from the 100x200mm specimens. These curves are shown in Figure 3.12. By examining Figure 3.12.c, the compressive strength increase can be observed from 7th to 28th day.
From that figure, it can clearly be inferred that the increase in the modulus of elasticity was nearly 10% from 7th day to 28th day. Furthermore, the split tensile strengths are summarized in Table 3.14.

![Stress-Strain Curves](image1)

**Figure 3.12.** Stress-Strain Curves of 100x200mm Scaled RCC25 Specimens: (a) 7th Day Results; (b) 28th Day Results and (c) All Results

**Table 3.14.** Split Tensile Strength Values of Scaled RCC25 Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>100x200 mm</th>
<th>150x300 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
</tr>
<tr>
<td>3</td>
<td>0.95 MPa</td>
<td>0.85 MPa</td>
</tr>
<tr>
<td>7</td>
<td>2.28 MPa</td>
<td>3.42 MPa</td>
</tr>
<tr>
<td>28</td>
<td>3.36 MPa</td>
<td>3.03 MPa</td>
</tr>
<tr>
<td>90</td>
<td>3.09 MPa</td>
<td>3.73 MPa</td>
</tr>
</tbody>
</table>

**3.4.5 Unscaled RCC15 Results**

After many trial and error steps, the cement and fly ash amounts were determined as 130 kg/m³ and 85 kg/m³, respectively. The water – cementitious material ratio was selected as 40% for scaled RCC. The compressive strength values obtained by
utilizing above mixture ratios are presented in Table 3.15. For this type of concrete, only 150x300mm specimens are prepared. This is because of the ASTM C42 (1994) limitation of the minimum diameter of cylindrical specimens to 3 times the maximum aggregate size, which is 50mm for this case. In addition, this mixture is capable of producing the target average compressive strength value of 15 MPa at 28th-day in an acceptable error range. The split tensile strengths are summarized in Table 3.16.

The stress-strain curves could not obtained for this type of concrete for the 150mm diameter specimens due to insufficient capacity of the testing machine.

**Table 3.15. Compressive Strength Values of the Unscaled RCC15 Specimens**

<table>
<thead>
<tr>
<th>Day</th>
<th>100x200 mm</th>
<th>150x300 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>90</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 3.16. Split Tensile Strength Values of the Unscaled RCC15 Specimens**

<table>
<thead>
<tr>
<th>Day</th>
<th>100x200 mm</th>
<th>150x300 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>90</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**3.4.6 Unscaled RCC25 Results**

The cement and fly ash amounts were determined as 185 kg/m³ and 120 kg/m³, respectively. The water – cementitious material ratio was selected as 40% for scaled RCC. The compressive strength values obtained by utilizing above mixture ratios are presented in Table 3.17. Again, for this type of concrete, only the 150x300mm specimens were prepared. In addition, this mixture was capable of producing the target average compressive strength value of 25 MPa at 28th-day in an acceptable error range. Furthermore, the split tensile strengths are summarized in Table 3.18.
The stress-strain curves could not be obtained for this type of concrete due to the lack of testing apparatus for the 150mm diameter specimens and due to insufficient capacity of the testing machine.

Table 3.17. Compressive Strength Values of Unscaled RCC25 Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>100x200 mm</th>
<th>150x300 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>90</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.18. Split Tensile Strength Values of Unscaled RCC25 Specimens

<table>
<thead>
<tr>
<th>Day</th>
<th>100x200 mm</th>
<th>150x300 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specimen 1</td>
<td>Specimen 2</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>90</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.5 Discussion of Results

The summary of test results and the mixture details of each batch are presented in Table 3.19. From Table 3.19, it is apparent that the target compressive strengths required for the generation of different dam specimens in the laboratory environment could be attained by utilizing these mixtures. In addition, the compressive and split tensile strength of specimens with fly ash continued to increase after 28 days from the concrete placement. In contrast, CVC specimens had nearly gained their target strength at the 28th day.

The effect of aggregate scaling on the evolution of the mechanical properties was negligible for CVC specimens as shown in Figure 3.14 and Table 3.19. However, this observation was not true for the RCC specimens. Although the scaled RCC specimens gained their compressive strengths nearly as fast as their unscaled counterparts, the scaled RCC specimens attained their split tensile strengths faster than unscaled ones. At first glance, this situation could be thought as a problem.
However, the design strength of real RCC dams are selected at 90\textsuperscript{th} day due to the slow rates of hydration process stemming from the inclusion of pozzolans in the mixture (UBK 2012). For the dam tests, the design strengths of the scaled RCC were selected at 28\textsuperscript{th} day in order to reduce the test preparation duration and to make the test program feasible. This choice helped to represent the material behavior of real dams at their 90\textsuperscript{th} day in a reasonable manner.

Table 3.19. Summary of Test Specimens and Test Results

<table>
<thead>
<tr>
<th></th>
<th>CVC</th>
<th></th>
<th>RCC25</th>
<th></th>
<th>RCC15</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day</td>
<td>Scaled</td>
<td>Unscaled</td>
<td>Scaled</td>
<td>Unscaled</td>
<td>Scaled</td>
</tr>
<tr>
<td>Cement (kg/m(^3))</td>
<td>300</td>
<td>250</td>
<td>195</td>
<td>185</td>
<td>140</td>
<td>130</td>
</tr>
<tr>
<td>Fly Ash (kg/m(^3))</td>
<td>-</td>
<td>-</td>
<td>130</td>
<td>120</td>
<td>95</td>
<td>85</td>
</tr>
<tr>
<td>W/C</td>
<td>60%</td>
<td>55%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
</tr>
<tr>
<td>MAS (mm)</td>
<td>3</td>
<td>30</td>
<td>3</td>
<td>50</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>Compressive Strength (MPa)*</td>
<td>7</td>
<td>23.60</td>
<td>23.80</td>
<td>25.84</td>
<td>10.99</td>
<td>11.05</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>31.00</td>
<td>30.70</td>
<td>32.58</td>
<td>29.06</td>
<td>17.75</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>31.60</td>
<td>32.60</td>
<td>36.17</td>
<td>42.58</td>
<td>21.90</td>
</tr>
<tr>
<td>Split Tensile Strength (MPa)*</td>
<td>7</td>
<td>3.00</td>
<td>3.20</td>
<td>2.85</td>
<td>1.32</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>3.40</td>
<td>3.30</td>
<td>3.20</td>
<td>1.76</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>4.00</td>
<td>3.70</td>
<td>3.41</td>
<td>3.95</td>
<td>1.83</td>
</tr>
<tr>
<td>Strain Energy of Compressive Tests (N.m)*</td>
<td>7</td>
<td>216.19</td>
<td>173.92</td>
<td>173.41</td>
<td>-</td>
<td>73.93</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>289.71</td>
<td>222.69</td>
<td>186.97</td>
<td>-</td>
<td>99.11</td>
</tr>
<tr>
<td>Fracture Energy of Compressive Tests (N/mm)*</td>
<td>7</td>
<td>16.00</td>
<td>12.51</td>
<td>12.83</td>
<td>-</td>
<td>5.25</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>21.44</td>
<td>16.48</td>
<td>13.84</td>
<td>-</td>
<td>7.33</td>
</tr>
</tbody>
</table>

*: Average values are tabulated.

The difference of CVC and RCC behavior on the stress-strain scale was also investigated by the stress-strain curves of CVC and RCC25 specimens on the same plot for both the 7\textsuperscript{th} day and 28\textsuperscript{th} day. In those comparisons, only the scaled specimens were utilized as the unscaled stress-strain curves of RCC specimens were not available. From Figure 3.13, it could be inferred that the stress-strain curves of CVC specimens have more strain capacity and their strain values at the ultimate strength are larger than the ones for RCC25 at 7\textsuperscript{th} day. However, the stress-strain curves of CVC and RCC25 specimens are similar at 28\textsuperscript{th} day as far as the ascending portions of the curves are concerned. However, the softening region of RCC25 specimens are steeper than the CVC ones. This may be due to the layered nature of RCC specimens as there are at least three horizontal layers in a cylindrical specimen.
These layers were not perfectly aligned in the horizontal direction, which could have led to the faster reduction in capacity during loading.

Figure 3.13. Comparisons of Strength Normalized Stress-Strain Curves of Scaled CVC and Scaled RCC25

(a) Stress-strain Curves at 7\textsuperscript{th} day  
(b) Stress-strain Curves at 28\textsuperscript{th} day

Figure 3.14. The Effect of Scaling on Stress-Strain Curve of CVC

The effect of aggregate scaling on the stress-strain curve characteristics was examined by drawing the stress-strain curves of the unscaled and scaled CVC specimens. From Figure 3.14 and Table 3.19, it is apparent that the scaled CVC specimens had more strain energy capacity (nearly 25\% larger on average) due to their softer descending regions. This observation was probably due to the relatively more cement paste inside the scaled CVC specimens and more aggregate surface area as a result of not using coarse aggregates in the scaled CVC mixture.
In summary, the concrete mixtures capable of producing the target compressive strengths without significantly changing the stress – strain curves were obtained (Figure 3.14). Consequently, both the scaled CVC and RCC (both RCC15 and RCC25) concretes will be utilized while building the test specimens. Results demonstrate that upon scaling of the aggregates, the target compressive and split tensile strengths of the unscaled concrete could be matched. In addition, the percentage difference in the ultimate strain (strain at 85% capacity drop) was determined as only 15% between the scaled and the unscaled CVC specimens. Furthermore, the error in the fracture energy due to scaling process was found to be in the order of about 25%.
CHAPTER 4

TEST SETUP AND INSTRUMENTATION OF SPECIMENS

4.1 Test Setup

The formwork for the specimens was prepared by considering the stepped nature of the RCC dams and the pressure induced due to compaction during the RCC placement. The formwork consisted of 2 main steel sheets reinforced with UPN profiles to prevent excessive deformations and plate buckling. Those steel sheets were connected to each other at every 50mm by utilizing bolted steel components (Figure 4.1). This formwork was also used for the CVC placement provided that all of the bolted steel components are connected to the main plates before concrete placement as shown in Figure 4.1.a.

![Formwork Drawings](image)

*Figure 4.1. Formwork Drawings : (a) 3D View and (b) 2D View*

After manufacturing of the formwork, the test setup was prepared. At this stage, the most critical step was the design of the vertical loading system. As the vertical load to mimic the gravitational effects on the prototype dam section was determined as...
400kN (detailed explanations were presented in Section 2). Such a high load precludes the use of steel gravity blocks for mimicking the vertical loading. Consequently, a loading system with tie rods and hydraulic cylinders was built for this purpose (Figure 4.2-Figure 4.4). The vertical loading system is shown in Figure 4.2. The prestressing forces on the tie rods were transferred to the dam as compressive forces through a built-up steel section. The expected change in the load for a target lateral displacement of 2mm was calculated as approximately 20kN, which corresponds to a 5-percent change (Figure 4.5). This change is due to the additional elongation demand on the tie rods.

Figure 4.2. Test Setup (Isometric View)
Figure 4.3. Test Setup (Side View)

Figure 4.4. Test Setup (Top View)
Figure 4.5. Change in Axial Load

The lateral load transfer to the scaled dam specimen was also a challenging problem since the top area of specimen was a 200x595mm rectangular region. This concrete area was insufficient to transfer the estimated lateral load capacity of dam specimens, i.e. nearly 450 kN, using anchorage rods. Therefore, a specially designed threaded steel plate of 10mm thickness was used to enable the proper transferring of this lateral load to the specimen in order to prevent local damaging due to stress concentrations (Figure 4.6). The design of transfer plate was conducted based on the bearing capacity of concrete coupled with threaded steel plate.

ACI318 (2011) requires a 6mm roughness amplitude in order to classify a surface as a “rough surface”. The connection between the strong-floor and the specimen was made by roughening the foundation concrete in accordance with the ACI 318 (2011)
provisions (Figure 4.7). All specimens were cast on this rough surface by placing concrete within the formwork.

4.2 Validation of the PSD System

The experimental test program in this dissertation was carried out by utilizing the pseudo dynamic testing technique proposed by Molina et al (1999). In this method, tests are conducted by solving the following equation of motion:

\[ M \cdot a^i + C \cdot v^i + R^i = -M \cdot a_g^i \]  \hspace{1cm} (4.1)

where M is the mass, C is the viscous damping, \( R^i \) is the restoring force vector, \( a^i \), \( v^i \) are the acceleration and velocity of the associated degree of freedom, respectively, and \( a_g^i \) is the ground acceleration at time \( i \). Numerical mass values, which will be discussed later, are utilized during the pseudo dynamic testing for each ground motion. The hysteretic damping of the structure is accounted by the physical testing of the specimens. Therefore, the viscous damping is assumed to be zero, consistent with the approach proposed in the literature (Bertero et al 1984 and Elkhoraibi and Mosalam 2007). The equation of motion is solved by explicit Newmark time integration. In this procedure, the time step integration of equation of motion is carried out by directly determining the displacements and velocities at time step \( n+1 \) from the displacements (\( D_n \)) and velocities (\( V_n \)) at time step \( n \) by utilizing Eq. 4.2.

![Figure 4.7. Intentionally Roughened Foundation Concrete](image)
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\[ d_{n+1} = d_n + v_n \Delta t + \frac{a_n \Delta t^2}{2} \]

\[ a_{n+1} = (M + C \Delta t)^{-1} \left[ F_{n+1} - R_{n+1} - C v_n + \frac{\Delta t C a_n}{2} \right] \quad (4.2) \]

\[ v_{n+1} = v_n + \frac{\Delta t (a_n + a_{n+1})}{2} \]

where \( F \) is the external applied force and \( \Delta t \) is the time step size.

The steps in the integration scheme, the detailed explanations for which could be found in Molina et al (1999) are as follows:

1) Determine the displacements at time step \( n+1 \) (Eq. 4.2).
2) Impose these displacements to the structure and measure the restoring force \( (R_{n+1}) \).
3) Compute the acceleration at time \( n+1 \) (Eq. 4.2).
4) Calculate the velocities at time step \( n+1 \) (Eq. 4.2).
5) Repeat all steps for the remaining time steps.

In this testing system, similar to the European Laboratory for Structural Assessment (ELSA) system, Proportional-Integral-Derivative (PID) control algorithm is utilized to apply the target displacement to the test specimen continuously by the actuators. In this control method, the difference between the target and the measured variable, i.e. tip displacement, is determined. The purpose of the PID controller is to minimize this difference. In other words, PID control algorithm has three parameters: the proportional (P), the integral (I) and the derivative (D) values (Eq. 4.3). Those parameters are also called as present error (P), sum of past errors (I) and predicted future errors (D). The error in the target displacement is calculated by the weighted sum of these parameters (Eq. 4.3) and the measured displacement is adjusted by this error. Then, the controller forces the measured displacement to approach the target counterpart in a few iterations via a control valve.

\[ E(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau + K_d \frac{d}{dt} (e(t)) \quad (4.3) \]
where \( K_p \) is proportional gain constant, \( K_i \) is integral gain constant, \( K_d \) is derivative gain constant, \( e(t) = \text{Target Displacement} - \text{Measured Displacement} \), \( t \) is present time, \( \tau \) is time integration variable used in iterations.

At this stage, it should be stated that the feedback information in the testing system is obtained from the high precision displacement transducer (Heidenhain) as this controlling strategy is claimed as accurate and stable due to being a displacement control strategy by Molina et al (1999).

The gain constants \((K_p, K_i \text{ and } K_d)\) should be determined from preliminary experiments after selecting the feedback variable and type. The optimum values for these constants for a stiff (and flexible) system is selected by conducting preliminary tests on a steel frame (Figure 4.8). The fundamental period of this frame was adjusted to test both stiff and flexible structures under the effect of El Centro and MCE ground motions (Figure 4.9). While selecting the ground motions, the frequency contents of motions were taken into account. El Centro motion, which is rich in low-frequency waves (Figure 4.10.a), was used to test a frame with a fundamental period of 1.01 sec. The MCE motion, which is rich in high-frequency waves (Figure 4.10.b), was utilized to examine the behaviour of a frame with a fundamental period of 0.07 sec, very close to the fundamental period of scaled dam specimens. Two different systems from a single frame were tested by changing the numerical mass on the pseudo dynamic system, i.e. numerical mass of 200t for El Centro and 0.4t for MCE, resulting in periods of 1.01sec and 0.07sec, respectively.

For the preliminary tests, an L-shaped frame was mounted to the base by using two pins. For the sake of examining the SDFS performance of the testing system, the force was applied to L-shaped steel frame at its top by utilizing single piston (Figure 4.11). The feedback information was selected as the tip displacement of L-shaped frame (Figure 4.12) and the feedback was obtained by utilizing Heidenhain. The low frequency system was obtained by selecting a large mass whereas the high frequency system was generated by utilizing a small mass.
The tip displacement and base shear histories from both the pseudo dynamic test and analytical simulation (elastic SDFS analysis) are presented in Figure 4.13 and Figure 4.14. From those figures, it can easily be inferred that the values obtained by solving an elastic SDFS system for these two different systems match the ones obtained from pseudo dynamic tests. Consequently, the pseudo dynamic test system was validated to work properly with the selected gain constants of $K_p=1.0$, $K_i=1/250$ and $K_d=0.0$ both for the long and the short-period structures.

![Figure 4.8. Verification Frame](image-url)

Figure 4.8. Verification Frame

![Figure 4.9. Ground Motions: (a) El Centro and (b) MCE](image-url)

Figure 4.9. Ground Motions: (a) El Centro and (b) MCE
Figure 4.10. Fourier Amplitude Spectrums: (a) El Centro and (b) MCE

Figure 4.11. Verification Frame Photos: (a) L-shaped Steel Frame; (b) Pin-ended Piston and (c) LVDT to Measure Base Sliding

Figure 4.12. Feedback Point
4.3 Instrumentation

Linear variable differential transducers (LVDTs) were installed to record the lateral and vertical movements of dam base in both upstream and downstream directions (Figure 4.15.a and 4.14.b). In addition, three different LVDTs were installed at the top of the specimen. One of the LVDTs was used to check the feedback information supplied by a high precision displacement transducer (Heidenhain with accuracy of ±10 µm) to the pseudo dynamic system (Figure 4.15.c). This high precision displacement transducer was used to provide the displacement feedback of the specimen at the top while executing the pseudo dynamic test. The other one was placed to measure the relative displacement of the top of test specimen with respect to its base (Figure 4.15.d). The third one was set up on directly concrete just below
the transfer plate in order to detect the slip at the interface of transfer plate and concrete portion (Figure 4.15.d).

![Figure 4.15. Test Setup and Instrumentation: (a) LVDT’s at Upstream Dam Base, (b) LVDT’s at Downstream Dam Base, (c) High Precision Displacement Transducer, (d) LVDT’s at the Dam Tip and (e) Static Axial Load Application Setup]

As given in the Section 4.1, first a vertical load was applied to the specimen in order to simulate the gravity induced effects. The loading system was built with tie rods and hydraulic cylinders (Figure 4.15.e) for this purpose. The prestressing forces on the tie rods were transferred to the dam as compressive forces through a built-up steel section (The change in the prestressing force, varying by less than 10% during the experiments, did not significantly affect the results as shown in Chapter 5.). Keeping this vertical load constant, the hydrostatic load (174 kN) was applied to the
specimen using an hydraulic jack. The execution of the pseudo dynamic testing was initiated by assuming at rest conditions with zero lateral force.

After the installation of the LVDTs, strain rosettes were placed at the base of the dam to record the strains and to determine the direction of principal strains. Rosettes having 1cm capacity were bonded directly to the concrete specimen in every 20 cm except for the first one in the upstream direction that was placed 10 cm away from the next rosette (Figure 4.16). This decision was mainly due to the expected crack formation on the upstream face of the specimen.

![Image](image1.png)

**Figure 4.16.** Strain Rosettes at the Dam Base

The only change in the instrumentation among the three specimens was the location of high precision displacement transducer in Specimen 3 (RCC25). In this specimen, the high precision displacement transducer was directly attached to the dam specimen instead of connecting it to the lateral load transfer system (steel plates around the dam specimen). For this specimen, the initial stiffness of the specimen was found to be affected by the load transfer plate. To remedy this situation, such a change in the location of Heidenhain was conducted. The attachment was conducted
by eliminating extra elements between the dam specimen and the high precision displacement transducer by drilling the steel plate at the back side of the dam (Figure 4.17).

Figure 4.17. Test Setup and LVDT’s for Tip Displacement Recording in Specimen 3

4.4 Specimens

All the specimens were built and tested in Structural Mechanics Laboratory of Middle East Technical University. The details of specimen preparation are presented in the following pages.
4.4.1 Specimen 1: CVC Gravity Dam

The first scaled dam specimen was made up of CVC concrete. The target compressive strength of concrete was selected as 25 MPa. The concrete mixture was prepared by utilizing the mixture design ratios given in Chapter 3. The specimen was directly cast on rough surface as described in Chapter 4.1. Therefore, the formwork was placed on the available concrete foundation. Then, silicone based adhesives were applied to prevent leakage of concrete grout from the voids (Figure 4.18). While placing the concrete inside the formwork. The concrete was vibrated from both inside and outside to ease the settling.

![Image](image1.png)

(a) (b) (c)

**Figure 4.18.** Preparation of Specimen : (a) Formwork, (b) Concrete Placement and (c) Vibration for Concrete Settling

The specially designed threaded steel plate was used to enable the proper transferring of lateral load to the specimen in order to prevent local damaging due to stress concentrations. This plate was placed inside the fresh concrete by the aid of vibration and hammering (Figure 4.19). After concrete placement, the formwork was removed and the concrete was cured to prevent the water loss by using absorptive covers, i.e. wet canvas. These covers were watered once a day for seven days (Figure 4.20). The average compressive and split tensile strengths and the modulus of elasticity of the specimen were obtained as 24.95 MPa, 2.60 MPa and 20,500 MPa, respectively, using cylinder tests at the testing day.
Figure 4.19. Transfer Plate: (a) Details, (b) Transportation of Plate, (c) Alignment of Plate and (d) Placement inside Fresh Concrete

Figure 4.20. Curing: (a) Wet Covers and (b) Specimen after Curing
4.4.2 Specimen 2: RCC Gravity Dam 1

The second scaled dam specimen was produced from RCC. The target compressive strength of concrete was selected as 15 MPa. The formwork was placed and fixed on the available concrete foundation. Then, the concrete was placed into the formwork in layers of nearly 2.5cm thickness (Figure 4.21). After that, 0.20x0.20x0.02m steel plate (Figure 4.21.a) was placed to compact the concrete layer. The compaction process was performed starting from the downstream face to the upstream face of the dam specimen in portions of 20 cm length by using the pneumatic compactor (Figure 4.21.d). After completing the concrete placement of a 5cm-high layer, the side plates of the formwork were mounted (Figure 4.21.e). During RCC placement, the time period between two lift joints was 5 – 10 min so there was no cold joint formation inside the dam body.

Figure 4.21. Preparation of Specimen: (a) Compaction Plate, (b)-(d) Concrete Placement and (e) Montage of Formwork Side Plates
As the compaction effort has a positive effect on the concrete strength, the compaction energy transferred at the site should be simulated properly in the laboratory environment. To this end, the compaction energy on a unit concrete area was targeted to be the same for both the prototype and the scaled dam specimens. In the calculations, the technical properties of the compacting cylinder Caterpillar CS563E and the pneumatic compactor Makita 5201C (Hilti) were utilized (Table 4.1).

Table 4.1. Specifications of Compaction Machines

<table>
<thead>
<tr>
<th></th>
<th>Velocity (v)</th>
<th>Force (F)</th>
<th>Frequency (f)</th>
<th>Displacement Amplitude (u_{max})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caterpillar Cylinder</td>
<td>1.39 m/s</td>
<td>266 kN</td>
<td>30 Hz</td>
<td>1.7 mm</td>
</tr>
<tr>
<td>Makita Hilti</td>
<td>-</td>
<td>0.74 kN</td>
<td>25 Hz</td>
<td>1 mm</td>
</tr>
</tbody>
</table>

The dimension of contact surface of Caterpillar Cylinder was determined as 2.13mx0.2m. Therefore, the time to travel 0.2m was calculated as

\[ t = \frac{u}{v} = \frac{0.2}{1.39} = 0.144 \text{ s} \]

The total number of strokes \( N_s \) on the contact surface was

\[ N_s = f_s * t = 30 * 0.144 = 4.32 \]

The total energy \( E_s \) transferred to the contact surface was

\[ E_s = F * u_{max} * N_s = 266000 * 1.7 * 10^{-3} * 4.32 = 1953.5 \text{ N.m} \]

The compaction energy on a unit concrete area (EoUCA) was

\[ EoUCA = \frac{E_s}{A_s} = \frac{1953.5}{2.13*0.2} = 4577.1 \text{ N/m} \]

The time sufficient to transfer the same compaction energy on a unit concrete area by Makita Hilti could be calculated as follows:

\[ EoUCA = \frac{E_h}{A_p} = \frac{E_h}{0.2*0.2} = 4577.1 \text{ N/m} \Rightarrow E_h = 183.1 \text{ N.m} \]

\[ E_h = F * A * N_s = 740 * 1 * 10^{-3} * N_h = 183.1 \text{ N.m} \Rightarrow N_h = 247.4 \]
\[ N_h = f_h \times t = 25 \times 9 = 247.9 \Rightarrow t = 9.9 \text{ s} \]

In the light of the above calculations, 10-second compaction could generate the same compaction energy on a unit concrete area if a 0.20x0.20m plate area was used. However, the compaction time should be reduced while placing standard cylindrical specimens (h=0.30m and d=0.15m). The corresponding compaction time for those specimens was approximately 5s.

The placement of the transfer plate inside RCC was impossible due to the lack of fluidity. Therefore, the top 30cm of the dam specimen was built by placing CVC having a target compressive strength of about 20 MPa. Concrete for the top part was designed to have a high fluidity provided by relatively high water – cement ratio (75%) and by adding some plasticizers. This CVC was placed immediately after completing RCC placement so that the cold joint formation between the RCC and CVC was eliminated. Thus, the transfer plate was placed inside the fresh concrete by aid of vibration and hammering (Figure 4.22). After concrete placement, the formwork was removed and the concrete was cured to prevent the water loss by using absorptive covers. These covers were watered once a day for seven days. The average compressive and split tensile strengths and the modulus of elasticity of the specimen were obtained as 15.6 MPa, 1.12 MPa and 14,905 MPa, respectively, using cylinder tests at the testing day.

4.4.3 Specimen 3: RCC Gravity Dam 2

The preparation of Specimen 3 was similar to that of Specimen 2, the only change being the employed materials (Figure 4.23).

The compaction procedure explained in Chapter 4.4.2 was also utilized for this specimen. Similar to the second specimen, the top 30 cm of the dam specimen was built by CVC having a compressive strength of 40 MPa. Thus, the transfer plate was placed inside the fresh concrete by aid of vibration and hammering. After concrete placement, the formwork was removed and the concrete was cured to prevent the water loss by using absorptive covers. These covers were watered once a day for
seven days. The average compressive and split tensile strengths and the modulus of
elasticity of the specimen were obtained as 23.10 MPa, 1.95 MPa and 21,305 MPa,
respectively, using cylinder tests at the testing day.

4.5 Testing

The pseudo-dynamic test procedure was initiated with the application of the vertical
load ($F_v$) of 400 kN to mimic the gravitational actions on the prototype dam. Then,
the specimen was pushed by a lateral force ($F_h$) of 174 kN in order to simulate the
hydrostatic effects.

Figure 4.22. Transfer Plate: (a) Details, (b) Transportation of Plate, (c) Alignment of
Plate and (d) Placement inside Fresh Concrete
The PSD algorithm was executed by assuming at rest conditions, zero force and displacement. Another data acquisition system was used to record the experimental data without resetting the vertical and lateral load effects. Three ground motions, namely the OBE, MDE and MCE time histories presented in the Chapter 2, were applied to the test specimen. Between the ground motions, the test was stopped, the vertical force was removed and the system was checked. Then, an initial test was conducted to determine the new lateral stiffness of the specimen, which was required to determine the necessary numerical mass for the next ground motion. All the initial conditions were set to zero, the numerical mass was input to its relevant value and
the consecutive testing was initiated. For each earthquake scenario, the recorded tip and sliding displacements along with the observed crack patterns are presented in the following sections. It should be reminded that the horizontal and lateral force values were determined with the calibration procedure presented in detail in this chapter. After completing all the ground motion scenarios, a lateral load pushover test was conducted in order to estimate the load-deformation capacity and the ultimate conditions of each specimen.
CHAPTER 5

EXPERIMENTAL RESULTS

This chapter presents the results from the testing of three scaled dam models by using the PSD method. Results are given in terms of measured engineering demand parameters such as the forces, displacements and the strains along with the observed cracking patterns. The chapter is concluded with a detailed discussion of results towards a better understanding of seismic dam response.

5.1 Specimen 1: CVC Gravity Dam

5.1.1 Hydrostatic Loading

The base shear force versus tip displacement (measured 950mm from base by using Heindenhain) and base shear force versus base displacement (measured 25mm from base by using 10-mm LVDT as shown in Figure 4.15) curves during hydrostatic loading are presented in Figure 5.1.

![Figure 5.1. (a) Base Shear – Tip Displacement and (b) Base Shear – Base Displacement Curves during Hydrostatic Loading for Specimen 1](image)
From this figure, it is apparent that the specimen remained in the linear elastic range, i.e. without any change in the slope of the load deformation curve, although some micro-cracking having widths remaining below 0.1 mm was observed at the base of the upstream face (Figure 5.2). The observed cracks had negligible effect on the lateral stiffness of the specimen as both their widths and lengths were very small.

![Figure 5.2. Cracks Formed during Hydrostatic Loading for Specimen 1](image)

5.1.2 PSD Testing

5.1.2.1 OBE

The recoded base shear, tip displacements, base displacement and axial force histories during the first level of earthquake, OBE, are presented in Figure 5.3. The base shear-tip displacement response of the test specimen is also given in Figure 5.3.
Figure 5.3. Force and Displacement Demands during OBE Experiment for Specimen 1
The recorded base uplift and rotation demands are shown in Figure 5.4. The locations of significant damage on the system for the OBE motion are presented in Figure 5.5.

![Figure 5.4. Base Uplift and Rotation Demands during OBE Experiment for Specimen 1](image)

There were two peak demands that caused cracks. At the first peak, i.e. at 1.10sec, the base crack propagated 150 mm towards the downstream side with the maximum crack width reaching 0.2 mm (Figure 5.5). Then, this crack propagated 50 mm more reaching a total length of 400 mm and a crack width of 0.3 mm at the second peak, i.e. at 1.75sec. In addition, no crack formation at the downstream face of the dam was detected. The maximum base shear and the tip displacement demands were measured as 55 kN and 0.20 mm, respectively (Figure 5.3). From the recorded force-deformation curve, it was clear that the lateral stiffness of the specimen did not exhibit any significant reduction despite the observed cracking. The maximum deformation at the base was less than 0.05mm and the applied axial load did not change more than 5%, showing the success of the axial loading system in maintaining the axial force.
Figure 5.5. Cracks Formed during the OBE motion for Specimen 1

5.1.2.2 MDE

The obtained base uplift and rotation demands are shown in Figure 5.6. The recorded base shear, tip displacements, base displacement and the axial force histories during the second hazard level, MDE, are presented in Figure 5.7. The base shear-tip displacement response of the test specimen is given in Figure 5.7. The locations of significant damage on the system for the MDE motion are presented in Figure 5.8.
The maximum tip displacement was obtained as 0.31 mm, corresponding to a maximum base shear demand of 69 kN (Figure 5.7). The increase in the displacement and force demands with respect to the OBE level were about 15% and 25%, respectively. Consequently, MDE level testing resulted in an increased crack (550mm) and width (0.4mm) (Figure 5.8). In addition to the cracking at the base, another crack at the body in the upstream face was initiated at 2.10 sec, which was the second peak demand during MDE motion (Figure 5.7 and Figure 5.8). In addition, no crack formation at the downstream face of the dam was detected. Similar to the first level of earthquake, the lateral stiffness of the specimen was nearly unchanged. The base deformation was also less than 0.05mm during this level as well (Figure 5.7). Although a permanent base deformation of 0.02mm were observed, this deformation was not interpreted as a sliding deformation because there were no sudden jumping throughout the base deformation history. Like the OBE motion, the difference in the axial load level was not more than 5%.

![Figure 5.6. Base Uplift and Rotation Demands during MDE Experiment for Specimen 1](image-url)
Figure 5.7. Force and Displacement Demands during MDE Experiment for Specimen 1
Figure 5.8. Cracks Formed during the MDE motion for Specimen 1
5.1.2.3 MCE

The recorded base shear, tip displacements, base displacement and the axial force histories during the last level of earthquake, MCE, are presented in Figure 5.9.

**Figure 5.9.** Force and Displacement Demands during MCE Experiment for Specimen 1
The base shear-tip displacement response of the test specimen is also given in Figure 5.9. The recorded base uplift and rotation demands are shown in Figure 5.10. The locations of significant damage on the system for the MCE motion are presented in Figure 5.11 and Figure 5.12.

![Figure 5.10. Base Uplift and Rotation Demands during MCE Experiment for Specimen 1](image)

During the MCE level testing, the top displacement reached a maximum of 1.37 mm, which was approximately 5 times the displacement demand observed in the MDE level (Figure 5.9). Similarly, the base shear demand was obtained as 270kN, nearly 3 times the maximum demand measured during the MDE level testing. The length of the crack that formed on the upstream face of the dam body in the previous level of earthquake increased to 200mm at 2.20sec (Figure 5.11 and Figure 5.12). During this earthquake motion, a 200-mm-long base crack at the downstream face was also observed at 2.15 sec (Figure 5.12). However, the cracks observed on the downstream and upstream sides of the dam specimen did not join each other (Figure 5.12). Also, the maximum base deformation demand remained below 0.10 mm and no sign of base sliding was observed, evidenced by the oscillatory-type base deformations. The change in axial force was larger during MCE motion as expected but the maximum change was less than 10%, which was in acceptable limits. Based on the large base shear demand, the specimen began to behave in the nonlinear range (Figure 5.9). However, the level of nonlinearity was not excessive to exhibit signs of distress that could lead to a near-collapse situation.
Figure 5.11. Cracks Formed in Specimen 1 during the MCE motion 1
Figure 5.12. Cracks Formed in Specimen 1 during the MCE motion 2
5.1.2.4 *Pushover Experiment*

After the end of the MCE testing, the specimen was brought to the zero lateral load position. A static pushover test was conducted in order to determine the reserve capacity of the specimen. The specimen was loaded in a displacement-controlled manner by loading the specimen to a specified axial force level to prevent the excessive axial forces over the dam base as the additional axial load could cause misleading results as far as base sliding was concerned. The details of the pushover loading is shown in Appendix D whereas the envelope curve is shown in Figure 5.13.

![Graphs showing base shear vs. base displacement and tip displacement](image)

**Figure 5.13.** (a) Base Deformations and (b) Pushover Curve for Specimen 1

During the pushover loading, the specimen reached its maximum capacity at a base shear value of around 400 kN corresponding to a tip displacement of 3 mm (Figure 5.13). A yield plateau was obtained after this point: the specimen was taken to a
displacement of more than 7 mm and the test was stopped without obtaining a failure or degradation in the strength of the specimen. The capacity of the specimen was determined to be nearly 1.5 times the maximum demand in the MCE motion. At the final stage of the pushover test, the crack widths nearly reached 1.5 mm while the crack lengths remained nearly unchanged (Figure 5.14). In addition, no base sliding was detected, which is clear from the base shear-base deformation curve given in Figure 5.13. From that figure, it is apparent that due to excessive base cracks the stiffness was degraded but some plastic deformation took place at the base level. No visual deformation caused by sudden sliding of base was observed. The dam stability was maintained until the end of pushover testing.

![Figure 5.14. Cracks Formed during Pushover Experiment for Specimen 1](image-url)
5.1.3 Identification of the Dynamic Parameters

The natural period and the equivalent viscous damping of the specimen were obtained for each of the three pseudo-dynamic tests using the procedure proposed by Molina et al (1999). In this method, the equation of motion was modeled at discrete time intervals as given in Eq. 5.1:

\[ m \alpha(n) + r(n) = f(n) \]  \hspace{1cm} (5.1)

where \( m \) is the mass matrix of the structure, \( \alpha(n) \) and \( f(n) \) are the acceleration and external force for \( n^{th} \) time interval and \( r(n) \) is the restoring force that represents the structure’s response for the corresponding displacement value. For a dynamic system modeled by equivalent viscous damping approach, the restoring force at any time step can be thus expressed as:

\[
\begin{bmatrix}
    u^T(n) \\
    v^T(n) \\
    1
\end{bmatrix}
\begin{bmatrix}
    k^T \\
    c^T \\
    0^T
\end{bmatrix}
= r^T(n)
\]  \hspace{1cm} (5.2)

where \( k \) and \( c \) are the secant stiffness and damping matrices, \( u \) and \( v \) are the displacement and velocities at the corresponding degrees of freedom and \( o \) is an equilibrium constant.

Eq. 5.2 can be solved for \( k \) and \( c \) using the data obtained at \( N \) time intervals as long as \( N > 2 \times \text{ndof} + 1 \). By selecting a time window containing steps not less than \( N \), least square solution is obtained for \( k \) and \( c \). Following, Maia and Silva (1997), one can then extract the frequency and damping coefficient from:

\[
\begin{bmatrix}
    C \\
    M
\end{bmatrix}
\begin{bmatrix}
    M \\
    0
\end{bmatrix}
\begin{bmatrix}
    K \\
    0 \\
    0 \\
    -M
\end{bmatrix}
\begin{bmatrix}
    v
\end{bmatrix}
= 0
\]  \hspace{1cm} (5.3)

\[
s_{1}, s_{1}^{*} = w_{1} \left( \zeta_{1} \pm i \sqrt{1 - \zeta_{1}^{2}} \right) \text{ where } i^{2} = -1 \]  \hspace{1cm} (5.4)

In Eq. 5.4, \( w_{1} \) is the natural frequency and \( \zeta_{1} \) is the equivalent viscous damping ratio (or simply damping ratio) at the first mode. The equation of motion, as discretized in
the pseudo-dynamic solution (Eq. 5.1), was utilized to obtain the damping ratios and natural frequencies at the \(i^{\text{th}}\) mode of the system (Maia and Silva 1997). A window of 1000 data points with 20 data point increments were used to acquire smoother curves in the calculations. The data for the first 0.5 seconds was not considered because of having very small displacement increments (in the order of 0.01 mm for the MCE earthquake). In addition, the secant stiffness matrix was utilized for the calculation of the fundamental periods in accordance with Kurt et al (2011), who showed the change in the fundamental period calculated using the secant stiffness had better correlations with the observed damage. The hydrostatic force and corresponding displacement were ignored during the calculations. The fundamental period of the undamaged test specimen was obtained at 0.07 sec which was nearly constant during the OBE and MDE level earthquakes (Figure 5.15.a). However, the period elongated to nearly 0.12 sec during the MCE level due to the enlarged cracks formed during the previous earthquakes and the newly formed base cracking (Figure 5.8 and Figure 5.12). The identified damping ratios were about 2 to 5\% for the three consecutive earthquakes.

![Graph](image-url)

**Figure 5.15.** Variation of the Fundamental Period and Damping Ratio during the Experiment for Specimen 1
5.2 Specimen 2: RCC Gravity Dam 1

5.2.1 Hydrostatic Loading

The base shear versus tip displacement and base shear – base displacement curves during hydrostatic loading are presented in Figure 5.16. From this figure, it is apparent that this specimen also remained in its linear range similar to the first specimen. In contrast to the first specimen, no visual cracking was observed during the hydrostatic loading process.

![Figure 5.16](image)

Figure 5.16. (a) Base Shear – Tip Displacement and (b) Base Shear – Base Displacement Curves during Hydrostatic Loading for Specimen 2

5.2.2 PSD Testing

5.2.2.1 OBE

During the OBE motion, the base shear, tip displacements, base displacement and the axial force were monitored (Figure 5.17). The base shear-tip displacement response of the test specimen is also presented in Figure 5.17. The locations of the significant
damage for the OBE motion are depicted in Figure 5.18. The recorded base uplift and rotation demands are shown in Figure 5.19.

Figure 5.17. Force and Displacement Demands during OBE Experiment for Specimen 2
After the hydrostatic loading, the first level of earthquake, the OBE ground motion, was applied to the specimen. During the OBE motion, some minor cracks at the base were observed. Unlike the first specimen, there were only one time period during which the base shear demand caused significant base cracks. The maximum crack length was recorded as 200 mm with the maximum crack width reaching 0.2 mm at 2.10 sec (Figure 5.18). The maximum base shear and the tip displacement demands were measured as 48 kN and 0.33 mm, respectively.

Figure 5.18. Cracks Formed during the OBE motion for Specimen 2
The deformation at the base was less than 0.05 mm during the full duration of the test (Figure 5.17). The axial load on the specimen did not change significantly, deviating from the target value by only 2.5%. Although there were some minor base cracks, the lateral stiffness of the specimen did not change significantly, evidenced by the nearly linear force-displacement curve given in Figure 5.17.

5.2.2.2 MDE

The recorded base uplift and rotation demands are shown in Figure 5.20. The base shear, tip displacements, base displacement and axial force were monitored in time and they are shown in Figure 5.21. The base shear-tip displacement response of the test specimen is also presented in Figure 5.21.
The locations of significant cracking on the system for the MDE motion are summarized in Figure 5.22.

**Figure 5.21.** Force and Displacement Demands during MDE Experiment for Specimen 2
Figure 5.22. Cracks Formed during the MDE motion for Specimen 2
During this stage of the testing, the maximum tip displacement was obtained as 0.66 mm, corresponding to a maximum base shear demand of 132 kN. The additional demand in the displacement and base shear force with respect to the OBE level were calculated as 100.7% and 173.1%, respectively. Consequently, MDE level testing resulted in increased crack lengths and widths at 2.10 sec. The maximum crack width and length reached 0.5 mm and 450 mm, respectively (Figure 5.22). Unlike the first specimen, no body crack was observed at the upstream face during this level. The base deformation was detected to be less than 0.10 mm during this level as well (Figure 5.21). Although a permanent base deformation of 0.06 mm were observed, this deformation was not interpreted as a sliding deformation because there were no stick-slip type jumps throughout the base deformation history. The permanent base deformation was purely due to plastic deformations at the base level (Figure 5.23). In addition, there were no axial load problem.

![Figure 5.23. Base Shear versus Base Displacement Curve during the MDE motion for Specimen 2](image)

5.2.2.3 **MCE**

During the MCE experiment, the base shear force, tip and base displacements and the axial force were monitored (Figure 5.24). The base shear-tip displacement response of the test specimen is also presented in Figure 5.24. The locations of the cracks during the MCE motion are shown in Figure 5.25 and Figure 5.26. The recorded base uplift and rotation demands are shown in Figure 5.27.

129
Figure 5.24. Force and Displacement Demands during MCE Experiment for Specimen 2
Figure 5.25. Cracks Formed in Specimen 2 during the MCE motion 1
Figure 5.26. Cracks Formed in Specimen 2 during the MCE motion 2
The tip displacement reached a maximum of 1.65mm, which was approximately 2.5 times the displacement demand observed in the MDE level (Figure 5.24). Similarly, the base shear demand was obtained as 222 kN, nearly 1.7 times the maximum demand measured during the MDE level testing. Two parallel body cracks in the upstream face formed on the dam body reaching to a length of 300mm. During this earthquake motion, cracking of the base at the downstream face was not observed in contrast to the first specimen.

![Base Uplift and Rotation Demands during MCE Experiment for Specimen 2](image)

**Figure 5.27.** Base Uplift and Rotation Demands during MCE Experiment for Specimen 2

Also, the maximum base deformation demand remained below 0.15 mm. The permanent base deformation reached to a value of 0.10 mm (Figure 5.28). Similar to the MDE motion, the permanent base deformation was due to the plastic deformations formed during cyclic motions (Figure 5.28). The change in the axial force on the specimen was larger during MCE motion but the maximum change was less than 10%, which was within the acceptable limits. Based on the large base shear demand, the specimen began to behave in its nonlinear range (Figure 5.24). However, the level of nonlinearity was not excessive.
After the end of the MCE testing, a static pushover test was also conducted in order to determine the reserve capacity in the specimen as no stability problems were observed during the ground motion tests. The pushover experiment was conducted by utilizing the procedure explained in Appendix D. During the pushover loading, the specimen reached its maximum capacity at a base shear value of around 330 kN, which was nearly 1.5 times the maximum demand in the MCE motion. The maximum tip displacement corresponded to a tip displacement of 2.5 mm. A yield plateau was obtained until a tip displacement of nearly 4.3 mm was reached. After that point, the capacity of the specimen suddenly dropped to 260 kN due to the body cracks and their propagations through the dam body (Figure 5.29).

The collapse mechanism observed in the pushover test is presented in Figure 5.30-Figure 5.32. The specimen lost its load carrying capacity immediately after the inclined cracks converged to the downstream toe of the dam specimen. The failure was caused by shear – compression mechanism (Figure 5.32). In addition, no base sliding was detected (Figure 5.29).
Figure 5.29. (a) Base Sliding and (b) Pushover Curve for Specimen 2

* The reason for low resolution was that 10mm LVDT’s were not collected data properly during this test, so the results recorded by 50mm LVDT was presented.

5.2.3 Strain Gage Recordings

The principal strain distributions over the dam base for the second specimen were determined by processing the data recorded by the rosettes (Figure 5.33). In Figure 5.33, the magnitudes of the first principal strains and their orientations are also depicted by vectors. It is clear that the compressive strains (strain gages 5-7) tended to get larger starting from the OBE motion to the MCE motion. Also, their orientation slightly changed. The tensile strains increased as expected till the MDE motion. However, the tensile strains in the outermost position (strain gage 1) tended to decrease during the MCE motion due to the formation of a body crack, which modified the shape of the load flow. The measured principal strains at the downstream face confirm the visually observed situation of no cracking during
hydrostatic loading and presence of the cracks verified by the exceedance of crack strain limit during ground motions.

**Figure 5.30.** Cracks Formed in Specimen 2 during Pushover Experiment 1
Figure 5.31. Cracks Formed in Specimen 2 during Pushover Experiment 2

W = 1 mm
L = 200 mm
Figure 5.32. Cracks Formed in Specimen 2 during Pushover Experiment 3
**Figure 5.33.** Principal Strain Distributions over the Base of Dam Specimen for Specimen 2

*Inward arrows indicate compressive strains and outward arrows indicate tensile strains.*

*: These values indicate that the recorded principal strain has exceeded the cracking strain limit.

### 5.2.4 Identification of Dynamic Parameters of the Specimen

The fundamental period and the equivalent viscous damping of the second specimen were obtained for each hazard level by using the procedure described in Chapter 5.1.3.

The natural period of the undamaged test specimen was determined as 0.08s. This calculated period was detected remaining nearly constant (Figure 5.34.a). However, the period elongated to nearly 0.12 sec during the MCE level due to the enlarged cracks formed during the previous earthquakes (Figure 5.18 and Figure 5.26).

Unlike the first specimen, the identified damping ratio did show a change between 2% and 20% for OBE motion. During the strong shaking (between 1s and 2s), the damping ratio was identified up to 15%, which was much larger than the 5% value suggested by USACE (2003). This behavior could be explained by the fact that, before cracking (damage accumulation), the energy was damped out by the relative
motion between the RCC layers. But, due to the opening of major cracks, the energy was dissipated by crack openings and closing as in Specimen 1. The explained energy dissipation mechanism was also validated by identified damping ratios for MDE and MCE motions. The damping ratio tended to decrease with increased base crack lengths. Consequently, the damping ratios were identified as 5 and 3% for MDE and MCE motions, respectively (Figure 5.34.b).

![Figure 5.34. Variation of the Fundamental Period and Damping Ratio during the Experiment for Specimen 2](image)

5.3 **Specimen 3: RCC Gravity Dam**

5.3.1 **Hydrostatic Loading**

The base shear versus tip displacement and base shear – base displacement curves during hydrostatic loading are presented in Figure 5.35.

From this figure, it is apparent that this specimen also remained in its linear range. Similar to the second specimen, no cracking was observed during the application of hydrostatic load.
5.3.2 PSD Testing

5.3.2.1 OBE

The base shear, tip and base displacements and the axial force were monitored and the change of these parameters and the base shear-tip displacement response of the test specimen are shown in Figure 5.36. The locations of significant damage on the system for the OBE motion are depicted in Figure 5.37. The recorded base uplift and rotation demands are shown in Figure 5.38.

During the OBE motion, some minor cracks at the upstream side of the dam base were observed. The maximum crack length was recorded as 200 mm with the maximum crack width reaching 0.2 mm (Figure 5.37). The maximum base shear and the tip displacement demands were measured as 146 kN and 0.29 mm, respectively. Furthermore, the deformation at the base was less than 0.03 mm during the full duration of the test (Figure 5.36). In addition, the stiffnesses in upstream and
downstream directions were different for this specimen as this specimen had some minor damage at the upstream face.

Figure 5.36. Force and Displacement Demands during OBE Experiment for Specimen 3
Figure 5.37. Cracks Formed during OBE motion for Specimen 3

Figure 5.38. Base Uplift and Rotation Demands during OBE Experiment for Specimen 3
5.3.2.2 \textit{MDE}

The recorded base shear, tip displacements, base displacement and axial force during MDE motion are presented in Figure 5.39.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mde_diagram}
\caption{Force and Displacement Demands during MDE Experiment for Specimen 3}
\end{figure}
The base shear-tip displacement response of the test specimen is also shown in Figure 5.39. The recorded base uplift and rotation demands are shown in Figure 5.40. The locations of significant damage on the system for the MDE motion are depicted in Figure 5.41.

For the second ground motion, MDE, the maximum tip displacement was obtained as 0.43 mm, corresponding to a maximum base shear demand of 176 kN. The increase in the displacement and force demands with respect to the OBE level were calculated as 47.7% and 20.7%, respectively. Consequently, the MDE level testing resulted in increased crack lengths and widths at 2.10sec. The maximum crack width and length reached 0.3mm and 300mm, respectively (Figure 5.41). Similar to the second specimen, no body crack was observed at the upstream face during this level. The base deformation was less than 0.05mm during this level as well (Figure 5.39). In addition, there were no axial load problem, evidenced by the axial load change of 5%.
5.3.2.3 MCE

The base shear, tip displacements, base displacement and axial force along with the base shear-tip displacement response of the test specimen are shown in Figure 5.42. The locations of significant damage on the system for the MCE motion are depicted in Figure 5.43 and Figure 5.44. The recorded base uplift and rotation demands are shown in Figure 5.45.

Figure 5.41. Cracks Formed during MDE motion for Specimen 3
Figure 5.42. Force and Displacement Demands during MCE Experiment for Specimen 3
Figure 5.43. Cracks Formed in Specimen 3 during the MCE motion 1
During the MCE hazard level, the maximum top displacement demand was recorded as 1.62 mm. The increase in the displacement demand was approximately 4 times the displacement demand observed in the MDE level. Similarly, the base shear demand was obtained as 307 kN, nearly 1.7 times the maximum demand measured during the MDE level testing. In addition to the cracking at the base, another crack reaching to a length of 150 mm was initiated at the upstream face during this level (Figure 5.43 and Figure 5.44). During this hazard level, base cracking at the downstream face was also detected (Figure 5.42).

**Figure 5.44.** Cracks Formed in Specimen 3 during the MCE motion 2
The maximum base deformation demand remained below 0.15 mm. The permanent base displacement was reached a value of 0.08 mm, which was not caused by sliding (Figure 5.46). The main reason for this permanent deformation was the residual deformations during inelastic concentrated deformation cycles. The change in axial force was larger during MCE motion but the maximum change was less than 10%, which was in acceptable limits. Based on the large base shear demand, the specimen began to behave in its nonlinear range (Figure 5.42). However, the level of nonlinearity was not excessive.
5.3.2.4 Pushover Experiment

The specimen had reached its lateral load carrying capacity (nearly 400 kN) at a tip displacement of approximately 3 mm (Figure 5.47). After this tip displacement, a yield plateau was observed till the end of the test, which corresponded to a tip displacement of about 11 mm. During the pushover test, the previously formed cracks widened (reaching nearly 1.5-mm width) and the crack lengths remained nearly constant (Figure 5.48). In addition, there was some residual base deformation that was very small compared to the tip displacement (Figure 5.47). From Figure 5.47, it can also be inferred that the base stiffness was reduced at high levels of tip displacement due to the large cracks without losing its stiffness completely. Some concentrated plastic deformations took place at the base level but that deformation was not caused by a sudden sliding of the base.

Figure 5.47. Pushover Curve for Specimen 3
5.3.3 Identification of the Dynamic Parameters of the Specimen

The fundamental period and the equivalent viscous damping of the second specimen were obtained for each ground motion by using the procedure described in Chapter 5.1.3.

Figure 5.48. Cracks Formed During Pushover Experiment for Specimen 3
The natural vibration period of the undamaged test specimen was determined as 0.06s. This calculated period was nearly constant during the ground motions OBE and MDE (Figure 5.49.a). However, the period elongated to nearly 0.10s during the MCE level due to the enlarged cracks formed during the previous earthquakes (Figure 5.43 and Figure 5.44).

The identified damping ratio changed between 1% to 3% for the OBE motion. The damping ratio was identified as less than 5%, which was recommended by USACE (2003). This low damping ratio was, most probably, because of the fact that this specimen was tested under the effect of OBE motion, twice. Similar to the second specimen, the damping ratio tended to decrease with increased base cracking. Consequently, the damping ratios were identified as 5 and 3% for MDE and MCE motions, respectively (Figure 5.49.b).

![Figure 5.49](image)

**Figure 5.49.** Variation of the Fundamental Period and Damping Ratio during the Experiment for Specimen 3

### 5.4 Discussion of Test Results

In this part, the results for the three different specimens will be discussed based on the monitored capacity curves and the observed crack patterns. The key points of discussion will be the effect of the compressive strength and the material type (CVC or RCC) on the behavior of the dam specimens. The experimental results are
summarized in Table 5.1. Following important remarks can be made based on the observations from the tests:

- The type of material (CVC vs RCC) was detected to have negligible effect on the behavior and the base shear capacity of the specimens as long as the compressive strength values were similar. This conclusion was apparent from the obtained capacity curves of Specimen 1 and 3 (Figure 5.50). It is apparent that the lateral load carrying capacities of Specimen 1 and 3 are very close to each other. Although there was a difference in the maximum displacements, one should remind that the pushover experiments of these two specimens were stopped before the failure mechanism was formed. Therefore, those maximum displacements did not necessarily imply the displacement capacities of specimens.

<table>
<thead>
<tr>
<th>Specimen 1</th>
<th>Maximum Upstream Crack Length (mm)</th>
<th>Maximum Downstream Crack Length (mm)</th>
<th>Percentage of Uncracked Region</th>
<th>Ave. Period (s)</th>
<th>Λmax (mm)</th>
<th>Fmax (kN)</th>
<th>ξ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBE</td>
<td>400</td>
<td>0</td>
<td>29</td>
<td>0.07</td>
<td>0.20</td>
<td>55</td>
<td>2</td>
</tr>
<tr>
<td>MDE</td>
<td>550</td>
<td>0</td>
<td>40</td>
<td>0.08</td>
<td>0.31</td>
<td>69</td>
<td>3</td>
</tr>
<tr>
<td>MCE</td>
<td>1050</td>
<td>200</td>
<td>92</td>
<td>0.12</td>
<td>1.37</td>
<td>270</td>
<td>4</td>
</tr>
<tr>
<td>Pushover</td>
<td>1050</td>
<td>200</td>
<td>92</td>
<td>-</td>
<td>7.6</td>
<td>400</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specimen 2</th>
<th>Maximum Upstream Crack Length (mm)</th>
<th>Maximum Downstream Crack Length (mm)</th>
<th>Percentage of Uncracked Region</th>
<th>Ave. Period (s)</th>
<th>Λmax (mm)</th>
<th>Fmax (kN)</th>
<th>ξ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBE</td>
<td>200</td>
<td>0</td>
<td>15</td>
<td>0.08</td>
<td>0.33</td>
<td>48</td>
<td>5</td>
</tr>
<tr>
<td>MDE</td>
<td>700</td>
<td>0</td>
<td>51</td>
<td>0.09</td>
<td>0.66</td>
<td>132</td>
<td>5</td>
</tr>
<tr>
<td>MCE</td>
<td>900</td>
<td>0</td>
<td>66</td>
<td>0.12</td>
<td>1.65</td>
<td>222</td>
<td>3</td>
</tr>
<tr>
<td>Pushover</td>
<td>900</td>
<td>0</td>
<td>66</td>
<td>-</td>
<td>10.4</td>
<td>330</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specimen 3</th>
<th>Maximum Upstream Crack Length (mm)</th>
<th>Maximum Downstream Crack Length (mm)</th>
<th>Percentage of Uncracked Region</th>
<th>Ave. Period (s)</th>
<th>Λmax (mm)</th>
<th>Fmax (kN)</th>
<th>ξ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBE</td>
<td>200</td>
<td>0</td>
<td>15</td>
<td>0.06</td>
<td>0.29</td>
<td>146</td>
<td>1</td>
</tr>
<tr>
<td>MDE</td>
<td>300</td>
<td>0</td>
<td>22</td>
<td>0.06</td>
<td>0.43</td>
<td>176</td>
<td>3</td>
</tr>
<tr>
<td>MCE</td>
<td>680</td>
<td>100</td>
<td>57</td>
<td>0.10</td>
<td>1.62</td>
<td>307</td>
<td>2</td>
</tr>
<tr>
<td>Pushover</td>
<td>1050</td>
<td>100</td>
<td>85</td>
<td>-</td>
<td>10.8</td>
<td>395</td>
<td>-</td>
</tr>
</tbody>
</table>

- The type of concrete also did not influence the crack propagation and length significantly. To compare the crack propagations, the pushover experiment results of Specimen 1 and Specimen 3 were utilized as the demands during OBE, MDE and MCE motions were different for Specimen 1 and Specimen 3 depending on the distinct periods of these specimens. From Figure 5.14 and
Figure 5.48, it is clear that the observed base cracks had similar lengths and geometries for the two specimens. Although there were some additional vertically oriented base cracks in Specimen 3 contrary to Specimen 1, general appearance of the cracks and their lengths were similar.

![Comparison of Capacity Curves of All Specimens](image)

**Figure 5.50.** Comparison of Capacity Curves of All Specimens

- The effect of compressive/tensile strength on the behavior of dam specimens could be investigated by comparing the results of Specimen 2 and Specimen 3 as these specimens had the same material type (RCC) with different compressive strengths. A 20% difference in the lateral load capacity could be identified between these two specimens. Furthermore, lateral displacement capacities of these two specimens differed more than two times. More importantly, the failure mechanism observed in Specimen 2 was not detected in Specimen 3 due to additional lateral displacement capacity of this specimen. This observation was attributed to the comparable low tensile strength of Specimen 2, which resulted in more severe body cracks.
- The normalized dissipated energies during each hazard level for all specimens were also calculated. It can be inferred from Figure 5.51 that there are some discrepancies between the normalized dissipated energies for all specimens. This could stem from the different demands dependent on the fundamental periods of each specimen. The normalized dissipated energies...
during each scenario was comparable to each other. In addition, the damping ratio for the most demanding cycles was also determined by using the proposed method by Megally (1998) (Eq.5.5) and summarized in Table 5.2. It is clear from Table 5.2 that the calculated damping ratios were similar to the ones obtained from the identifications. This result double checks the identified damping ratios.

\[
\xi = \frac{1}{4\pi} \cdot \frac{\text{Dissipated Energy in Cycle}}{\text{Elastic Energy}}
\]  

(5.5)

![Graphical representation](image)

**Figure 5.51.** (a) Total Dissipated Energies for All Specimens and (b) Hysteretic Damping Plot from Megally (1998)

- The stiffness of the base of each dam specimen was reduced due to major base cracks especially at the upstream face. However, none of the specimens had showed pure sliding motion, i.e. a time period in which zero stiffness was detected (spike-type motions in base deformation records). Therefore, it could be concluded that the base application (surface roughening) would prevent
base sliding type failure modes. In fact, there was another on-going research that reveals the importance of base treatment (Binici et al 2016). In that research, it was shown that very limited base and body cracks were observed in the specimens with untreated base (smooth base). However, some base sliding was detected even during MCE level (Figure 5.52). Base sliding during pushover experiment was measured as about 12 mm, which resulted in stability loss of the dam body (Figure 5.53). The danger of this base sliding was also the fact that the base sliding would tear the waterstoppers at the foundation interface and would cause leakage. Therefore, the base application has an important effect on the seismic behaviour of concrete gravity dams. Consequently, the type of base treatment would affect the failure mechanism of the dam specimens.

Table 5.2. Damping Ratios calculated by the Method proposed by Chopra (2012)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>OBE</th>
<th>MDE</th>
<th>MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eq. 5.5</td>
<td>Ave. Iden.</td>
<td>Eq. 5.5</td>
</tr>
<tr>
<td>1</td>
<td>2.34</td>
<td>3.00</td>
<td>3.03</td>
</tr>
<tr>
<td>2</td>
<td>6.76</td>
<td>8.00</td>
<td>2.08</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>1.00</td>
<td>1.18</td>
</tr>
</tbody>
</table>

- The identified damping ratios of all specimens were similar to each other.

When these identified damping ratios were compared with those utilized while performing time history analysis of concrete gravity dams recommended by USACE (2003) (Figure 5.15, Figure 5.34 and Figure 5.49), it could be observed that USACE damping values were in reasonable agreement with the identified values during OBE and MDE motions. Conversely, the USACE (2003) recommended 7% material damping seemed to be higher than the identified value for the MCE motion. The visual inspection of the load-deformation response of the dam also exhibited that in the absence of any significant sliding the hysteresis loops are narrow and crack opening-closing could only produce 2 to 4% damping. It should be
mentioned that the identified damping discussed herein only referred to the material damping for a single monolith excluding any interaction between monoliths. For dam monoliths that could interact with each other and built on flexible foundation, the damping could be much higher due to radiation damping and bottom absorption (Fenves and Chopra 1984.b).

- Due to the successive application of ground motions, it should be reminded that the identified damping ratios included the effects of previous damages. Therefore, contrary to the expected behavior for damping, the trend in damping ratio did not accrued due to the accumulated damage. In other words, the damping ratio during the MCE motion was not determined as the maximum one as the cracks during previous motions had dissipated energy and they tended to open and close during the MCE motion. Therefore, the previously opened cracks could not cause a significant loss of energy. Consequently, the damping values would be different than the identified ones if the MCE motion was applied to an undamaged specimen.

![Figure 5.52. Base Displacement recorded in the Research conducted by Binici et al 2016](image)

- The period of each specimen had a tendency to increase during consecutive earthquake load applications. The initial period of each specimen increased nearly 1.6 times during the last motion, MCE. This observation was valid for each specimen. More importantly, the deviations in periods during the same motion was not more than 20%. This observation was vital as the verification of the test method was totally dependent on the performed linear analysis. Therefore, the period change during any motion should not be too much not to lose the control of test results. The degree of effect of the period change was investigated by comparing numerical results of the Specimen 1 (linear
Time history analysis results performed in ANSYS) with the recorded base shear response during OBE and MCE motions (Figure 5.54). While conducting the numerical analysis, the modulus of elasticity for concrete was selected such that the fundamental period matched the identified initial periods of 0.07 sec and 0.10 sec for OBE and MCE motions, respectively. It could be observed that agreement between the base shear time series are acceptable, indicating the validity of the pretest assumptions.

Figure 5.53. Results of Pushover Experiment from the Research conducted by Binici et al 2016
Figure 5.54. Comparison of the Base Shear Values obtained from EAGD and Experiments

- The test results for the Specimen 1, which resembles closely the properties of the actual Melen Dam reveal that the dam is not expected to sustain any significant damage (i.e. sliding, overturning, shear failure) under the expected hazard level. This conclusion is obviously limited with the assumptions of the testing and the production scheme for the specimens.
CHAPTER 6

NUMERICAL SIMULATIONS

The use of appropriate numerical tools for the seismic performance estimation of dams is extremely important due to the following reasons:

- There is a very limited number of concrete dams subjected to strong ground motions to quantify actual performance and make a judgement based solely on observed behavior,
- The number of experimental studies on dams is quite limited to reach a decisive conclusion on their performance by using an experimental database.

Consequently, numerical simulations play a crucial role in seismic design of dams. Design engineers, when employing nonlinear models for dam analysis are usually unaware of the accuracy of their models in predicting displacements, strains, crack lengths, etc. Recently, Soysal et al (2016) employed some of the test results presented in this dissertation to validate the ability of DIANA (2008) in estimating the cracking and capacity. Her findings suggested that the dam strength can be estimated with a reasonable accuracy, however crack locations and widths are found with a greater margin of error.

In this chapter, the goal is to verify the role of analytical modeling in the prediction of the behavior of the concrete monoliths using the data from the well documented and controlled experiment as a case study.

The employed platform in this dissertation, ANSYS, offers a fixed smeared crack model that is also utilized in other platforms such as ATENA (Červenka 2016), DIANA (2008), ABAQUS (2012), etc. with some differences. The results from these simulations obviously cannot be extrapolated to every tool, however, general conclusions are believed to represent the ability of the smeared crack models in estimating dam response during seismic events.
6.1 Brief Information on the Concrete Constitutive Model in ANSYS

Solid65 is the special element of ANSYS (2010.a) dedicated to model both reinforced and unreinforced concrete members. It is a three-dimensional eight-node solid element, which has three translational degrees of freedom at its nodes \((u_x, u_y\) and \(u_z\)). This element can simulate cracking (in three orthogonal directions), crushing, creep deformations, etc. Although it is out-of-scope of this study, reinforcements can also be embedded inside this element by assuming smeared reinforcement within the element. It is important to note that these embedded reinforcements only contribute to axial stresses for both axial and bending loadings.

6.1.1 Modeling the Cracking and Crushing of Concrete

Detection of a crack at an integration point requires a modification of the stress-strain relation of the element (Eq. 6.1). Upon cracking, a plane of weakness along the perpendicular direction to the crack plane is defined by reducing the stiffness term for the direction perpendicular to the crack plane (ANSYS 2010.d). In all calculations, the principal directions are utilized as denoted by superscript “ck” in Eq. 6.2. In general, the cracking factor, \(R_t\), is zero but the calculations are performed by assuming a value of \(1x10^{-6}\) for numerical stability as the stress relaxation after cracking is ignored. If stress relaxation is taken into account to facilitate the convergence, \(R_t\) is determined from the slope of the secant line (Figure 6.1) drawn to the stress-strain relation (ANSYS 2010.d).

\[
D = \frac{E}{(1+\nu)(1-2\nu)} \begin{bmatrix}
1-\nu & \nu & 0 & 0 & 0 \\
\nu & 1-\nu & 0 & 0 & 0 \\
\nu & \nu & 1-\nu & 0 & 0 \\
0 & 0 & 0 & \frac{1-2\nu}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{1-2\nu}{2}
\end{bmatrix} (6.1)
\]
At a crack location, a parameter that measures the proportion of the transmitted shear is employed. This parameter could be different for i- open crack ($\beta_t$) and ii- closed crack ($\beta_c$) cases, as implemented in ANSYS (ANSYS 2010.d). In other words, the shear transfer coefficients directly determine the amount of sliding across the crack plane. For a perfectly smooth crack, the shear transfer is assumed to diminish corresponding to a shear transfer coefficient of 0 whereas this coefficient takes a value of 1 for a perfectly rough crack plane. For instance, the stress-strain relation for an element with a crack along its one principal direction is presented in Eq. 6.2 (ANSYS 2010.d).

\[
D^{ck} = \frac{E}{(1+\nu)} \begin{bmatrix}
R^{t \frac{1+\nu}{E}} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{1-\nu} & 0 & 0 & 0 \\
0 & \frac{\nu}{1-\nu} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{\beta_t}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{\beta_t}{2}
\end{bmatrix}
\] (6.2)

**Figure 6.1.** Description for Stress Relaxation after Cracking [ANSYS 2010.d]  
(*f_t* is the uniaxial tensile strength and $T_c$ is the multiplier for amount of tensile stress relaxation.)

For a closed crack case, axial stresses normal to the crack face returns back to their uncracked states and a coefficient ($\beta_c$) is introduced in front of the shear terms to reflect the shear transmission capability of the crack plane (Eq. 6.3).
\[ D_{ck} = \frac{E}{(1+\nu)(1-2\nu)} \begin{bmatrix} 1 - \nu & \nu & \nu & 0 & 0 & 0 \\ \nu & 1 - \nu & \nu & 0 & 0 & 0 \\ \nu & \nu & 1 - \nu & 0 & 0 & 0 \\ 0 & 0 & 0 & \beta_c \frac{1-2\nu}{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1-2\nu}{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & \beta_c \frac{1-2\nu}{2} \end{bmatrix} \] (6.3)

The elements are able to crack in any three principal direction at any quadrature points. The stress-strain relationships corresponding to an element with two and three directional cracks are presented in Eq. 6.4 and 6.5.

\[ D_{ck} = E \begin{bmatrix} \frac{\mu^t}{E} & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{\mu^t}{E} & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \beta_c \frac{2(1+\nu)}{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & \beta_c \frac{2(1+\nu)}{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & \beta_c \frac{2(1+\nu)}{2} \end{bmatrix} \] (6.4)

\[ D_{ck} = E \begin{bmatrix} \frac{\mu^t}{E} & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{\mu^t}{E} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\mu^t}{E} & 0 & 0 & 0 \\ 0 & 0 & 0 & \beta_c \frac{2(1+\nu)}{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & \beta_c \frac{2(1+\nu)}{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & \beta_c \frac{2(1+\nu)}{2} \end{bmatrix} \] (6.5)

The stress-strain relations given in Eq. 6.4 and 6.5 become Eq. 6.6 if the cracks in all directions are detected to be closed.

\[ D_{ck} = \frac{E}{(1+\nu)(1-2\nu)} \begin{bmatrix} 1 - \nu & \nu & \nu & 0 & 0 & 0 \\ \nu & 1 - \nu & \nu & 0 & 0 & 0 \\ \nu & \nu & 1 - \nu & 0 & 0 & 0 \\ 0 & 0 & 0 & \beta_c \frac{1-2\nu}{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1-2\nu}{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & \beta_c \frac{1-2\nu}{2} \end{bmatrix} \] (6.6)

If, at a quadrature point, the compressive stress is determined to exceed the compressive strength, the material is assumed to be crushed. Just like the cracking
(no stress relaxation after cracking), the stiffness term for a crushed element vanishes to zero but is assumed to be $1 \times 10^{-6}$ for numerical stability purposes.

### 6.1.2 Concrete Material

Willam-Warnke (1975) failure criterion is used to model the behavior of plain concrete. It is an isotropic material model that is able to simulate the cracking/crushing under multi-directional stress state dictated by Eq. 6.7.

$$\frac{\varepsilon}{f_c} - S \geq 0$$  \hspace{1cm} (6.7)

In the above equation, $F$ is defined as a function dependent on the principal stress state ($\sigma_{xp}$, $\sigma_{yp}$ and $\sigma_{zp}$). $S$ is the failure surface and $f_c$ is the uniaxial compressive strength (ANSYS 2010.d). The details on $F$ and $S$ are summarized in Appendix E. If this equation is satisfied, the element is assumed to sustain cracking or crushing. Five strength parameters are required to define the failure surface, $S$. (Table 6.1)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_t$</td>
<td>Ultimate uniaxial tensile strength</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Ultimate uniaxial compressive strength</td>
</tr>
<tr>
<td>$f_{cb}$</td>
<td>Ultimate biaxial compressive strength</td>
</tr>
<tr>
<td>$f_1$</td>
<td>Ultimate compressive strength for a state of biaxial compression superimposed on hydrostatic stress state ($\sigma_h$)</td>
</tr>
<tr>
<td>$f_2$</td>
<td>Ultimate compressive strength for a state of uniaxial compression superimposed on hydrostatic stress state ($\sigma_h$)</td>
</tr>
</tbody>
</table>

There also exist some default values for parameters $f_{cb}$, $f_1$ and $f_2$ in case the necessary laboratory data are not available (Eq. 6.8). Note that these default values are valid only for a hydrostatic stress state less than $\sqrt{3}f_c$ (Eq. 6.9).

$$f_{cb} = 1.2f_c$$  \hspace{1cm} (6.8.a)

$$f_1 = 1.45f_c$$  \hspace{1cm} (6.8.b)

$$f_2 = 1.725f_c$$  \hspace{1cm} (6.8.c)

$$Hydrostatic\ Stress\ State = |\sigma_h| = \frac{1}{3}(\sigma_{xp} + \sigma_{yp} + \sigma_{zp}) \leq \sqrt{3}f_c$$  \hspace{1cm} (6.9)
If the principal stresses are sorted from maximum to minimum, there are only four possible failure domains (Eq. 6.10).

\[
\sigma_1 = \max(\sigma_{xp}, \sigma_{yp}, \sigma_{zp}) \quad (6.10.a)
\]

\[
\sigma_3 = \min(\sigma_{xp}, \sigma_{yp}, \sigma_{zp}) \quad (6.10.b)
\]

1. \(0 > \sigma_1 > \sigma_2 > \sigma_3 \Rightarrow CCC \ Domain\)
2. \(\sigma_1 > 0 > \sigma_2 > \sigma_3 \Rightarrow CCT \ Domain\)
3. \(\sigma_1 > \sigma_2 > 0 > \sigma_3 \Rightarrow CTT \ Domain\)
4. \(\sigma_1 > \sigma_2 > \sigma_3 > 0 \Rightarrow TTT \ Domain\)

For each domain, different principal stress states (F) and failure surfaces (S) are defined. Therefore, there exist four different combinations of F and S pairs. In Willam-Warnke (1975) failure surface, S describes a continuous surface but the gradients are not continuous at any point where the principal stresses changes sign (Figure 6.2-Figure 6.3). Therefore, S is not differentiable at the intersection with the coordinate axes.

The failure surface for biaxial stress state is depicted in Figure 6.3. If the absolute values of \(\sigma_{xp}\) and \(\sigma_{yp}\) are two largest principal stresses, \(\sigma_{zp}\) could be i- zero, ii- little positive or iii- little negative values. For the aforementioned cases, if the projections of failure surfaces are investigated, they exhibit very close results. On the other hand, the failure mode is not the same for all of the different \(\sigma_{zp}\) options, which is utterly dependent on the sign of \(\sigma_{zp}\). If \(\sigma_{zp}\) has taken little positive values, the failure mode will be cracking or crushing determined by the other stress states whereas the failure
mode is always crushing for other $\sigma_{zp}$ values. Further details about the failure surface are given in Appendix E.

![Failure Surface Diagram](image)

**Figure 6.3.** 2D Failure Surface in Principal Stress Space for Biaxial Stress State [ANSYS 2010.d]

### 6.2 Modeling Techniques used to Simulate Experimental Behavior

The test procedure presented in detail in Chapter 2 show that due to the unintended foundation (slight) flexibility, the actual stiffness of the dam specimen estimated by using the measured material properties (i.e. Modulus of Elasticity) is different than the actual specimen stiffness measured by the load cell and the LVDTs located at the tip. This base flexibility must be modeled appropriately in order to match the wave form of the measured response as discussed by Tinawi et al (2000). For this purpose two different modeling strategies were mainly utilized throughout this dissertation to simulate the experimentally observed behavior.

In the first modeling technique, i.e. Model 1 shown in Figure 6.4.a and Figure 6.5, the dam base was assumed to be fixed and the increased flexibility due to base and foundation rotations observed during experiments was incorporated by reducing the modulus of elasticities of each specimen. While performing this adjustment, the target was to match the first fundamental period of the numerical model with the experimentally determined one at the beginning of OBE test. The utilized reduced modulus of elasticity values were 10,500MPa, 8,750MPa and 13,500MPa whereas
the measured modulus of elasticities were 20,500MPa, 14,905MPa and 21,305MPa for specimens 1, 2 and 3, respectively. In addition, the uniaxial tensile strength of all specimens was used as 80% of their determined split tensile strength suggested by Raphael (1984) along with the measured cylindrical compressive strengths.

Figure 6.4. Different Numerical Models : a) Model 1 and b) Model 2

In the other modeling technique, i.e. Model 2 as shown in Figure 6.4.b and Figure 6.6, the dam and its RC foundation were modelled and connected to the vertical springs. The spring constants for compressive and tensile actions were selected to be different in order to reflect the uplift observed at the foundation base. The spring constants for each specimen were obtained by matching the lateral stiffness of the numerical model with the experimentally determined one during the application of lateral load (Fh) before OBE experiment. Spring constants and the stress-strain curve in tension were similar to Model 1 the only difference being the use of actual E values.

In the course of material tests presented in Chapter 3, direct tensile strength tests were not conducted; hence tensile fracture energy (Gf) values were not obtained. In order to use the appropriate tensile fracture energy in the numerical simulation, a literature survey was conducted. It was found that tests presented by Xu and Zhu (2009) cover the strength and MAS range employed in this study. In their work, the tensile fracture energy for compressive strength of 23.4 MPa was reported between 12.7N/m and 14.1N/m whereas Gf values for compressive strength of 33.8 MPa were
presented between 52.1N/m and 70.5N/m. Based on these values and performing linear interpolation, a $G_f$ value of 20N/m was utilized for concrete strength of 25MPa. For the specimen with lower compressive strength, i.e. 15MPa, $G_f$ value was selected as 5N/m. This value was selected based on engineering judgment as no value was found in the literature for such a low concrete compressive strength.

**Figure 6.5.** Numerical Model 1

**Figure 6.6.** Numerical Model 2

During the time-history analysis, the damping ratios of all specimens were taken to be equal to the values determined during experiment for each hazard level. Finally, it was assumed that 45% (40%) and 100% (90%) of the applied shear forces could be transmitted through crack planes for open and closed crack cases for Model 1 (Model 2), respectively. This assumption is utterly dependent on some preliminary analysis of the specimens.
In the rest of this section, the numerical simulation results for both Model 1 and Model 2 are summarized. In the analysis, the same loading protocol was utilized as the experiment. For instance, the same model was subjected to successive application of earthquake scenarios OBE, MDE and MCE and then the capacity curve was estimated by simply performing a pushover analysis similar to the one conducted in the laboratory.

6.3 Numerical Simulation Results for Model 1

6.3.1 CVC Gravity Dam : Specimen 1

The numerical predictions of the base shear force and the tip displacement demands are presented in Figure 6.7 and Figure 6.8. The base shear versus tip displacement curves from numerical model are also compared with the experimental ones (Figure 6.9). In addition, the ability of the numerical model to estimate the crack patterns is also shown in Figure 6.10. The static capacity curve of the dam specimen is presented in Figure 6.11. The percentage errors in the base shear and tip displacement demands from analytical model are summarized in Table 6.2 and Table 6.3, respectively. From these tables, it can be inferred that the maximum base shear could be estimated with an error of less than 10% in positive direction. However, the percentage error in the maximum tip displacement predictions reached to 30%. The frequency contents of both base shear and tip displacement demands were compatible with the experimental ones, especially under the effect of most demanding earthquake scenario MCE, but the magnitudes of the selected demand parameters were predicted generally less than the observed ones. This result can be attributed to the constant damping ratio employed during the numerical analysis and the inability of the crack model to impose hysteretic damping.

The comparisons of the estimated capacity curve with the experimentally obtained one show that the numerical estimations are promising as both the base shear and tip displacement capacities could be predicted very well. This result implied that the numerical model had difficulties under the effect of cyclic loading but this deficiency was not so pronounced when a monotonic loading protocol was utilized. This observation was mainly the fact that the cyclic model required realistic hysteretic
models, damping ratio estimations, failure criteria being capable of representing a reasonable stiffness degradation due to crack propagation, etc. In addition, the percentage errors in base shear and tip displacement capacities were detected to be less than 10% (Figure 6.11).

Figure 6.7. Comparison of Base Shear Demand Histories for Specimen 1 under the Effect of OBE, MDE and MCE Scenarios for Model 1

Figure 6.8. Comparison of Tip Displacement Demand Histories for Specimen 1 under the Effect of OBE, MDE and MCE Scenarios for Model 1

The predicted crack patterns after each hazard level are also compared with the experimentally observed cracks in Figure 6.10. The estimated crack lengths after the
OBE, MDE and the MCE earthquake scenarios were 725 mm, 905 mm and 1140 mm, respectively. On the contrary, the observed crack lengths were 400 mm, 550 mm and 1050 mm for the same hazard levels, respectively. Consequently, the numerical model always predicted the cracks longer than the observed ones. The ratios of the crack lengths (predicted / observed one) for the OBE, the MDE and the MCE are 1.81, 1.65 and 1.09, respectively. In addition, the numerically predicted cracks were more dispersed than the single (or few) cracking observed in the test. Besides, the body crack which appeared during the MDE earthquake scenario could not be predicted by the numerical analysis. Similar to the earthquake analyses, wider spread out of cracks were predicted by the numerical model than the observed ones (Figure 6.11). In summary, the numerical simulations were successful for estimating the base shear and the tip displacement capacities whereas they were not promising in forecasting the crack patterns except the MCE motion.

![Graphs](attachment:graphs.png)

**Figure 6.9.** Comparison of Base Shear versus Tip Displacement Demand Histories for Specimen 1 under the Effect of (a) OBE, (b) MDE and (c) MCE Scenarios for Model 1
Figure 6.10. Comparison of Crack Patterns for Specimen 1 under the Effect of OBE, MDE and MCE Scenarios for Model 1
Table 6.2. Comparison of Base Shear Forces of Specimen 1 for Model 1
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Base Shear Force (kN)</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBE</td>
<td>MDE</td>
</tr>
<tr>
<td>54.8</td>
<td>68.7</td>
</tr>
<tr>
<td>-44.6</td>
<td>-59.1</td>
</tr>
</tbody>
</table>

Table 6.3. Comparison of Tip Displacement of Specimen 1 for Model 1
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Tip Displacement (mm)</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBE</td>
<td>MDE</td>
</tr>
<tr>
<td>0.112</td>
<td>0.199</td>
</tr>
<tr>
<td>-0.306</td>
<td>-0.270</td>
</tr>
</tbody>
</table>

6.3.2 RCC Gravity Dam: Specimen 2

The base shear force and tip displacement time series are compared with the experimentally obtained values in Figure 6.12 and Figure 6.13. The base shear-tip displacement curves are also compared with the experimental ones in Figure 6.14. In addition, the estimated crack patterns were also investigated in Figure 6.15. Finally, the complete capacity curve of the dam specimen, including the ascending and descending parts, was determined by conducting a pushover analysis (Figure 6.16).

The percentage errors in the base shear and tip displacement predictions obtained from numerical model are presented in Table 6.4 and Table 6.5, respectively. It can be observed that errors for the OBE motion were usually quite high. The most reasonable estimates of maximum demands in the order of 20% were observed during the MDE test. The accuracy of the MCE test estimations were better than the OBE but it had quite large errors (40 to 80 %) stating the failure of the model to estimate the maximum demands during the MCE motion. In addition, the errors in the maximum tip displacement predictions remained below 25% for the negative direction. The same conclusion for the tip displacements in the positive direction was valid. Similar to the first specimen, the frequency contents of both base shear and tip
displacement demands were similar to the experimental ones, especially under the effect of most demanding earthquake scenario MCE.

Figure 6.11. Comparison of Pushover Experiment for Specimen 1 from Model 1: (a) Crack Pattern from Numerical Model, (b) Crack Pattern from Experiment and (c) Capacity Curve

The comparisons of the estimated capacity curve with the experimentally obtained one shows that the numerical estimations matched the experimental values very well. In addition, the percentage errors in base shear and tip displacement capacities were detected to be less than 3% and 10%, respectively (Figure 6.16). It is worth noting that the displacement corresponding to the loss of lateral strength could also be detected with a good accuracy by the numerical model, which indicates that the
general demand parameters could be estimated with an acceptable error on computer environment for static loading conditions.

Figure 6.15 shows that the estimated crack lengths after the OBE, the MDE and the MCE earthquake scenarios were 450 mm, 590 mm and 1040 mm, respectively. On the contrary, the observed crack lengths were 200 mm, 700 mm and 900 mm for the same hazard levels, respectively. Similar to the first specimen, the numerical model predicted more spread out of cracks than the observed ones except for MDE scenario. This is a natural outcome of the smeared crack modeling as stated by Rots (1989). The ratios of the crack lengths (predicted / observed one) for OBE, MDE and MCE were 2.25, 0.84 and 1.16, respectively, stating an increasing accuracy of crack length estimations with increasing intensity of ground motions. It was also observed that the body crack that appeared during the MDE earthquake scenario could not be estimated by the numerical analysis.

![Comparison of Base Shear Demand Histories for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 1](image)

**Figure 6.12.** Comparison of Base Shear Demand Histories for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 1

Similar to the ground motion simulations, considerably dispersed crack formations were predicted by the numerical model (Figure 6.16). The numerical model seems to indicate the formation of a base crack and an inclined crack resembling the observed failure mode. However, it is not possible to state that one can perfectly capture and
understand the expected cracking leading to the failure with the smeared crack model.

Figure 6.13. Comparison of Tip Displacement Demand Histories for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 1

Figure 6.14. Comparison of Base Shear versus Tip Displacement Demand Histories for Specimen 2 under the Effect of (a) OBE, (b) MDE and (c) MCE Scenarios for Model 1
Figure 6.15. Comparison of Crack Patterns for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 1
Table 6.4. Comparison of Base Shear Forces of Specimen 2 for Model 1
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Base Shear Force (kN)</th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OBE</td>
<td>MDE</td>
<td>MCE</td>
</tr>
<tr>
<td>48.5</td>
<td>132.5</td>
<td>222.5</td>
<td>86.1</td>
</tr>
<tr>
<td>-45.9</td>
<td>-94.2</td>
<td>-156.1</td>
<td>-65.4</td>
</tr>
</tbody>
</table>

Table 6.5. Comparison of Tip Displacement of Specimen 2 for Model 1
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Tip Displacement (mm)</th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OBE</td>
<td>MDE</td>
<td>MCE</td>
</tr>
<tr>
<td>0.206</td>
<td>0.322</td>
<td>0.674</td>
<td>0.287</td>
</tr>
<tr>
<td>-0.227</td>
<td>-0.656</td>
<td>-1.648</td>
<td>-0.402</td>
</tr>
</tbody>
</table>

Figure 6.16. Comparison of Pushover Experiment for Specimen 2 from Model 1: (a) Crack Pattern from Numerical Model, (b) Crack Pattern from Experiment and (c) Capacity Curve
6.3.3 RCC Gravity Dam : Specimen 3

The base shear force and tip displacement demands are compared with the experimentally obtained demands in Figure 6.17 and Figure 6.18. The base shear-tip displacement curves are also compared with the experimental ones in Figure 6.19. The estimated crack patterns are shown in Figure 6.20 and the complete capacity curve of the dam specimen from a pushover analysis is depicted in Figure 6.21. The percentage errors in the base shear and tip displacement predictions obtained from numerical model are presented in Table 6.6 and Table 6.7, respectively. These tables show that the maximum positive base shears during all earthquake scenarios were estimated with an error of approximately 30%. In contrast, the errors in base shear along negative direction were reasonable except MDE motion. However, the errors in the maximum tip displacement predictions were as high as 100%. Therefore, the tip displacement estimations were not acceptable other than the estimations of the MCE motion. In addition, the frequency contents of both base shear and tip displacement demands were less overlapping the experimental ones for the OBE and the MDE scenarios. The results for the most demanding earthquake scenario MCE were conforming well to the measured values. It can be stated that estimations of Model 1 for Specimen 3 was the least successful among the estimations obtained from 3 specimens.

![Graph](image)

**Figure 6.17.** Comparison of Base Shear Demand Histories for Specimen 3 under the Effect of OBE, MDE and MCE Scenarios for Model 1
Figure 6.18. Comparison of Tip Displacement Demand Histories for Specimen 3 under the Effect of OBE, MDE and MCE Scenarios for Model 1

Figure 6.19. Comparison of Base Shear versus Tip Displacement Demand Histories for Specimen 3 under the Effect of (a) OBE, (b) MDE and (c) MCE Scenarios for Model 1
In Figure 6.20, it can be seen that the estimated crack lengths after OBE, MDE and MCE earthquake scenarios were 860 mm, 990 mm and 1180 mm, respectively. On the contrary, the observed crack lengths were 200 mm, 300 mm and 680 mm for the same hazard levels, respectively. The ratios of the crack lengths (predicted / observed one) for OBE, MDE and MCE were 4.30, 3.30 and 1.74, respectively. In addition, the numerically predicted cracks were wider spread-out to more than one line of elements. Besides, the body crack that appeared during MCE earthquake scenario could not be estimated by the numerical analysis.

The comparisons of the estimated capacity curve with the experimentally obtained revealed that the capacity curve could be determined within acceptable error limits. The base shear and tip displacement capacities were determined with an error of less than 15% and 10%, respectively (Figure 6.21). This result indicates the quite satisfactory outcomes from static simulations.

**Table 6.6.** Comparison of Base Shear Forces of Specimen 3 for Model 1  
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OBE</strong></td>
<td><strong>MDE</strong></td>
<td><strong>MCE</strong></td>
</tr>
<tr>
<td>146.3</td>
<td>176.5</td>
<td>307.4</td>
</tr>
<tr>
<td>-101.1</td>
<td>-103.5</td>
<td>-219.0</td>
</tr>
</tbody>
</table>

**Table 6.7.** Comparison of Tip Displacement of Specimen 3 for Model 1  
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OBE</strong></td>
<td><strong>MDE</strong></td>
<td><strong>MCE</strong></td>
</tr>
<tr>
<td>0.140</td>
<td>0.238</td>
<td>0.958</td>
</tr>
<tr>
<td>-0.294</td>
<td>-0.435</td>
<td>-1.625</td>
</tr>
</tbody>
</table>
Figure 6.20. Comparison of Crack Patterns for Specimen 3 under the Effect of OBE, MDE and MCE Scenarios for Model 1
Figure 6.21. Comparison of Pushover Experiment for Specimen 3 from Model 1: (a) Crack Pattern from Numerical Model, (b) Crack Pattern from Experiment and (c) Capacity Curve

6.4 Numerical Simulation Summaries for Model 2

6.4.1 CVC Gravity Dam: Specimen 1

The numerical predictions of base shear force and tip displacement demands are shown in Figure 6.22 and Figure 6.23. The base shear versus tip displacement curves from numerical models are also compared with the experimental ones in Figure 6.24. In addition, the ability of the numerical model to estimate the crack patterns is also investigated in Figure 6.25. The full capacity curve of the dam specimen determined by conducting a pushover analysis is presented in Figure 6.26.
The percentage errors in the base shear and tip displacement demands from the analytical model are summarized in Table 6.8 and Table 6.9, respectively. From these tables, it can be inferred that except for the OBE motion, the base shear demands could be estimated within reasonable errors (less than 30%) for both direction of loading. In addition, the percentage errors in the tip displacement predictions were also less than 30% except for the OBE motion. It can be stated that the predictions were well conforming, in general, to the experimental ones except OBE motion for this method. The frequency contents of both base shear and tip displacement demands are compatible with the experimental ones, especially under the effect of most demanding earthquake scenario MCE, but the magnitudes of the selected demand parameters were predicted generally less than the observed ones similar to the results obtained in Section 6.3.1.

The comparisons of the estimated capacity curve with the experimentally obtained one showed that the numerical estimations were promising as far as the base shear and tip displacement capacities were concerned as the percentage errors in the base shear and the tip displacement capacities were detected to be less than 3% and 10%, respectively (Figure 6.26).

![Figure 6.22. Comparison of Base Shear Demand Histories for Specimen 1 under the Effect of OBE, MDE and MCE Scenarios for Model 2](image)
Figure 6.23. Comparison of Tip Displacement Demand Histories for Specimen 1 under the Effect of OBE, MDE and MCE Scenarios for Model 2

The predicted crack patterns after each hazard level are also compared with the experimentally observed cracks in Figure 6.25. It is apparent that the estimated crack lengths after the OBE, the MDE and the MCE earthquake scenarios were 0 mm, 270 mm and 910 mm, respectively. On the contrary, the observed crack lengths were 400 mm, 550 mm and 1050 mm for the same hazard levels, respectively. Contrary to Model 1, the numerical model predicted shorter cracks than the observed ones due to the base flexibility. The ratios of the crack lengths (predicted / observed) for the OBE, the MDE and the MCE were 0, 0.68 and 0.87, respectively. This model could not capture any cracking during the OBE earthquake scenario due to small base shear predictions delaying the cracking phenomenon. Besides, the body crack that appeared during MDE earthquake scenario could not be forecasted by the numerical analysis. In the MCE motion, the crack spreading was found to reach 4 layers of elements from the base. This result is due to the nature of smeared crack models in spreading the actual discrete cracks.

The comparisons of pushover analysis results are presented in Figure 6.26. The base shear and tip displacement capacities were estimated within acceptable limits, i.e. less than 10%. Such an excellent estimation for static tests is in well correlation with the previous results.
Figure 6.24. Comparison of Base Shear versus Tip Displacement Demand Histories for Specimen 1 under the Effect of (a) OBE, (b) MDE and (c) MCE Scenarios for Model 2

Table 6.8. Comparison of Base Shear Forces of Specimen 1 for Model 2

(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Base Shear Force (kN)</th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OBE</strong></td>
<td>54.8</td>
<td>31.4</td>
<td>-44.6</td>
</tr>
<tr>
<td><strong>MDE</strong></td>
<td>68.7</td>
<td>45.2</td>
<td>-59.1</td>
</tr>
<tr>
<td><strong>MCE</strong></td>
<td>270.3</td>
<td>265.8</td>
<td>-184.2</td>
</tr>
</tbody>
</table>

Table 6.9. Comparison of Tip Displacement of Specimen 1 for Model 2

(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Tip Displacement (mm)</th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OBE</strong></td>
<td>0.112</td>
<td>0.092</td>
<td>0.8%</td>
</tr>
<tr>
<td><strong>MDE</strong></td>
<td>0.199</td>
<td>0.252</td>
<td>-1.8%</td>
</tr>
<tr>
<td><strong>MCE</strong></td>
<td>0.951</td>
<td>0.940</td>
<td>1.1%</td>
</tr>
<tr>
<td></td>
<td>-0.306</td>
<td>-0.120</td>
<td>-1.3%</td>
</tr>
<tr>
<td></td>
<td>-0.270</td>
<td>-0.207</td>
<td>-6.0%</td>
</tr>
<tr>
<td></td>
<td>-1.374</td>
<td>-1.507</td>
<td>23.3%</td>
</tr>
<tr>
<td></td>
<td>-0.306</td>
<td>-1.507</td>
<td>-9.6%</td>
</tr>
</tbody>
</table>
Figure 6.25. Comparison of Crack Patterns for Specimen 1 under the Effect of OBE, MDE and MCE Scenarios for Model 2
Figure 6.26. Comparison of Pushover Experiment for Specimen 1 from Model 2: (a) Crack Pattern from Numerical Model, (b) Crack Pattern from Experiment and (c) Capacity Curve

6.4.2 RCC Gravity Dam: Specimen 2

The base shear force and tip displacement demands are compared with the experimentally obtained demands in Figure 6.27 and Figure 6.28. The base shear-tip displacement curves are also presented by comparing them with the experimental ones in Figure 6.29. The estimated crack patterns are shown in Figure 6.30 along with the observed cracks. Finally, the complete capacity curve of the dam specimen from a pushover analysis is presented in Figure 6.31.
The percentage errors in the base shear and tip displacement predictions obtained from numerical model are presented in Table 6.10 and Table 6.11, respectively. These tables show that the maximum base shear during the OBE scenario was estimated with an error of approximately 50%. However, the percentage errors during most demanding earthquake scenarios, i.e. MDE and MCE, were about 20%. In addition, the errors in the maximum tip displacement predictions stay below 30% except for the OBE motion. Similar to the first specimen, the frequency contents of both base shear and tip displacement demands were similar to the experimental ones, best result obtained for the most demanding earthquake scenario MCE.

The comparisons of the estimated capacity curve with the experimentally obtained one show that the numerical estimations agree well with the experimental values. In addition, the percentage errors in base shear and tip displacement capacities were detected to be less than 20% (Figure 6.31). Although this method could not represent the failure displacement well, the predictions are close to the observed ones.

![Comparison of Base Shear Demand Histories for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 2](image)

**Figure 6.27.** Comparison of Base Shear Demand Histories for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 2

The estimated crack lengths after OBE, MDE and MCE earthquake scenarios are 270 mm, 450 mm and 860 mm, respectively (Figure 6.30). On the contrary, the observed crack lengths were 200 mm, 700 mm and 900 mm for the same hazard levels, respectively. Similar to the first specimen, the numerical model predicted longer cracks than the observed ones except for the MDE scenario. The ratios of the crack lengths (predicted / observed one) for the OBE, the MDE and the MCE are 1.35, 0.64.
and 0.96, respectively. In addition, the numerically predicted cracks were usually continued in more than one set of integration points. As a final note, it should be stated that the body crack that appeared during MDE earthquake scenario could not be estimated by the numerical analysis.

Figure 6.28. Comparison of Tip Displacement Demand Histories for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 2

Table 6.10. Comparison of Base Shear Forces of Specimen 2 for Model 2
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Base Shear Force (kN)</th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OBE</td>
<td>MDE</td>
<td>MCE</td>
</tr>
<tr>
<td></td>
<td>-45.917</td>
<td>-94.239</td>
<td>-156.073</td>
</tr>
<tr>
<td></td>
<td>-33.279</td>
<td>23.561</td>
<td>-23.051</td>
</tr>
</tbody>
</table>

Table 6.11. Comparison of Tip Displacement of Specimen 2 for Model 2
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th>Tip Displacement (mm)</th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OBE</td>
<td>MDE</td>
<td>MCE</td>
</tr>
<tr>
<td></td>
<td>0.206</td>
<td>0.322</td>
<td>0.674</td>
</tr>
<tr>
<td></td>
<td>-0.227</td>
<td>-0.656</td>
<td>-1.648</td>
</tr>
<tr>
<td></td>
<td>-73.184</td>
<td>32.138</td>
<td>34.254</td>
</tr>
</tbody>
</table>
Figure 6.29. Comparison of Base Shear versus Tip Displacement Demand Histories for Specimen 2 under the Effect of (a) OBE, (b) MDE and (c) MCE Scenarios for Model 2

Similar to the earthquake analyses, wider spread-out of cracks are predicted by the numerical model than the observed ones (Figure 6.31). The numerical analysis matches both the displacement and base shear capacities of the dam specimen well. The agreement of the predicted displacement at the capacity loss with the experimental one is fairly well.
Figure 6.30. Comparison of Crack Patterns for Specimen 2 under the Effect of OBE, MDE and MCE Scenarios for Model 2
Figure 6.31. Comparison of Pushover Experiment for Specimen 2 from Model 2: (a) Crack Pattern from Numerical Model, (b) Crack Pattern from Experiment and (c) Capacity Curve

6.4.3 RCC Gravity Dam: Specimen 3

The base shear force and tip displacement demands are compared with the experimentally obtained demands in Figure 6.32 and Figure 6.33. The base shear-tip displacement curves are also compared with the experimental ones in Figure 6.34. The estimated crack patterns are also shown in Figure 6.35 and the complete capacity curve of the dam specimen from a pushover analysis is shown in Figure 6.36. The percentage errors in the base shear and tip displacement predictions obtained from numerical model are presented in Table 6.12 and Table 6.13, respectively. These tables show that the maximum base shears in all directions were not estimated within
an acceptable error except the OBE motion. In addition, the errors in the maximum tip displacement predictions were as high as 110%. However, the tip displacement estimations were reasonable for the MDE and the MCE motion, having an error of 20%. In addition, like Model 1, the frequency contents of both base shear and tip displacement demands were inconsistent with the experimental ones except for the MCE motion. Nevertheless, the numerical simulations for the third specimen were the worse than the others.

Figure 6.32. Comparison of Base Shear Demand Histories for Specimen 3 under the Effect of OBE, MDE and MCE Scenarios for Model 2

Figure 6.33. Comparison of Tip Displacement Demand Histories for Specimen 3 under the Effect of OBE, MDE and MCE Scenarios for Model 2
Figure 6.34. Comparison of Base Shear versus Tip Displacement Demand Histories for Specimen 3 under the Effect of (a) OBE, (b) MDE and (c) MCE Scenarios for Model 2

Table 6.12. Comparison of Base Shear Forces of Specimen 3 for Model 2
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th></th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OBE</strong></td>
<td>146.3</td>
<td>97.0</td>
<td><strong>10.6</strong></td>
</tr>
<tr>
<td><strong>MDE</strong></td>
<td>138.9</td>
<td>269.5</td>
<td><strong>45.9</strong></td>
</tr>
<tr>
<td><strong>MCE</strong></td>
<td>307.4</td>
<td>75.2</td>
<td><strong>10.5</strong></td>
</tr>
<tr>
<td><strong>OBE</strong></td>
<td>-102.0</td>
<td>-75.2</td>
<td>-22.9</td>
</tr>
<tr>
<td><strong>MDE</strong></td>
<td>-78.9</td>
<td>-275.2</td>
<td>-23.0</td>
</tr>
<tr>
<td><strong>MCE</strong></td>
<td>-219.0</td>
<td>-108.7</td>
<td>-25.0</td>
</tr>
</tbody>
</table>

Table 6.13. Comparison of Tip Displacement of Specimen 3 for Model 2
(Maximum values are shown in red italics.)

<table>
<thead>
<tr>
<th></th>
<th>Experiment</th>
<th>Numerical</th>
<th>Percentage Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OBE</strong></td>
<td>0.140</td>
<td>0.759</td>
<td><strong>-108.7</strong></td>
</tr>
<tr>
<td><strong>MDE</strong></td>
<td>0.208</td>
<td>0.228</td>
<td>-9.2</td>
</tr>
<tr>
<td><strong>MCE</strong></td>
<td>0.958</td>
<td>0.759</td>
<td>20.7</td>
</tr>
<tr>
<td><strong>OBE</strong></td>
<td>-0.294</td>
<td>-1.296</td>
<td>-29.0</td>
</tr>
<tr>
<td><strong>MDE</strong></td>
<td>-0.300</td>
<td>-2.39</td>
<td>20.3</td>
</tr>
<tr>
<td><strong>MCE</strong></td>
<td>-1.625</td>
<td>-1.296</td>
<td>20.2</td>
</tr>
</tbody>
</table>
The estimated crack lengths after OBE, MDE and MCE earthquake scenarios were 140 mm, 450 mm and 725 mm, respectively (Figure 6.35).

Figure 6.35. Comparison of Crack Patterns for Specimen 3 under the Effect of OBE, MDE and MCE Scenarios for Model 2
On the contrary, the observed crack lengths were 200 mm, 300 mm and 680 mm for the same hazard levels, respectively. The ratios of the crack lengths (predicted / observed one) for the OBE, MDE and MCE events were 0.70, 1.50 and 1.06, respectively. Besides, the body crack that appeared during MCE earthquake scenario could not be estimated by the numerical analysis. The comparisons of the estimated capacity curve with the experimentally obtained revealed that the capacity curve could be determined within acceptable error limits. The base shear and tip displacement capacities were determined with an error of less than 2% and 25%, respectively (Figure 6.36).

Figure 6.36. Comparison of Pushover Experiment for Specimen 3 from Model 2: (a) Crack Pattern from Numerical Model, (b) Crack Pattern from Experiment and (c) Capacity Curve
6.5 Discussion of Numerical Simulation Results

In this part, the results of two different numerical modeling strategies are discussed based on the monitored base shear histories, tip displacement histories, capacity curves and the observed crack patterns. The ability of different modeling methods to predict the wave form of the base shear histories and the tip displacement histories are compared. Also, the success of these methodologies while predicting the maximum base shear and maximum tip displacement demands is discussed.

- Neither Model 1 nor Model 2 was determined to be explicitly better than the other one. One method could perform well for a specific case and could result in a large error for the other case. However, if to select one, Model 2 generally predicted the wave forms of aforementioned engineering demand parameters better than Model 1 as far as OBE and MDE motions were concerned. Yet, Model 1 matched the wave forms of base shear and tip displacement demands under the effect of MCE motions (Figure 6.37-Figure 6.39).

- One drawback of Model 2 was the adjustment of the spring constants. The target to match the fundamental period of the specimen could not uniquely be obtained. In other words, different pairs of compressive and tensile spring constants would lead to the same fundamental period as smaller tensile spring constants would result in reduced stiffness for the sake of more uplift deformations or comparable compressive and tensile spring constants would cause more base rotations. Apparently, the expected behavior was different for those two options. Therefore, the design engineers should be aware of the danger of using such spring models.

- The performances of Model 1 and Model 2 while predicting the maximum and minimum base shear demands were also motion- and specimen-dependent. However, in general, it could be inferred that Model 1 performed well for Specimen 1 during OBE motion and for Specimen 3 during MCE motion whereas the peak demands of base shear were forecasted better by Model 2 for all other cases.
The crack lengths were mostly overestimated by Model 1 as this model had a fixed base assumption causing stress concentrations especially at the base. Contrary to Model 1, the crack lengths were usually underestimated by Model 2. However, both models accomplished to predict the crack lengths with sufficient accuracy for the most demanding earthquake scenario MCE.

For both models, the cracks started to spread more around the previously opened cracks, which resulted in considerably more smeared cracking than the observed ones at final stages especially during pushover tests. This phenomenon was due to the deficiency of the smeared crack models. In
smeared crack models, the nature of crack could not be modeled correctly due to the lack of physically opening motion. This shortcoming forced neighbor elements to easily crack due to the unavoidable redistribution of forces from the readily damaged (cracked) ones. Instead, in reality, the behavior around crack should be nearly rigid body motion with the crack opening and closing. Therefore, independent from the boundary conditions of these two methods, the crack spreading was more challenging to capture with the numerical models.

Both models succeeded to predict the base shear capacities of all specimens. The errors in base shear capacities were generally less than 10%. The performance of the numerical models for estimating the tip displacement capacity is also promising. However, the errors in the peak demand during nonlinear time history analyses were larger. This result implied that the numerical model had difficulties under the effect of cyclic loading but this deficiency was not so pronounced when a monotonic loading protocol was utilized. This observation was mainly due to the fact that the cyclic model required a more realistic hysteretic model, damping estimate (especially for cracks) and a failure criteria being capable of representing the stiffness degradation due to crack propagation reasonably, etc.
In short, the numerical methods were more successful at predicting the global parameters such as the base shear force and the tip displacement compared to the crack patterns. Therefore, it was hard to reach definite conclusions on the failure modes of specimens. Consequently, the numerical models should be evaluated carefully at the design and evaluation stages and more realistic engineering demand parameters should be chosen for design and assessment procedures. In other words, the dam design practice also requires some displacement and/or base shear capacity limits commonly utilized in other types of structures like frame structures, tall buildings, etc.
CHAPTER 7

CONCLUSION

7.1 Summary

A total of three 1/75 scaled concrete dam specimens were tested by utilizing pseudo dynamic testing. Two of the specimens were constructed by using RCC and the other one was built by using CVC. All the specimens were tested for three different hazard levels, i.e. OBE, MDE and MCE. After these tests, a pushover test was also conducted to determine the full capacity curve and the possible failure mechanism of each specimen.

The application of the pseudo-dynamic testing to a distributed mass system requires a unique procedure. This procedure for dynamic testing of gravity dams are presented in Chapter 2. The proposed method incorporates both static (gravity+hydrostatic loads) and dynamic (inertial+hydrodynamic loads) testing. However, there are some assumptions involved to simplify the distributed system to a single-degree-of-freedom system in order possibly to apply pseudo-dynamic testing. These assumptions and the justifications are presented in Chapter 2. The application of the procedure to the specimens to be tested is also summarized in this chapter and the outline of the procedure is also demonstrated.

After the presentation of the necessary background for the pseudo-dynamic testing procedure, the material mix designs required during the preparation of each specimen and the effect of scaling on the material properties are investigated in Chapter 3. The compressive stress-strain curves were also determined and the effect of aggregate scaling on the fracture energy, strain energy and the stress-strain characteristics were discussed. In the scope of this chapter, the cementitious material amounts required for the planned specimens are also tabulated.
In Chapter 4, the details of the test setup along with the instrumentation intended to be used during testing are presented. After that, the validation for the pseudo-dynamic system was carried out by conducting two different tests on an L-shaped steel frame. The fundamental period of the verification frame was arranged such that it gave a close match to the expected fundamental period of the scaled dam specimens. Finally, the properties of each specimen and the details of specimen preparation were also summarized.

In the next chapter, the results from the testing of three scaled dam models by using the PSD method are presented. All specimens were tested under the effect of three different ground motions corresponding to OBE, MDE and MCE hazard levels. Then, the capacity curve of each specimen was determined by conducting a pushover test. The experimental observations along with the recorded engineering demand parameters like the base shear force, tip and base displacements, etc. are utilized to explain the observed behavior and to compare the seismic performances of each specimen.

In Chapter 6, the viability of the numerical prediction of the test results, hence the nonlinear behavior of a dam monolith, using a commercially available FE software was investigated. In order to account for the unintended base flexibility, two different modeling strategies were employed to simulate the experimentally observed behavior of each test specimen. In Model 1, all specimens were assumed to have a fixed base and the flexibility due to the base and the foundation rotations were taken into account by softening the modulus of elasticity of each specimen. In Model 2, the foundation of the dam was also included in the numerical model and vertical base springs were placed under the foundation to reflect the uplift motion. The ability of each model to predict the crack patterns, force and displacement demands were compared.

7.2 Conclusions

In literature, there is a limited number of experimental research on dams despite of the necessity of testing the seismic response of CVC and RCC gravity dams. Therefore, this dissertation aimed to propose a new approach for testing the seismic
performance of gravity dams. The following conclusions are drawn in the light of the experimental and analytical studies:

I. Materials:

- It was detected that the strain capacity of the CVC cylinders was more than the strain capacities of RCC25 cylinders at 7th day (Figure 3.13). Also, the strain at ultimate strength of CVC cylinders was more. However, the stress-strain curves of the CVC and RCC25 cylinders are similar at 28th day as far as the ascending portions of the curves are concerned except for the softening regions, which was steeper for the RCC cylinders. This discrepancy would be related to the layered nature of the RCC cylinders.
- The effect of aggregate scaling on the stress-strain curve characteristics was the increase in the strain energy due to their softer descending regions, i.e. scaled CVC cylinders had about 25% more strain energy with respect to the unscaled CVC cylinders (Figure 3.14 and Table 3.19). This observation was probably due to the relatively more cement paste amount inside the scaled CVC cylinders and more aggregate surface area from using no coarse aggregates in the scaled CVC mixture.
- The percentage difference in the ultimate strain (strain at 85% capacity drop) was determined as only 15% between the scaled and unscaled CVC cylinders. In addition, the error in the fracture energy due to scaling process was found to be in the order of about 25%.

II. Experimental Results:

- The effect of the material type (CVC or RCC) on the specimen behavior and base shear capacity of the specimens was negligible if the compressive strength values were similar (Figure 5.50).

The type of material had no significant effect on the crack formations, propagations and lengths (Figure 5.14 and Figure 5.48)

- Figure 5.48).
- The effect of compressive/tensile strength on the behavior of dam specimens was more pronounced on the ultimate displacement capacity than the base shear capacity. The differences in the lateral load capacity and the ultimate tip displacement between Specimen 1 and 2 were about 20% and more than 200%, respectively.

- The stiffness of the base of each dam specimen was reduced due to major base cracks especially at the upstream face. However, none of the specimens showed pure sliding motion, i.e. a time period in which zero stiffness was detected (spike-type motions in base deformation records). Therefore, it could be concluded that the base application (surface roughening) would prevent base sliding type failure modes.

- All specimens were identified to have similar damping ratios independent from their material properties. These identified damping ratios were close to the damping ratio values recommended by USACE (2003) (Figure 5.15, Figure 5.35 and Figure 5.49) except for MCE motion. The identified damping ratio for the MCE motion was seemed to be slightly smaller than USACE (2003) recommended 7% material damping.

- The hysteresis loops in the lateral load-tip displacement curves were narrow for all specimens as the crack opening/closing cycles were not sufficient to dissipate large energy when no sliding was present. In fact, it was observed that this mechanism was only capable of producing 2 to 4% damping.

- The period of each specimen had a tendency to increase during consecutive earthquake load applications. The initial period of each specimen had increased nearly 1.6 times during the last motion, MCE. This observation was nearly the same for each specimen. More importantly, the deviations in periods during the same motion was not more than 20%. This observation was vital as the verification of the test method was totally dependent on the performed linear analysis.

### III. Numerical Results:

- Neither fixed base assumption with softer modulus of elasticity (Model 1) nor numerical model with base springs (Model 2) was determined to be superior numerical model for predicting the specimen behaviour. One method could
perform well for a specific case and could result in a large error for other case.

- The crack lengths were mostly overestimated by Model 1 as this model had a fixed base assumption causing stress concentrations especially at the base. Contrary to Model 1, the crack lengths were usually underestimated by Model 2. However, both models accomplished to predict the crack lengths successfully for the most demanding earthquake scenario MCE.

- Numerical models estimated a more distributed crack pattern compared to the observed ones. In addition, the predicted cracked regions were significantly larger. This phenomenon was due to the deficiency of the smeared crack models. In the smeared crack models, the nature of crack could not be modeled correctly due to the lack of physically opening motion. Therefore, independent from the boundary conditions of these two methods, the crack formations were more intensive in numerical models. As a remedy, interface elements could be utilized.

- Both models were successful in predicting the full-capacity curves of all specimens. However, the peak demands during nonlinear time history analyses were estimated with a larger margin of errors. This result implied that the numerical model had difficulties under the reversible loadings but this deficiency was not so pronounced when a monotonic loading protocol was utilized. Therefore, the numerical methods were more skilled while predicting the global parameters like base shear, tip displacement, etc. Yet, they were not evolved enough to predict the crack patterns under the cyclic loading. Consequently, the numerical models should be evaluated carefully at the design and evaluation stages and more realistic engineering demand parameters should be chosen during these procedures.

### 7.3 Future Study

Based on the conclusions from this work, following future studies are recommended:

- Cohesive zone material could be used to take the possibility of base sliding into account along with smeared crack continuum models. In this way, both
failure modes, i.e. sliding and body damage, could be incorporated in the numerical model.

- The dam specimens could be tested only for a specific ground motion level, especially under the effect of the MCE motion, to come up with a better identification for the damping ratio.

- Pseudo dynamic testing algorithm could be modified to incorporate simultaneous solution of the equation motion considering hydrodynamic effects and base flexibility due to foundation. In this way, the requirement of a single piston acting on the test specimen can be removed.

- Further tests on scaled dam specimens with different geometry and various ground motions should be conducted to further understand the influence of dam geometry and ground motion on the seismic response of concrete gravity dams.
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APPENDIX A

FORMULATIONS FOR SIMPLIFIED METHOD FOR DAMS

A.1. Separate Hydrodynamic Effects

The excitation – frequency dependent modal coordinates for the exact interaction between dam body and the compressible fluid could be determined from Eq. A.1. The terms $M_1$, $C_1$ and $K_1$ are the generalized mass, damping and stiffness of the fundamental mode (Eq. A.1.a-d).

\[
\bar{Y}_1(\omega) = \frac{-[L_1 + B_0(\omega)]}{-\omega^2[M_1 + \text{Re}[B_1(\omega)]] + i\omega[C_1 - \text{Im}[B_1(\omega)]] + K_1}
\] (A.1)

\[
M_1 = \iint m_x(x,y)\phi^x_1(x,y)^2 + m_y(x,y)\phi^y_1(x,y)^2 \, dx \, dy \quad (A.1.a)
\]

\[
C_1 = 2M_1\xi_1\omega_1 \quad (A.1.b)
\]

\[
K_1 = \omega_1^2M_1 \quad (A.1.c)
\]

\[
L_1 = \iint m_x(x,y)\phi^x_1(x,y) \, dx \, dy \quad (A.1.d)
\]

where $m_x(x,y)$ and $m_y(x,y)$ are the densities of dam material in x and y directions, respectively. $\omega_1$ is the fundamental natural vibration frequency of the dam on rigid foundation. $\xi_1$ is the damping ratio of the fundamental vibration mode.

The hydrodynamic terms in Eq. A.1 are defined as

\[
B_j(\omega) = \int_0^H \bar{p}_j(y,\omega)\phi^x_1(0,y) \, dy \quad j = 0,1 \quad (A.2)
\]

where $H$ is the depth of water, $\bar{p}_0(y,\omega)$ and $\bar{p}_1(y,\omega)$ are the response function for hydrodynamic pressure on the upstream face due to horizontal ground acceleration of a rigid dam and acceleration of a dam in its first fundamental mode of vibration, respectively (Eq. A.2.a).

\[
\bar{p}_j(y,\omega) = 2\rho H \sum_{n=1}^{\infty} \frac{\mu_n(\omega)^2}{H[\mu_n(\omega)^2 - (\omega q)^2] + i(\omega q)\sqrt{\mu_n(\omega)^2 - \omega^2/c_s^2}} I_{jn}(\omega) Y_n(y,\omega) \quad j = 0,1 \quad (A.2.a)
\]
in which \( I_{jn}(\omega) = \frac{1}{H} \int_0^H f_i(y) Y_n(y, \omega) dy \quad j = 0, 1 \)

In above equations, \( f_o(y) = 1 \) and \( f_1(y) = \phi x_1(0, y) \). \( \rho \) is the density of water, \( C \) is the velocity of pressure waves in water, \( q \) is the damping coefficient for the sediments, \( \mu_n(\omega) \) are the complex-valued and frequency dependent eigenvalues of the impounded water. The eigenvalues and eigenvectors of the impounded water are defined by Eq. A.3 and Eq. A.4, respectively.

\[
e^{2i\mu_n(\omega)H} = -\frac{\mu_n(\omega) - \omega q}{\mu_n(\omega) + \omega q} \quad \text{(A.3)}
\]

\[
Y_n(y, \omega) = \frac{1}{2\mu_n(\omega)} \left\{ [\mu_n(\omega) + \omega q] e^{i\mu_n(\omega) y} + [\mu_n(\omega) - \omega q] e^{-i\mu_n(\omega) y} \right\} \quad \text{(A.4)}
\]

The effect of absorption of sediments at the reservoir base can be reflected to the analytical model by two different parameters namely the damping coefficient \( q \) and the wave reflection coefficient \( \alpha \). They are related to each other by Eq. A.5. The wave reflection coefficient is a more physically meaningful parameter for analytical models as it is the ratio of the amplitude of the reflected hydrodynamic pressure waves to the amplitude of a vertically propagating pressure wave at the reservoir bottom.

\[
\alpha = \frac{1 - q C}{1 + q C} \quad \text{(A.5)}
\]

where \( q = \frac{\rho_r}{\rho_r} \times C_r = \frac{\rho_r}{\rho_r} \times \sqrt{\frac{E_r}{\rho_r}} \) in which \( \rho_r \) and \( E_r \) are the density and the modulus of elasticity of the sediment.

The modal coordinates for frequency-independent hydrodynamic terms are given in Eq. A.6.

\[
\bar{Y}_1(\omega) = \frac{-L_1}{-\omega^2 \bar{C}_1 + i\omega \bar{M}_1 + \bar{K}_1} \quad \text{(A.6)}
\]

where \( \bar{C}_1, \bar{L}_1, \) and \( \bar{M}_1 \) are defined as follows:

\[
\bar{M}_1 = M_1 + \text{Re} \left\{ \int_0^H m_a(y) \left[ \phi x_1(0, y) \right]^2 dy \right\} = M_1 + \text{Re} \{ B_1(\bar{\omega}_r) \} \quad \text{(A.6.a)}
\]

\[
\bar{C}_1 = C_1 - \omega \text{Im} \left\{ \int_0^H m_a(y) \left[ \phi x_1(0, y) \right]^2 dy \right\} = C_1 - \bar{\omega}_r \text{Im} \{ B_1(\bar{\omega}_r) \} \quad \text{(A.6.b)}
\]

\[
\bar{L}_1 = L_1 + \int_0^H m_a(y) \left[ \phi x_1(0, y) \right]^2 dy = L_1 + B_0(\bar{\omega}_r) \quad \text{(A.6.c)}
\]
where \( m_a(y) \) is the added mass due to the hydrodynamic effects calculated from
\[
m_a(y) = \frac{\bar{p}_1(y,\omega_r)}{\phi x_1(0,y)}.
\] 
\( m_a(y) \) is complex-valued mass for absorptive reservoir bottom. Its real part is the added mass and its complex part contributes to the damping.

The decreased natural vibration frequency of the equivalent SDFS, \( \bar{\omega}_r \), can be calculated by Eq. A.7.
\[
\bar{\omega}_r = \frac{\omega_1}{\sqrt{1 + \frac{\text{Re}[B_1(\omega_r)]}{M_1}}}
\]  
(A.7)
where \( \omega_1 \) is the fundamental natural vibration frequency of dam on rigid foundation rock with empty reservoir.

The increased damping of the equivalent SDFS, \( \bar{\xi}_r \), can be calculated by Eq. A.8.
\[
\bar{\xi}_r = \frac{\bar{\omega}_r}{\omega_1} \xi_1 + \xi_r
\]  
(A.8)
where \( \xi_r \) is the added damping due to both reservoir interaction and reservoir bottom absorption and it is defined as Eq. A.8.a. \( \xi_1 \) is the viscous damping of dam without water in its fundamental vibration frequency.
\[
\xi_r = -\frac{1}{2M_1} \left(\frac{\bar{\omega}_r}{\omega_1}\right)^2 \text{Im}[B_1(\bar{\omega}_r)]
\]  
(A.8.a)

A.2. Separate Foundation Flexibility Effects

The inclusion of foundation flexibility during the time history analysis requires the determination of complete equation of motion consisting of the horizontal translation \( (u_o(t)) \) and rotation \( (\theta(t)) \) at the dam base and the overturning moment \( (M(t)) \) and base shear \( (V(t)) \) stemmed from the foundation flexibility (Eq. A.9.a-c).
\[
M_1 \ddot{Y}_1(t) + C_1 \dot{Y}_1(t) + K_1 Y_1(t) + L_1 \ddot{Y}_o(t) + L_1 \theta \ddot{\theta}(t) = -L_1 a_g(t) 
\]  
(A.9.a)
\[
L_1 \dot{Y}_1(t) + m_t \ddot{Y}_o(t) + K_1 Y_1(t) + L_0 \ddot{\theta}(t) + V(t) = -m_t a_g(t) 
\]  
(A.9.b)
\[
L_1 \theta \dot{Y}_1(t) + L_0 \ddot{Y}_o(t) + l_\theta \ddot{\theta}(t) + M(t) = -L_\theta \ddot{\theta} a_g(t) 
\]  
(A.9.c)
where \( m_t \) is the total mass of the dam monolith, \( l_\theta \) is the mass moment of inertia of the dam monolith about the centroid of its base given by Eq. A.9.d.
\[ I_t = \iint \left\{ m_x(x,y)y^2 + m_y(x,y) \left( \frac{b}{2} - x \right)^2 \right\} \, dx \, dy \quad (A.9.d) \]

where \( b \) is the width of the base, \( m \) is the density, \( L_{1}^{\theta} \) and \( L_{\theta}^{x} \) are given in Eq. A.9.e and Eq. A.9.f, respectively.

\[ L_{1}^{\theta} = \iint \left\{ m_x(x,y)y\phi_{1}^{x}(x,y) + m_y(x,y) \left( \frac{b}{2} - x \right) \phi_{1}^{x}(x,y) \right\} \, dx \, dy \quad (A.9.e) \]
\[ L_{\theta}^{x} = \iint m_x(x,y)y \, dx \, dy \quad (A.9.f) \]

The base displacement and rotation are related to the base shear and overturning moment demands by the frequency dependent complex stiffness matrix given in Eq. A.10.

\[ \begin{bmatrix} K_{VV}(\omega) & K_{VM}(\omega) \\ K_{MV}(\omega) & K_{MM}(\omega) \end{bmatrix} \ast \begin{bmatrix} \bar{u}_{o}(\omega) \\ \bar{\theta}(\omega)b \end{bmatrix} = \begin{bmatrix} \bar{V}(\omega) \\ \bar{M}(\omega)b \end{bmatrix} \quad (A.10) \]

In Eq. 2.10, the coupling impedances are equal to each other and all of the variables are obtained by using Fourier transformation, i.e. \( u_{o}(t) = \bar{u}_{o}(\omega)e^{i\omega t} \). Dasgupta and Chopra (1979) suggest a method to evaluate the compliance functions at uniformly spaced nodal points on the flexible foundation, which is assumed to be homogeneous, isotropic and viscoelastic half-plane. After that, these compliance functions are inverted to obtain the dynamic stiffness matrix of uniformly distributed nodal points on the foundation. The dynamic stiffness matrix given in Eq. A.10 is calculated from this dynamic stiffness matrix by utilizing constraint matrix for the rigid dam base. The details of this procedure can be found in Dasgupta and Chopra (1979).

The analytical solution for the modal coordinate under the effect of a harmonic ground acceleration, i.e. \( a_{g}(t) = e^{i\omega t} \) can be obtained by Eq. A.11. In obtaining Eq. A.11, the mass related terms \( (m_t, L_{\theta}^{x} \text{ and } I_t) \) are assumed to be first mode dominant. With this assumption, the modal coordinates, complicated by the higher mode contributions to \( m_t, L_{\theta}^{x} \text{ and } I_t \), can be calculated. The validation of these assumptions can be found in Fenves and Chopra (1985.a).
\[ Y_1(\omega) = \frac{-L_1}{-\omega^2 M_1 + i\omega C_1 + K_1 - \omega^2 M_1 \left(1 + \frac{12 \xi_1 \omega}{\omega_1}\right)} F(\omega) \]  

(A.11)

where \( \omega = \sqrt{K_{VV}(\omega)/m_1^2 \omega_1^2 - \frac{K_{VM}(\omega)}{m_1^2 \omega_1^2 \left(h_1^2 + b^2\right)^2}} \), \( m^*_1 = \frac{L_1^2}{M_1} \) and \( h^*_1 = \frac{L_1^2}{L_1} \).

The complex-valued term \( F(\omega) \) is purely related to the foundation-dam interaction. It decreases the effective stiffness of the dam and its complex part also changes the damping properties of the system. Physically, these effects make sense as the deformations in the flexible base dam will be greater than its rigid based counterpart due to the foundation flexibility. And, the effective damping should also be different from the rigid base case because of the material damping at the intersection between the dam and foundation region and because of the radiation.

In all of the above equations, the coupling terms in the impedance matrix are included although there is a consensus on neglecting those terms for high-rise buildings. Fenves and Chopra (1985.a) show that the inclusion of these coupling terms in the analyses decreases the demands owing to the additional radiation damping (Figure A.1).

![Graph](image.png)

**Figure A.1.** Effect of Coupling Impedance on Response of Dams on Flexible Foundation Due to Harmonic Ground Excitation (Fenves and Chopra 1985.a)
The properties of SDFS are calculated by modifying the properties of an empty and rigid based dam-reservoir-foundation system. Therefore, the modal coordinate for the equivalent SDFS becomes

\[ Y_1(\omega) = \left( \frac{\bar{\omega}_f}{\omega_1} \right)^2 \frac{-L_f}{-\omega^2 M_1 + i \omega (2 \xi_f M_1 \bar{\omega}_f) + \bar{\omega}_f^2 M_1} \quad (A.12) \]

The decreased natural vibration frequency of the equivalent SDFS, \( \bar{\omega}_f \), can be calculated by Eq. A.13.

\[ \bar{\omega}_f = \frac{\omega_1}{\sqrt{1 + \text{Re}[F(\bar{\omega}_f)]}} \quad (A.13) \]

where \( \omega_1 \) is the fundamental natural vibration frequency of dam on rigid foundation rock with empty reservoir and rigid base.

If the maximum response of the equivalent SDFS (Eq. A.12) is equated to the exact solution obtained at the natural vibration frequency of the equivalent SDFS, \( \bar{\omega}_f \), (Eq. A.13), the damping ratio of the equivalent SDFS, \( \bar{\xi}_f \), can be calculated (Eq. A.14).

\[ \bar{\xi}_f = \left( \frac{\bar{\omega}_f}{\omega_1} \right)^3 \bar{\xi}_1 + \xi_f \quad (A.14) \]

where \( \xi_f \) is the added damping due to foundation flexibility and it is defined as Eq. A.14.a. \( \bar{\xi}_1 \) is the viscous damping of dam body material without water in its fundamental vibration frequency.

\[ \xi_f = -\frac{1}{2} \frac{1}{M_1} \left( \frac{\bar{\omega}_f}{\omega_1} \right)^2 \text{Im}\{F(\bar{\omega}_f)\} \quad (A.14.a) \]

A.3. Combined Hydrodynamic and Foundation Flexibility Effects

Fenves and Chopra (1985.b) combine their findings for separate actions of reservoir-dam and foundation-dam interactions and present the frequency response function for the modal coordinate as follows:
\[ Y_1(\omega) = \frac{-[L_1+B_0(\omega)]}{-\omega^2[M_1+Re[B_1(\omega)]]+i\omega[C_1-Im[B_1(\omega)]]+K_1-\omega^2M_1(1+\frac{12\xi_1}{\omega_1})(F(\omega)+F_r(\omega))} \tag{A.15} \]

\[ F_r(\omega) = \frac{B_{00}(\omega)K_{YY}(\omega)}{m^2_1\omega^2_1} + \frac{B_{00}(\omega)K_{MM}(\omega)}{m^2_1\omega^2_1} \left( \frac{b}{h} \right)^2 - \frac{B_{00}(\omega)K_{VM}(\omega)}{m^2_1\omega^2_1} \left( \frac{b}{h} \right)^2 \tag{A.15.a} \]

\[ B_{00}(\omega) = \int_0^H \bar{\rho}_0(y, \omega) \, dy \tag{A.15.b} \]

\[ B_{0\theta}(\omega) = \int_0^H y\bar{\rho}_0(y, \omega) \, dy \tag{A.15.c} \]

\[ B_{\theta\theta}(\omega) = \int_0^H y\bar{\rho}_0^\theta(y, \omega) \, dy \tag{A.15.d} \]

\[ \bar{\rho}_0^\theta(y, \omega) = 2\rho H \sum_{n=1}^{\infty} \frac{\mu_n(\omega)^2}{H[\mu_n(\omega)^2-(\omega q)^2]+i(\omega q)} \frac{I_{\theta n}(\omega)}{\sqrt{\mu_n(\omega)^2-(\omega q)^2}} \tag{A.15.e} \]

\[ I_{\theta n}(\omega) = \frac{1}{H} \int_0^H y Y_n(y, \omega) \, dy \tag{A.15.f} \]

For an empty reservoir case \((F_r(\omega) = 0, B_0(\omega) = 0 \text{ and } B_1(\omega) = 0)\), Eq. A.15 reduces to Eq. A.12. Or, if the foundation has a high rigidity \((E_1 = \infty, F(\omega) = 0 \text{ and } F_r(\omega) = 0)\), Eq. A.15 becomes equal to Eq. A.1. Note that the water-foundation coupling term, \(F_r(\omega)\), exists only when reservoir-foundation-dam interaction is considered simultaneously.

Then, an equivalent SDFS lying on a rigid foundation is also formed instead of the real system dealing with the foundation-reservoir-dam interaction simultaneously, just like the previous separate interaction examples. Consequently, the properties of the equivalent SDFS can be obtained from

\[ \bar{\omega}_1 = \omega_1 \frac{1}{\sqrt{1+\frac{Re[B_1(\omega_1)]}{M_1}}} \left( \frac{1}{\sqrt{1+Re[F(\omega_1)]}} \right) \tag{A.16} \]

As Eq. A.16 is an implicit equation, the frequency of the equivalent system is only calculated by carrying out an iterative procedure. However, one more simplification is also possible by keeping in mind that the first term in Eq. A.16 is purely related to the added hydrodynamic mass and the second term stems from the foundation interaction. Therefore, it is wise to calculate those terms at their corresponding frequencies like \(Re[B_1(\bar{\omega}_1)] \equiv Re[B_1(\bar{\omega}_r)]\) and \(Re[F_1(\bar{\omega}_1)] \equiv Re[F_1(\bar{\omega}_r)]\) (Eq. A.17).
\[
\bar{\omega}_1 = \omega_1 \left( \frac{1}{\sqrt{1+\text{Re}[B_1(\bar{\omega}_r)]M_1}} \right) \left( \frac{1}{\sqrt{1+\text{Re}[F(\bar{\omega}_f)]}} \right)
\]  

(A.17)

Eq. A.17 can also be reduced to Eq. A.18 by utilizing Eq. A.7 and Eq. A.13.

\[
\bar{\omega}_1 = \left( \frac{\bar{\omega}_r}{\omega_1} \right) \left( \frac{\bar{\omega}_f}{\omega_1} \right) \omega_1
\]  

(A.18)

Therefore, the equivalent SDFS’ fundamental frequency can be found by factoring the fundamental natural vibration frequency of a dam on rigid foundation rock with empty reservoir condition. This factorization, generally, causes a reduction in the fundamental vibration frequency.

Before calculating the damping term for the equivalent SDFS, the equation for modal coordinates should be derived. This is because; the damping is obtained by equating the equivalent systems response (Eq. A.19) to the exact response (Eq. A.15) at the equivalent systems fundamental frequency, i.e. \( \bar{Y}(\bar{\omega}_1) = Y(\bar{\omega}_1) \) (Eq. A.20).

\[
\bar{P}_1(\omega) = \left( \frac{\bar{\omega}_L}{\omega_1} \right)^2 \frac{-\bar{L}_1}{-\omega^2 \bar{M}_1 + i\omega[2\xi \bar{M}_1 \bar{\omega}_1] + \bar{\omega}_1^2 \bar{M}_1}
\]  

(A.19)

where \( \bar{M}_1 = M_1 + \text{Re}\{B_1(\bar{\omega}_r)\} \) and \( \bar{L}_1 = L_1 + B_0(\bar{\omega}_1) \).

The increased damping of the equivalent SDFS, \( \xi \), can be calculated by Eq. A.20.

\[
\xi = \left( \frac{\bar{\omega}_r}{\omega_1} \right) \left( \frac{\bar{\omega}_f}{\omega_1} \right)^3 \xi_1 + \frac{1}{\left( \frac{\bar{\omega}_r}{\omega_1} \right)^2} \xi_r(\bar{\omega}_1) + \frac{1}{\left( \frac{\bar{\omega}_f}{\omega_1} \right)^2} \xi_f(\bar{\omega}_1)
\]  

(A.20)

where the additional damping due to dam-reservoir (\( \xi_r(\bar{\omega}_1) \)) and dam-foundation (\( \xi_f(\bar{\omega}_1) \)) interactions are defined by

\[
\xi_r(\bar{\omega}_1) = -\frac{1}{2} \frac{1}{M_1} \left( \frac{\bar{\omega}_1}{\omega_1} \right)^2 \text{Im}\{B_1(\bar{\omega}_1)\}
\]  

(A.20.a)

\[
\xi_f(\bar{\omega}_1) = -\frac{1}{2} \frac{1}{\bar{M}_1} \left( \frac{\bar{\omega}_1}{\omega_1} \right)^2 \text{Im}\{F(\bar{\omega}_1)\}
\]  

(A.20.b)

Fenves and Chopra (1985.b) determine the independent variables for both \( \xi_r(\bar{\omega}_1) \) and \( \xi_f(\bar{\omega}_1) \) and conclude that \( \xi_r(\bar{\omega}_1) \) is sensitive to \( E_d/E_s \) ratio (Figure A.2.a) and
\( \xi_f(\bar{\omega}_1) \) depends on \( H/H_s \) and wave reflection coefficient (\( \alpha \)) (Figure A.2.b). The computation of these damping ratios for different conditions in a simplified procedure is inconvenient. Consequently, Fenves and Chopra (1985.a) simplify the damping ratio contributions of reservoir and foundation interactions given by Eq. A.21.a-b. Thus, Eq. A.20 becomes Eq. A.22.

\[ \xi_r(\bar{\omega}_1) \approx \left( \frac{\bar{\omega}_r}{\omega_1} \right)^2 \xi_r \]  
(A.21.a)

\[ \xi_f(\bar{\omega}_1) \approx \left( \frac{\bar{\omega}_f}{\omega_1} \right)^2 \xi_f \]  
(A.21.b)

where \( \xi_r = -\frac{1}{2 \omega_1^2} \left( \bar{\omega}_r \right)^2 \text{Im}\{B_1(\bar{\omega}_r)\} \) and \( \xi_f = -\frac{1}{2 \omega_1^2} \left( \bar{\omega}_f \right)^2 \text{Im}\{F(\bar{\omega}_f)\} \)

\[ \bar{\xi} = \left( \frac{\bar{\omega}_r}{\omega_1} \right)^3 \xi_1 + \xi_r + \xi_f \]  
(A.22)

The simplified damping ratio causes overestimates the response quantities for non-absorptive reservoir bottom (\( \alpha=1 \)) whereas it underestimates the response for absorptive reservoir bottom (\( \alpha=0.5 \)) (Figure A.3).
Fenves and Chopra (1985.b) test the equivalent SDFS’ performance by comparing the horizontal acceleration estimations of the exact and equivalent system (Figure A.4).

**Figure A.3.** Comparison of Equivalent SDFS Response due to Harmonic Horizontal Ground Motions using Exact Damping and Simplified Damping [Fenves and Chopra 1985.b]
Figure A.4. Comparison of Horizontal Acceleration Responses of Equivalent SDFS and Exact System due to Harmonic Horizontal Ground Motions [Fenves and Chopra 1985.b]

Therefore, the foundation-reservoir-dam interaction could be taken into account by simplifying the complex-valued and frequency-dependent hydrodynamic and foundation flexibilities to real-valued and frequency-independent values (Fenves and Chopra 1985.a and 1985.b). The comparison of results obtained both from exact and the equivalent systems are very promising.
APPENDIX B

DEMAND HISTORIES FOR CVC SPECIMEN

B.1. OBE Motion

Figure B.1. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 20t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure B.2. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 30t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure B.3. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 35t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure B.4. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 40t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure B.5. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 45t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure B.6. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 55t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
B.2. MDE Motion

Figure B.7. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 30t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure B.8. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 37.5t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure B.9. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 50t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

B.3. MCE Motion

Figure B.10. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 45t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure B.11. Comparison of the Analysis Results for MCE Motion with Numerical Mass of 65t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure B.12. Comparison of the Analysis Results for MCE Motion with Numerical Mass of 75t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
APPENDIX C

DEMAND HISTORIES FOR RCC SPECIMEN

C.1. OBE Motion

Figure C.1. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 20t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure C.2. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 30t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure C.3. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 35t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure C.4. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 40t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure C.5. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 45t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure C.6. Comparison of the Analysis Results for OBE Motion with Numerical Mass of 50t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
C.2. MDE Motion

Figure C.7. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 30t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

Figure C.8. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 37.5t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
Figure C.9. Comparison of the Analysis Results for MDE Motion with Numerical Mass of 50t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

C.3. MCE Motion

Figure C.10. Comparison of the Analysis Results for MCE Motion with Numerical Mass of 45t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
**Figure C.11.** Comparison of the Analysis Results for MCE Motion with Numerical Mass of 65t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe

**Figure C.12.** Comparison of the Analysis Results for MCE Motion with Numerical Mass of 75t: (a) Base Shear, (b) Overturning Moment and (c) Vertical Stress at Toe
APPENDIX D

DETAILS FOR PUSHOVER TESTS

Pushover tests were conducted in a one-way cyclic manner. This is because; the axial load on each specimen was applied by utilizing prestressed rods attached to the foundation block. The drawback of this type of loading was the fact that the prestressing forces could change with the application of lateral displacements and, for some loading, it could cause excessive axial loads on the tested specimen. In fact, this phenomenon would result in erroneous observations as more axial load increases the base resistance for sliding and the compressive stresses could also rise due to excessive axial load. Therefore, the initial axial load level during pushover tests were reduced (less than 400kN) and the specimen were pushed till the target axial load level of 400kN was attained. Then, the specimen was brought to zero lateral load position, the axial load was decreased to a lower value. And the specimen was pushed more. As an example, the pushover curve and base shear – base displacement curve for Specimen 1 (CVC) are presented in Figure D.1 and Figure D.2, respectively.

![Figure D.1. Pushover Curve for Specimen 1](image-url)
Figure D.2. Base Shear versus Base Displacement Curve for Specimen 1
APPENDIX E

DETAILS FOR THE FAILURE SURFACE

E.1. CCC Domain

In this domain, the principal stress state, $F$, and failure surface, $S$, are defined as summarized in Eq. E.1 and E.2 (ANSYS 2010.d).

\[
F_1 = \frac{1}{\sqrt{15}} \sqrt{\left(\sigma_1 - \sigma_2\right)^2 + \left(\sigma_2 - \sigma_3\right)^2 + \left(\sigma_3 - \sigma_1\right)^2} \quad (E.1)
\]

\[
S_1 = \frac{2r_2(r_2^2-r_1^2)\cos\eta+r_2(2r_1-r_2)\sqrt{4(r_2^2-r_1^2)\cos^2\eta+5r_1^2-4r_1r_2}}{4(r_2^2-r_1^2)\cos^2\eta+(r_2-2r_1)^2} \quad (E.2)
\]

where $\cos\eta$, $r_1$, $r_2$ and $\xi$ are determined by using Eq. E.3-E.6, $\sigma_h$ is the hydrostatic stress state, $\eta$ is the angle of similarity, $a_0$, $a_1$, $a_2$, $b_0$, $b_1$, and $b_2$ are coefficients to be determined, $\sigma_i$ ($i=1, 2, 3$) are the principal stresses and $f_c$ is the compressive strength.

\[
\cos\eta = \frac{2\sigma_1-\sigma_2-\sigma_3}{\sqrt{2\sqrt{\left(\sigma_1-\sigma_2\right)^2+\left(\sigma_2-\sigma_3\right)^2+\left(\sigma_3-\sigma_1\right)^2}}} \quad (E.3)
\]

\[
r_1 = a_0 + a_1\xi + a_2\xi^2 \quad (E.4)
\]

\[
r_2 = b_0 + b_1\xi + b_2\xi^2 \quad (E.5)
\]

\[
\xi = \frac{\sigma_h}{f_c} \quad (E.6)
\]

The angle of similarity, $\eta$, is purely associated with the ratios of principal stresses. For instance, all stress states with $\sigma_1 = \sigma_2 > 0 > \sigma_3$ constitute $\eta = 0^\circ$ and every stress state with $\sigma_3 > 0 > \sigma_2 = \sigma_1$ form $\eta = 60^\circ$. All other stress states fall between $\eta = 0^\circ$ and $\eta = 0^\circ$. Likewise, failure surfaces for $\eta = 0^\circ$ and $\eta = 60^\circ$ coincide with $r_1$ and $r_2$, respectively (Eq. E.2). This phenomenon is more apparent if Figure E.1 is investigated. In Figure E.1, the failure surface profiles are depicted. The details about Willam-Warnke failure criteria could be found in Chen (1982).
In this domain, the material crushes when Eq. 6.7 is satisfied.

**E.2. CCT Domain**

The principal stress state, \( F \), and failure surface, \( S \), for CCT domain are presented in Eq. E.7 and E.8.

\[
F_2 = \frac{1}{\sqrt{15}} \left( \sqrt{(\sigma_2 - \sigma_3)^2 + \sigma_2^2 + \sigma_3^2} \right) \\
S_2 = \left( 1 - \frac{\sigma_1}{F} \right) \frac{2p_2(p_2^2 - p_1^2) \cos \eta + p_2(2p_1 - p_2) \sqrt{4(p_2^2 - p_1^2) \cos^2 \eta + 5p_1^2 - 4p_1p_2}}{4(p_2^2 - p_1^2) \cos^2 \eta + (p_2 - 2p_1)^2}
\]

where \( \cos \eta, p_1, p_2 \) and \( \chi \) are defined in Eq. E.9 -E.12, \( \eta \) is the angle of similarity, \( a_0, a_1, a_2, b_0, b_1, \) and \( b_2 \) are coefficients to be determined and \( \sigma_i \) (i=2 and 3) are the principal stresses.

\[
\cos \eta = \frac{2\sigma_1 - \sigma_2 - \sigma_3}{\sqrt{2} \sqrt{(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2}} \\
p_1 = a_0 + a_1 \chi + a_2 \chi^2 \\
p_2 = b_0 + b_1 \chi + b_2 \chi^2 \\
\chi = \frac{1}{3} (\sigma_2 + \sigma_3)
\]

Cracking is the mode failure for this domain as far as Eq. 6.7 is satisfied. Cracking occurs along a direction perpendicular to the first principal stress, \( \sigma_1 \), (ANSYS 2010.d). The details on crushing phenomenon in this domain could be found in Willam and Warnke (1975).
E.3. CTT Domain

The principal stress state, $F$, and failure surface, $S$, for this domain could be determined by utilizing Eq. E.13 and E.14.

\[
F_3 = \sigma_i \quad \text{for } i = 1 \text{ and } 2 \tag{E.13}
\]

\[
S_3 = \frac{f_t}{f_c} \left( 1 + \frac{\sigma_3}{f_c} \right) \tag{E.14}
\]

where $\sigma_i$ (i=1, 2 and 3) are the principal stresses, $f_c$ is the compressive strength and $f_t$ is the tensile strength.

In this domain, crack lying on a plane perpendicular to the first principal direction nucleates provided that Eq. 6.7 is satisfied for only $\sigma_1$. Or, two cracks could be formed on planes perpendicular to the first and second principal directions if both $\sigma_1$ and $\sigma_2$ satisfy Eq. 6.7. The details on crushing phenomenon in this domain could be found in Willam and Warnke (1975).

E.4. TTT Domain

The principal stress state, $F$, and failure surface, $S$, for the fourth domain are obtained by using Eq. E.15 and E.16.

\[
F_4 = \sigma_i \quad \text{for } i = 1, 2 \text{ and } 3 \tag{E.15}
\]

\[
S_4 = \frac{f_t}{f_c} \tag{E.16}
\]

where $\sigma_i$ (i=1, 2 and 3) are the principal stresses, $f_c$ is the compressive strength and $f_t$ is the tensile strength.

In this domain, only cracking is possible since there exist no compressive principal stresses. At most, three cracking planes appear at each quadrature point provided that Eq. 6.7 is satisfied.
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