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ABSTRACT

DEVELOPMENT OF FAST AND ROBUST SPECTRAL DECOMPOSITION
METHOD FOR NONLINEAR INDUSTRIAL LOADS WITH CURRENT

FREQUENCY SPECTRUM RICH IN HARMONIC AND INTERHARMONIC
CONTENT

Uz-Loğoğlu, Eda

Ph.D., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Muammer Ermiş

Co-Supervisor : Assoc. Prof. Dr. Özgül Salor Durna

August 2016, 108 pages

Nonlinear industrial loads such as AC arc furnaces and induction melting furnaces
with resonant converters exhibit highly distorted currents rich in harmonic and inter-
harmonic frequency components. Detection of these harmonics and interharmonics is
crucial for applying countermeasures to achieve power quality requirements defined
by the regulations of the power system operator. Fast and accurate harmonic and in-
terharmonic detection in a power system experiences some difficulties due to the fact
that power system frequency varies in time while the harmonic and interharmonic
content is also time-varying. Hence Fourier Analysis based methods are slow and
inaccurate to be used with compensation systems such as active filters. The aim of
this thesis is to develop methods both fast and robust under time-varying fundamental
frequency and spectrum conditions as well as in cases of unbalanced currents drawn
by nonlinear industrial loads. Therefore, in this thesis, a novel method which com-
bines the multiple synchronous reference frame (MSRF) analysis with the Kalman
filter is proposed in order to take the advantage of the prediction capability of the
Kalman filter and the accurate performance of the MSRF analysis. This algorithm,
which provides the positive- and negative-sequences of all harmonic and interhar-
monic components under consideration, is implemented on the NVIDIA Jetson TX1
graphics processing unit (GPU). Results proves that the decomposition of the har-
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monic and the interharmonic components is achieved accurately with a microsecond
latency that allows the proposed algorithm to be used in a real-time operation

Keywords: Graphical Processing Unit (GPU), Harmonics, Interharmonics, Multiple
Synchronous Reference Frame Analysis (MSRF), Power Quality (PQ)
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ÖZ

HARMONİK VE ARAHARMONİK İÇERİĞİ YÜKSEK AKIM FREKANS
SPEKTRUMUNA SAHİP DOĞRUSAL OLMAYAN ENDÜSTRİYEL YÜKLER

İÇİN HIZLI VE GÜRBÜZ SPEKTRAL ÇÖZÜMLEME YÖNTEMLERİNİN
GELİŞTİRİLMESİ

Uz-Loğoğlu, Eda

Doktora, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Muammer Ermiş

Ortak Tez Yöneticisi : Doç. Dr. Özgül Salor Durna

Ağustos 2016 , 108 sayfa

AA ark ocakları ve rezonant dönüştürücülü endüksiyon ergitme ocakları gibi doğrusal
olmayan endüstriyel yükler, harmonik ve araharmonik içeriği yüksek, oldukça bozuk
akım üretirler. Bu harmonik ve araharmoniklerin algılanması, güç sistemi işletmeni-
nin tanımladığı güç kalitesi isterlerini sağlayabilmek adına önlemler alınabilmesi için
önemlidir. Bir güç sisteminde hızlı ve doğru harmonik ve araharmonik algılama, har-
monik ve araharmonik içeriği zamanla değişirken, güç sistemi frekansının da zaman
içinde değişmesi nedeniyle, bazı zorluklar içermektedir. Bu yüzden Fourier çözüm-
leme tabanlı yöntemler, aktif filtre gibi kompanzasyon sistemleri için yavaş ve doğru
olmayan sonuçlar üretir. Bu tezin amacı, zamanla değişen temel frekans ve spektrum-
ların yanı sıra, doğrusal olmayan endüstriyel yüklerin çektiği dengesiz akımlar olduğu
zaman, hızlı ve gürbüz çalışan yöntemler geliştirmektir. Bu nedenle bu tezde, çoklu
senkron referans tabanlı (ÇSRT) analiz ile Kalman filtreyi birleştirilen, Kalman filt-
renin tahmin yeteneğine sahip ve aynı zamanda ÇSRT analizinin doğru sonuç veren
performasından faydalanılan özgün bir yöntem sunulmuştur. İlgilenilen bütün harmo-
niklerin ve araharmoniklerin pozitif ve negatif bileşenlerinin bulunmasını sağlayan bu
algoritma, NVIDIA’nın Jetson TX1 kodlu grafik işleme ünitesinde uygulanmıştır. So-
nuçlar gösteriyor ki, harmonik ve araharmonik bileşenlerine ayrıştırma işlemi sunulan
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bu yöntem ile mikro saniye mertebelerinde gecikmeyle doğru sonuçlar vermektedir.
Bu da yöntemin gerçek zamanlı kullanıma uygun olduğunu göstermektedir.

Anahtar Kelimeler: Araharmonikler, Çoklu Senkron Referans Düzlem Analizi, Grafik
İşleme Ünitesi, Güç Kalitesi (GK), Harmonikler
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CHAPTER 1

INTRODUCTION

Alternating current electric arc furnaces (AC EAFs) are producers of currents with

spectrums rich in interharmonics and harmonics owing to their operation principles,

which in turn cause harmonic and interharmonic voltages and hence flicker at the

point of common coupling (PCC). Therefore, fast and accurate determination of the

spectral content of the current produced by an EAF is crucial in terms of both an-

alyzing the harmonic and interharmonic contribution of an EAF load to the PCC

and developing mitigation techniques against the undesired voltage spectrum produc-

tion [3].

Various methods have been proposed in the literature for both harmonic and inter-

harmonic analyses of current and voltage waveforms of the power systems [3–41].

The idea of using synchronous reference frames (SRFs) for the detection of sequence

components of the harmonics is one of the well- known method and has been studied

in various applications. A very common method for the detection of the speed of

the synchronous frame that uses the benefits of the SRF decomposition is the use of

phase-locked loops (PLLs) [4–10]. The PLL algorithm has been improved to extract

the desired harmonic components from the original waveform by taking positive-

and negative-sequence components into account in [9] and [10]. These methods,

though convenient in time-varying conditions, are inapplicable in real-time fast re-

sponse operations due to its heavy computational burden and cumulative phase lags.

Attemps to optimize the performance of PLL-based methods have been summarized

in [11]. Multiple synchronous reference frame (MSRF) analysis is one of the recent

methods proposed to decompose the current or voltage waveforms into its harmonic
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and also interharmonic components [3, 12, 13]. The use of multiple reference frames

for selective harmonic compensation is proposed in [14]. MSRF strategy is used

to compensate both positive- and negative-sequence components of the harmonics

in [15], [16], [17] and [3]. The most important challenge of using MSRF analysis

to effectively decompose the waveforms rich in harmonic and interharmonic content

is the choice of the filtering method for decomposition. The fast and accurate re-

sponse characteristics of the filter give the opportunity to decompose the waveform

into its spectrum in real-time. Due to this reason, the use of moving average filters

has been investigated to obtain faster and more accurate results for the computation

of the fundamental positive sequence in [18] and adaptive notch filter has been pro-

posed in [19] for selective harmonics and interharmonics decomposition. However,

in a waveform having rapidly fluctuating harmonics and interharmonics content with

comparable magnitudes such as the one in AC EAF, these filters do not give satisfac-

tory results. Only in the proposed method in [3], a solution for this kind of load has

been presented thoroughly, yet the method needs to be improved to be applicable in

real-time operations.

Increasing attention is being paid to the estimation methods and adaptive filters with

the increasing presence of highly distorted and unbalanced loads, and penetration of

renewable energy sources to the PCC. For this reason, applications of Kalman filter

have been proposed in various areas in [20–23]. In [20], conventional Kalman filter

has been proposed for real-time harmonic tracking purpose, while in [21], Kalman

filter has been improved to become more robust to the predicted filter parameters

and to find a solution for Kalman’s synchronization problems in case of the abrubt

changes. In [22], an extended Kalman filter algorithm which prevents the overflow

of the time index and the estimation error has been implemented for decomposition

of the current and/or voltage waveforms. However, none of them have a detailed

study on interharmonic and hence flicker content of these waveforms. For real-time

applications, a comparative analysis of the decomposition methods under distorted

utility conditions has been carried out in [13] where the fast and accurate behaviors

of conventional Kalman filter have been verified. Kalman filter-based approaches

have also been preferred in different kind of application areas. For example, in [23],

similar method has been proposed to detect the unbalanced voltage dips by the help of
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positive- and negative- sequence voltages of the fundamental frequency, in [24], [25]

flicker contribution has been predicted by the use of a Kalman filter-based approach.

In spite of the many advanced properties of Kalman filter, neither of these proposed

methods has offered a complete solution to the abrupt changes in amplitude and pres-

ence of comparable positive- and negative-sequence components of all harmonics and

interharmonics components.

As to the interharmonic analysis, though not as popular as the harmonic analysis,

various methods have been proposed since early 1990s [26–41]. Due to the fact that,

there had been no limits for interharmonics recommended in any standard until new

limits for interharmonic voltages were pronounced in [35] in July 2014, interhar-

monic analysis has received little attention in the regulations when compared to the

harmonic analysis. However, since it is known that interharmonics and flicker rela-

tionship are intertwined, power quality (PQ) analysis of the EAF plants should also

consider interharmonics, which commonly exist in the EAF and LF currents [27–29].

A comparative analysis has been given in [42] which can be a useful guide to deter-

mine the suitable methods for interharmonics detection.

In [27], a frequency-domain model has been proposed for determining only the har-

monics of the EAF current in the existence of interharmonics and unbalances. In [30],

usage of Fourier transform instead of Fourier series for interharmonic analysis is pro-

posed, however, it is known that Fourier transform requires special attention for the

reduction of spectral leakage in the actual case of oscillations in the power system

frequency [31], [32], and it is not easy to reduce the interharmonic computation error

to negligible rates in [36], migrating characteristics of interharmonics in the supply

line current waveforms of medium frequency induction steel melting furnaces are

described and modeled by considering these cases in [33]. Classification and mod-

eling of various interharmonic sources have been described in detail based on the

methods used for harmonic analysis in [34]. The most recent form of the IEC stan-

dard for computation methods of harmonics and interharmonics recommend usage of

the groups and subgroups for interharmonic computation, which adopts the concept

of total interharmonic effect for all interharmonic frequency components between

two harmonics, instead of considering the individual interharmonic components [35].

Group interharmonic component takes the square root of the sum of squares of all the
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interharmonic components using 5-Hz resolution discrete Fourier transform (DFT),

while subgrouping neglects the effects of the interharmonic components closest to

the harmonics in the same computation. On the other hand, this approach has been

reported to suffer in [37] from leakage effect of the DFT, when interharmonics close

to harmonics exist. Hence, Hui et al. [37] propose a frequency-domain method to im-

prove the interharmonic grouping scheme adopted by IEC Standard 61000-4-7 [35].

It has been shown that, time-domain averaging and usage of difference filter in [38],

space-vector DFT in [39], generalized delayed signal cancellation in [40] and most

recently, Kalman filter and generalized averaging methods in [41] can be used for

both harmonic and interharmonic detections in the framework of the IEC standards to

improve the interharmonic computation accuracy, however, these works do not aim

to resolve the amplitude and phase of each interharmonic. A detailed work on the

sequences of interharmonics has been investigated for different cases such as variable

frequency motor drives and motors with fluctuating mechanical loads in [43] and it

has been concluded that interharmonics can have either positive or negative sequence

and have rarely zero sequence component. However, in the published materials men-

tioned above, EAF is not considered as a case, where the generation of interharmonics

is not systematic but rather stochastic, and hence both negative- and positive-sequence

components of all interharmonics can exist at the same time.

The decomposition methods to calculate the harmonics and interharmonics content of

the current and voltage waveforms are important, as well as the platform itself where

these algorithms are implemented. Digital signal processors (DSPs) and field pro-

grammable gate arrays (FPGAs) are two commonly used hardware for this purpose.

DSPs have been utilized to implement an adaptive PLL algorithm in [44] and [45],

and to produce reference signal for the control system of an active power filter by

pq-theory in [46] and by comb-filter-based method in [47]. On the other hand, the

complexity of these methods demands high computational speed and parallel opera-

tion to allow advanced compensation system to take measures for the power quality

problems. Therefore, FPGAs have become more popular and even compulsory [48]

for the applications such as complex selected harmonic elimination techniques [49]

and monitoring/decomposition methods [50], [51]. Nowadays, graphics processing

units (GPUs) have become more popular which combine the benefits of FPGA and
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CPU-based solutions offering enormous parallel computing power with micro second

latency between input and output, and providing ease in development of complex al-

gorithms at a reduced cost. GPUs have found place widely in image processing area,

however there haven’t been any suggested solutions regarding power system harmon-

ics and interharmonics detection techniques implemented on GPU framework in the

literature other than [52] and [53].

1.1 Problem Definition

Figure 1.1 shows a picture of a 135-MVA and 135-tonne AC EAF. The time-varying,

nonlinear, and double-valued relationship between arc voltage and current makes an

AC EAF one of the most problematic industrial loads for a power system. Due to the

nature of the EAF operation, where carbon electrodes supplied from three phases are

short-circuited through the scrap metal randomly in time, EAF current is time-varying

and stochastic, causing noncharacteristic components of both positive- and negative-

sequences of harmonics and also interharmonics. Therefore, the analysis of the EAF

current spectrum deserves special care to resolve its harmonics and interharmonics.

As in [3], typical characteristics of an AC EAF can be summarized as follows:

i Rapidly fluctuating high active power demand in the range from a few tens to a

few hundreds of MW,

ii High reactive power demand resulting in operational power factors in the range

from 0.65 to 0.8 pf lagging,

iii Very rich in interharmonics content of the current waveforms in the medium volt-

age (MV) lines of the EAF transformer,

iv Uncharacteristic power system even harmonics owing to the asymmetry of the

positive and the negative half cycles of the current waveforms,

v Usual characteristic power system odd harmonics,

vi Light flicker arising from the modulation of fundamental frequency of the EAF

bus voltage owing to the distortion caused by the interharmonic current compo-

nents especially around the first and the second harmonics.
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Figure 1.1: A 135-MVA, 135-tonne electric arc furnace, first melting cycle just after

commissioning / by courtesy of NURSAN Iron and Steel Inc., Payas, Iskenderun,

Turkey.

Interharmonic current components of AC EAF installations whose magnitudes are

comparable with the harmonic current components may cause harmful effects on

power system elements and neighboring industrial plant components. This is be-

cause conventional power systems contain transformers, overhead lines, cables, ro-

tating electrical machines, line-commutated power electronic converters, and shunt-

connected plain-capacitor or passive-filter banks tuned to the characteristic power

system harmonics. For such systems only the characteristic current and voltage har-

monics, whose frequencies are odd-integer multiples of the fundamental, are present

as given in Table 1.1. Interharmonic currents injected by the AC EAF installation

into the power system may cause generation of dangerous over-voltages or flow of

over-currents at the tuning frequencies of the power system components as a result of

parallel or series resonances.

On the other hand, huge amounts of reactive power consumed by an EAF installation

causes significant drop in the voltage of supply bus to which the installation is con-
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Table 1.1: Power System Harmonics.

3-phase, Sinusoidal Characteristic Uncharacteristic
Current Systems Harmonics Harmonics

Positive-Sequence 1st, 7th, 13th, 19th, . . . 4th, 10th, 16th, 22nd, . . .
Negative-Sequence 5th, 11th, 17th, 23rd, . . . 2nd, 8th, 14th, 20th, . . .
Zero Sequence 3rd, 9th, 15th, 21st, . . . 6th, 12th, 18th, 24th, . . .

nected. Operation at a reduced voltage gives rise to lower amounts of heat that will

be transferred to the crucible and hence a decline in the productivity of the steel melt

shop.

In order to mitigate harmonics, interharmonics and huge amounts of reactive power

demand, AC EAF installations in most of the iron and steel plants are equipped with

SVC systems. These are composed of TCR and passive shunt harmonic filters tuned

to some of the characteristic and/or uncharacteristic power system harmonics such as

the 2nd, 3rd, 4th, 5th, 6th, 7th, and etc. Although these systems provide a good com-

pensation of reactive power and suppression of the 3rd and higher order harmonics,

their light flicker suppression ability does not comply with tight short-term flicker

severity (Pst) and long-term flicker severity (Plt) limits [e.g. planning level of Pst

should be less than or equal to 0.9 for MV level and compatibility level should be

less than or equal to 1.0 for low voltage (LV)] specified in various standards [54, 55]

and grid codes [56] especially for multi-EAF installations. Furthermore, field experi-

ence has shown that conventionally designed passive shunt harmonic filter topologies

cause amplification of interharmonics around the fundamental and the 2nd harmonic

frequencies [2]. It has been summarized in [2] that there are basically three types of

conventional passive shunt harmonic filter topologies utilized by the SVC manufac-

turers which are tuned to lower order harmonic frequencies such as 2nd, 3rd, 4th and

5th. It can be clearly seen from Figure 1.2 that these filters may cause the interhar-

monic currents to be amplified especially those between the 2nd and the 3rd instead

of compensating them.

The limit values of even order uncharacteristic power system harmonics specified in

standards and grid codes are also very tight. For example, maximum permissible

value of the 2nd current harmonic subgroup should not exceed 1% of maximum de-
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(a) The overall frequency response of shunt filters tuned to 3rd, 4th and 5th harmonics.

(b) Harmonics and interharmonics content of AC EAF before (in black) and after (in grey) compen-

sation by the above filter configuration.

Figure 1.2: The effects of the conventional passive shunt filters to the PCC. Figures

taken from [2].
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mand load current for the weakest grid. Unfortunately, in various standards [54, 55]

and grid codes [56], maximum permissible values of only the characteristic (odd) and

uncharacteristic (even) power system harmonics are recommended. Only in IEEE

2012 draft version of [55], maximum permissible values of interharmonic current

components are recommended only for AC arc furnace installations [55]. In sum-

mary, voltage and hence light flicker and amplification of the 2nd harmonic subgroup

are the major power quality problems of the AC EAFs when they are equipped with

conventional SVC and passive shunt harmonic filter installations especially for multi-

furnace operations.

To mitigate the PQ problems given above, more advanced technologies such as STAT-

COM [57, 58], semi-conventional C-type second harmonic filters [2] have been de-

veloped and installed in the field. Unfortunately, detailed information on the perfor-

mance of STATCOM-based flicker mitigation systems and their control strategies are

not available in the literature. On the other hand, the semi-conventional C-type har-

monic filter in [2] prevents only the amplification of the interharmonics around the

2nd harmonic frequency.

Since the mentioned PQ problems of AC EAFs can only be solved by using advanced

compensation technologies including active power filters (APFs), real-time detection

and computation of the reactive current demand of, and the interharmonic and the

harmonic current components injected by the AC EAF to the grid are essential tasks

in the design and implementation of such advanced compensation systems. Several

methods have been widely used to generate a reference current for the advanced-

technology reactive power compensation and flicker compensation or active power

filtering systems. In [59], some of these harmonic detection methods have been eval-

uated and compared to create a reference current for APFs. To achieve the same task,

MSRF method has been proposed in [3], which also reveals the harmonic and inter-

harmonic spectrum of the AC EAF. However, they have some common shortcomings

which make these methods inefficient for the real-time operations. First of all, they

suffer from phase lags of the filters appearing inside the range from several cycles to

10-cycles long. This latency is unacceptable since the harmonic and interharmonic

content of an AC EAF change every cycle. However, it is compulsory to keep the

cut-off frequency of the filters close to the desired frequency of the harmonics and the
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interharmonics to obtain correct results since the interharmonic content (especially

around the fundamental and the 2nd harmonic) of the load is high. Hence there is a

trade-off between latency and the accuracy. As the cut-off frequency is kept closer

to obtain more accurate decomposition, the latency increases and vice versa. In or-

der to minimize this trade-off, the prediction capability of the Kalman filter has been

utilized in this thesis to estimate the direct- and quadrature-axes components of all

the harmonics and interharmonics with positive- and negative-sequence components

obtained in the multiple reference frame analysis technique.

With the increase in the nonlinear and time-varying loads (such as AC EAFs, induc-

tion melting furnaces, and etc.), the harmonic and interharmonic contents of the PCC

have increased and the methods previously developed have become no longer a solu-

tion for the compensation of these undesirable components. Therefore, decomposi-

tion algorithms have become more complex, adaptive and repetitive in order to obtain

the correct spectrums of the PCCs to take suitable countermeasures which bring an-

other challenge for real-time operations. DSPs can handle the computational burden

of these algorithms, however they lack parallel processing capability which forces

the sequential computation of the desired harmonics and interharmonics. Although

the execution time of one content is quite short, there may be hundreds of different

contents to compute if the frequency decomposition is achieved in 5-Hz resolution

according to the IEC Standard [35] which results in an unacceptable response time.

On the other hand, FPGAs and multi-core CPUs have been widely used in order to

overcome this problem. Even if the CPUs have ease in programming and the parallel

process capability, the execution time may differ from data sample to sample since the

operating system may have some more important duties waiting on the queue. This

causes CPU to have an unpredictable latency and brings the necessity to use a real-

time operating system. Nevertheless CPUs have powerfull but not enough amount

of cores to compute all the harmonics and interharmonics at the same time. FPGAs

are more suitable for real-time complex algorithm implementations with parallel pro-

cessing capability offering a microsecond-latency. Even if they seem to be a suitable

choice to implement the algorithm proposed in this thesis, graphics processing unit

(GPU) whose area of utilization is constantly increasing over the years has been pre-

ferred due to several reasons: GPUs combine the benefits of CPU- and FPGA-based
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systems. They are easy to program, have precise execution time and have a compara-

ble computational power to FPGAs with less expensive cost per unit. Especially with

the integrated solutions NVIDIA offers (such as Jetson TK1 and TX1), they have be-

come smaller, cheaper and more powerful at the same time. In order to overcome

the above challenges, in this work, multiple synchronous reference frame (MSRF)

analysis technique combined with Kalman prediction filter on GPU framework have

been implemented to obtain the positive- and negative-sequence components of all

harmonics and interharmonics of an AC EAF which will be described in detail in the

forthcoming chapters.

1.2 Contributions

In this thesis, an MSRF analysis method introduced in [3] is developed to determine

the sequence components of current harmonics and interharmonics produced by the

AC EAF loads online. The balanced but asymmetrical characteristics of AC EAFs

are usually not taken care of in the analysis procedures reported in the literature. The

proposed method decomposes the frequency spectrum above the fundamental com-

ponent of the EAF currents based on MSRF analysis inside a data window of one

cycle of the harmonics and interharmonics, which is less than or equal to 20 ms,

which is one tenth of the data window required for 5-Hz spectral resolution in the

IEC Standard 61000-4-7 [26]. The window size increases for the subharmonics be-

low the fundamental frequency due to the increasing period-length by the decreasing

frequency, however it reaches to 20 ms only at 5 Hz. Therefore, the proposed method

is suitable to be used with advanced-technology reactive power compensation and

flicker compensation or active power filtering systems for the generation of the re-

quired reference current signals, where fast response from the frequency component

amplitude and phase detection is required.

Additionally, the work presented in this thesis has led to the following publication in

IEEE Transactions on Industry Applications:

• E. Uz-Logoglu, O. Salor, and M. Ermis. "Online characterization of interhar-

monics and harmonics of AC electric arc furnaces by multiple synchronous ref-
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erence frame analysis." Industry Applications, IEEE Transactions on, 52(3):2673-

2683, 2016.

• Also a second paper titled "Real-Time detection of interharmonics and harmon-

ics of AC electric arc furnaces on GPU framework" is ready for submission.

1.3 Outline of the Thesis

The thesis is organized as follows; first of all, in Chapter 2, the catagorization of three

phase systems is given according to [1] and MSRF analysis is described to obtain

the positive- and negative-sequence components of each harmonic and interharmonic

component of a balanced but asymmetrical system. The improvement of the proposed

algorithm is further detailed to have the ability to obtain the sequence components of

unbalanced systems.

Next, the results of the proposed algorithm are given in Chapter 3 for several dominant

harmonics and interharmonics. A brief matching performance comparison with the

well known FFT algorithm is also provided to prove the validity and effectiveness of

the algorithm.

In Chapter 4, two major challenges of the MSRF analysis will be given. First, the

drawback of the low pass filters which prevents the proposed method to be used in

real time systems is given. In order to increase the performance of the proposed

method for real time systems, Kalman prediction filter which functions as a low pass

filter is introduced. It is seen that Kalman filter not only helps to increase the speed

of the filter response, but also it gives more accurate results for rapidly fluctuating

waveforms. Second, the real-time determination of harmonics and interharmonics on

GPU framework is explained in details. The advantages of the proposed architecture

over the common methods in the extraction of power quality problems in real-time are

detailed. It is shown that the fast and accurate nature of the GPU parallel computation

capability is suitable to implement the proposed method. In the rest of this chapter,

the possible application areas are presented. It has been shown that the proposed

GPU framework based MSRF analysis can be used to suppress all harmonics and

interharmonics significantly in an active power filter application in the power system.
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Finally, the conclusions and the future work are stated in Chapter 5.

13



14



CHAPTER 2

MULTIPLE SYNCHRONOUS REFERENCE FRAME

ANALYSIS

According to the classification proposed by [1], a three phase set in an electrical

system can be divided into two subsets: The symmetrical set and the asymmetrical

set. A three phase-set which can be represented by the equations in 2.1 is called

symmetrical set when the magnitudes of each phase are equal to each other (Ia = Ib =

Ic) and there is 120o or 0o phase difference between them at all times (|φa − φb| =

|φb − φc| = |φc − φa| = 120o or 0o). In 2.1, Ia, Ib, and Ic represent magnitudes of the

phases A, B, and C; w represents the angular frequency; and φa, φb, and φc represent

the phase angles of the three phases. On the contrary, an asymmetrical set is defined

when the set is not symmetrical which means that the magnitudes of phases are not

equal to each other and/or the phase difference between any two phase is different

than 120o or 0o. On the other hand, symmetrical and asymmetrical sets can be called

balanced or unbalanced according to their algebraic sum at all time instants. If this

sum is equal to zero, the three phase set is balanced, otherwise it is called unbalanced.

ia(t) =
√

2Iasin(wt+ φa)

ib(t) =
√

2Ibsin(wt+ φb)

ic(t) =
√

2Icsin(wt+ φc)

(2.1)

Fortescue in [60] proposed that given a set of three phase voltage or current wave-

forms whose amplitudes and phase information is arbitrary, it can be decomposed

into three balanced and symmetrical sequence components, which are so called pos-
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itive (the phase sequence of which is the same as the system under study), negative

(the phase sequence of which is the reverse of the system under study) and zero se-

quence (the phase sequence of which is in phase with each other) as in Figure 2.1. The

relation between three phase set with its sequence components are given in equation

2.2. In this equation, α stands for 120o rotation angle operator.

IA

IB
IC

IA
+

IB
+

IC
+

w=2π f

w=2π f

+

IA
-

IB
-IC

-

w=2π f

IA
o

+
IB

o IC
o

w=2π f

Figure 2.1: Positive- (I+A , I+B , I+C ), negative- (I−A , I−B , I−C ) and zero-sequence (IoA, IoB,

IoC) decomposition of an arbitrary three-phase system.


Ia

Ib

Ic

 =

A︷ ︸︸ ︷
1 1 1

1 α2 α

1 α α2



Io

I+

I−

 =⇒ Iabc = AIo+− (2.2)

Conversely, in order to obtain these balanced and symmetrical sets, three phase sets

must be multiplied by the inverse of transformation matrix A given in 2.2 which is

shown in 2.3. This conversion is very suitable for the equations especially containing

the phasor representation of the phases.

A−1 =
1

3


1 1 1

1 α α2

1 α2 α

 =⇒ Io+− = A−1Iabc (2.3)

[1] has summarized the categorization of three phase sets and their respective sym-

metrical sets by Table 2.1. Since the PQ-problematic loads such as AC EAFs are

generally connected to the three-phase three-wire power system, asymmetrical bal-

anced loads are of capital importance in this thesis. The most important result seen
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from 2.1 is that both positive-and negative-sequences of all harmonics and interhar-

monics can be observed at the PCC when the load connected to this bus is classified as

asymmetrical and balanced (ABS). The importance of this result comes from the fact

that characteristic and uncharacteristic harmonics are assumed to be found in only one

of the positive- and negative-sequences listed in Table 1.1 in the power system, hence

the countermeasures are taken in order to compensate only the related symmetrical

components. However, in this thesis, it is shown that both positive- and negative-

sequence components have approximately the same importance for all harmonic and

interharmonic components.

Table 2.1: Symmetrical components resulting from the respective three phase sets.
Reconstructed from the figure in [1]. (SBS: symmetrical balanced set, SUS: sym-
metrical unbalanced set, ABS: asymmetrical balanced set, AUS: asymmetrical un-
balanced set) Superscripts + and - represent positive- and negative-sequence compo-
nents, respectively.

3-phase Sets Type of the Symmetrical Components

Positive Negative Zero

SBS+
√

SBS−
√

SUSo
√

ABS+/− √ √

AUS+/− √ √ √

AUSo
√ √ √

In order to convert a three phase set into more convenient frames in time domain,

Clarke’s [61] (often referred as αβγ transformation) and Park’s [62] (often referred

as dqo transformation) transformations can be used. It should be noted that if the

load under study is classified as balanced, neither γ nor o-components are observed

after transformation which makes these transformations even more useful. Therefore,

αβγ transformation can be considered as the projection of the phase quantities onto

the stationary αβ reference frame which are perpendicular to each other, whereas dqo

transformation can be considered as the projection of the phase quantities onto the ro-

tating dq reference frame which are perpendicular to each other as well. The referred

transformations and their power invariant versions can be seen in the equations 2.4
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and 2.5. One should be aware of the fact that the Park’s transformation matrix and

its power invariant version do not give the same result in case of the zero-sequence

components. Park’s transformation itself gives the same zero-sequence component

with the Fortescue’s symmetrical-component transformation [60]. On the other hand,

the power invariant version of this transformation gives the o-component as
√

3 times

the zero-sequence component of Fortescue’s symmetrical-component transformation.


iα(t)

iβ(t)

iγ(t)

 =

Clarke’s transformation matrix︷ ︸︸ ︷
2

3


1 −1

2
−1

2

0
√
3
2
−
√
3
2

1
2

1
2

1
2



ia(t)

ib(t)

ic(t)



iα(t)

iβ(t)

iγ(t)

 =

Power invariant form of Clarke’s transformation matrix︷ ︸︸ ︷√
2

3


1 −1

2
−1

2

0
√
3
2
−
√
3
2

1√
2

1√
2

1√
2



ia(t)

ib(t)

ic(t)


(2.4)


id(t)

iq(t)

io(t)

 =

Park’s transformation matrix︷ ︸︸ ︷
2

3


cos(θ) cos(θ − 2π

3
) cos(θ + 2π

3
)

−sin(θ) −sin(θ − 2π
3

) −sin(θ + 2π
3

)

1
2

1
2

1
2



ia(t)

ib(t)

ic(t)



id(t)

iq(t)

io(t)

 =

Power invariant form of Park’s transformation matrix︷ ︸︸ ︷√
2

3


cos(θ) cos(θ − 2π

3
) cos(θ + 2π

3
)

−sin(θ) −sin(θ − 2π
3

) −sin(θ + 2π
3

)
√
2
2

√
2
2

√
2
2



ia(t)

ib(t)

ic(t)


(2.5)

In this thesis, the dqo transformation has been used in order to calculate the symmet-

rical components which will be described in detail in Section 2.2. In order to give

an idea about the relationship between dqo components and the type of the load, in

other words, in order to comment on the results of this conversion depending on the

load type, signal plots in Figure 2.2 have been obtained with synthetic data in MAT-

LAB simulation environment. There are basically four different types of any load,

which are symmetrical balanced, symmetrical unbalanced, asymmetrical balanced
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and asymmetrical unbalanced. In each figure, there is a 60ms-long (which corre-

sponds to 3 cycles in a 50Hz-electrical system and 50Hz is assumed to be the ideal

fundamental frequency in this thesis) three-phase waveform with different types and

the resulting dq-components by dqo transformation with 50Hz and -50Hz rotational

speed for positive- and negative-sequence components respectively. In this thesis, lit-

tle attention is payed to the o component since it does not exist in the load type under

investigation (AC EAF load) which will be explained in detail Section 2.1. The two

fundamental frequencies, 50Hz and -50Hz, have been chosen since dq transformation

of both positive- and negative-sequence components will be investigated for each har-

monic and interharmonic frequency. Results obtained by rotating the reference frame

with positive 50Hz will result in the 50Hz-components carried to the zero frequency

or DC. If there were any other components with different frequencies in the waveform

(which means that if the waveform includes harmonics and/or interharmonics), they

would have been obtained as AC components superposed on the DC component and

fluctuating with the frequencies relative to the 50Hz. In other words, if the waveform

included 100Hz component for example, this component would be transformed to

50Hz AC signal superposed on the top of DC component (which represents the mag-

nitude of the positive 50Hz component) after dqo transformation with 50Hz rotation

speed. Similarly, if the rotation speed is chosen to be negative 50Hz, then the 100Hz

harmonic component would appear as 150Hz AC signal superimposed on the DC

component which represents the magnitude of the negative 50Hz component inside

the actual waveform.

In Figure 2.2, two symmetrical sets one balanced and one unbalanced (SBS and SUS)

have been investigated. Id- and Iq-components represent the dq components resulting

from the transformation with the speed of 50Hz. On the other hand, Idn- and Iqn-

components represent the dq components resulting from the transformation with the

speed of -50Hz. As can be seen from Figure 2.2b, when the waveform includes

only the fundamental positive-sequence (the phase sequence can be verified from

Figure 2.2a), there isn’t any q component and d component turns out to be a DC

waveform with the magnitude of the fundamental positive-sequence component. If

the rotation speed is reversed in the transformation (-50Hz), this time fundamental

frequency component appears to be an AC-component with 100Hz frequency (relative
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(a) Sample 3-phase SBS.

(b) dqo components of the waveforms in 2.2a.

(c) Sample 3-phase SUS.

(d) dqo components of the waveforms in 2.2c.

Figure 2.2: Relationship between the two different types of 3-phase symmetrical sets

(SBS ans SUS) and their dqo components.(Id, Iq: dq components with 50Hz; Idn,

Iqn: dq components with -50Hz).

speed is 100Hz calculated by (50Hz-(-50Hz)) whose mean values is equal to zero

and magnitude is equal to one. Since there isn’t any negative sequence component

inside the waveform, the resulting transformation includes no DC. dq components

both give the same result with 90o phase difference as expected. Figure 2.2c illustrates

a symmetrical unbalanced set. All three phases are in-phase with the same magnitude.

The o component is present in this unbalanced load, which is equal to one third of

the summation of all phases. This time, the dq transformation gives zero for each

component rotated in 50Hz and -50Hz.

In Figure 2.3, two asymmetrical sets one balanced and one unbalanced (ABS and

AUS) have been investigated. As can be seen from Figure 2.3b, when the load is

asymmetrical (the different magnitude of each phase and phase differences different

than 120o as given in Figure 2.3a), there is q component and d component at the

same time whose mean values are different than zero. DC value of the d component

represents the mean of the fundamental positive-sequence magnitudes, and DC value

of the q component represents the mean of the discrepancies between the fundamental
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(a) Sample 3-phase ABS.

(b) dqo components of the above waveforms.

(c) Sample 3-phase AUS.

(d) dqo components of the above waveforms.

Figure 2.3: Relationship between two different types of 3-phase asymmetrical sets

(ABS and AUS) and their dqo components.(Id, Iq: dq components with 50Hz; Idn,

Iqn: dq components with -50Hz).

positive-sequence magnitudes. The frequency of the AC fluctuation on both rotating

reference frame components is observed to be 100Hz referenced to the rotation angle

which corresponds to 150Hz in real time. If the rotation speed is reversed in the

transformation (-50Hz), this time fundamental frequency component appears as AC-

component with 100Hz frequency (relative frequency is 100Hz, calculated by 50-

(-50)Hz) whose mean value is not equal to zero representing the discrepancies of

the phase angles. It is important to note that because the mean values of the Idn-

and Iqn-components are nonzero values, hence the existence of the negative sequence

component is obvious. Figure 2.3c illustrates the asymmetrical unbalanced set (AUS).

Similar conclusions can be drawn by comparing Figures 2.3a and 2.3c.

2.1 Classification of the Problem

A typical power system for an AC EAF is as illustrated in Figure 2.4. All the measure-

ments presented in this thesis were taken from the measurement point (MP) in Figure
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2.4 which represents the primary side of the arc furnace transformer before the com-

pensation system shown in the same figure. This installation can be considered as a

balanced but asymmetrical three-phase load according to the classification provided

in [1]. Since it constitutes a three-phase three-wire AC system with ∆-connected

EAF transformer, there will be no zero sequence current theoretically on the MV

side. Some odd cases which temporarily violate the balanced-load assumption can be

described as given below.
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Figure 2.4: Illustration of the measurement point (MP), whose data is used in this

thesis, in a typical transformer substation supplying the AC EAF.

Most of the AC EAF installations are switched on and off by using vacuum cir-

cuit breakers. Sudden interruption of EAF transformer current via vacuum circuit

breaker causes generation of dangerous transient over voltages on the MV side of the

EAF transformer. These are suppressed by RC snubber circuits and surge arresters

mounted on the MV side of the EAF transformer. Furthermore, inrush currents flow-

ing in the MV lines during the energization of EAF transformer are very rich in DC

and second harmonic components. During energization and de-energization instants

snubber circuit may act and cause flow of large unbalanced currents between ground-

ing points of the snubber and MV side of the power transformer. The paths of the

earth current is illustrated in Figure 2.5. According to the most common operation

practice, the vacuum circuit breaker is frequently switched on and off for the purpose

of charging the crucible, removing the slag and taking samples from the molten metal

bath. Furthermore, when the electrode control system lifts one of the electrodes up
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rapidly, current in that electrode is suddenly reduced or interrupted resulting in gen-

eration of high voltages on both sides of the EAF transformer. These voltages will

then be suppressed by the surge capacitors connected to the LV side and the snubber

circuit connected to the MV side of the EAF transformer resulting in flow of a larger

current in usually two of the lines. Derivatives of phase currents together with the

summation of the currents of all phases are shown in Figure 2.6 for a sample period

of 40ms. For the vast majority of time, normal operation (iA(t) + iB(t) + iC(t) = 0)

takes place for which the maximum value of di(t)
dt

= 6.7× 102 kA
s

for any of the three

phases. However, as can be seen from Figure 2.6, the rate of variation of the current

becomes di
dt

= −5.3 × 103 kA
s

during these unusual operating conditions which is ten

times larger than the normal operation.
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Breaker

CT

CT

CT

iA(t)
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RC snubber 
circuit

Surge arresters
Surge 

suppressors

Figure 2.5: Earth current flow path due to the over-voltages on inductive elements

during the energization and de-energization of the EAF transformer or sudden move-

ment of one of the electrodes.

Figure 2.7 shows the summation of the instantaneous three phase line currents and

Figure 2.8 shows the corresponding real power consumption of the plant in a tap-

to-tap time which is approximately 55 mins. The times where the violation of the

balanced circuit condition takes place can be clearly seen in this figure. It should be

noted that, the operation of the protection devices coincides with the energization-of-

the-transformer-period. However, in the vast majority of tap-to-tap time (in approxi-

mately all 55-min measurement period except for 3.3 seconds), the EAF installation

operates as a three-phase balanced load, thus, satisfying equation 2.6. Therefore, it
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Figure 2.6: The rate of variation of the three-phase line current during abnormal

operating conditions.

Figure 2.7: The sum of the instantaneous three-phase line currents of the AC EAF

during a tap-to-tap time.

wouldn’t be wrong to say that the AC EAF load is assumed to be balanced.

ia(t) + ib(t) + ic(t) = 0. (2.6)
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Figure 2.8: The instantaneous real power consumption of the AC EAF, with the cor-

responding charge periods.

2.2 Implementation of the Proposed Method

In this thesis, multiple synchronous reference frame (MSRF) analysis has been pro-

posed in order to decompose the current and/or voltage waveform into its harmonic

and interharmonic components with their respective symmetrical components. In the

previous section, dqo method has been introduced to represent the three-phase signal

in synchronous reference frame. In the synchronous reference frame, the frequencies

other than the frequency of the rotating frame can be observed as AC components

with the frequencies relative to the rotational speed. When the DC component is ex-

tracted among these waveforms by a simple low pass filter, the magnitude of these

dqo-axes representing the harmonic or interharmonic component whose frequency is

equal to the rotational speed of the reference frame is found. When the inverse trans-

formation is applied to these DC components as in 2.7, time domain representation
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of the harmonics and interharmonics can be obtained for each sample of the data.


ia(t)

ib(t)

ic(t)

 =

Inverse Park’s transformation matrix︷ ︸︸ ︷
cos(θ) −sin(θ) 1

cos(θ − 2π
3

) −sin(θ − 2π
3

) 1

cos(θ + 2π
3

) −sin(θ + 2π
3

) 1



id(t)

iq(t)

io(t)



ia(t)

ib(t)

ic(t)

 =

Power invariant form of inverse Park’s transformation matrix︷ ︸︸ ︷√
2

3


cos(θ) −sin(θ)

√
2
2

cos(θ − 2π
3

) −sin(θ − 2π
3

)
√
2
2

cos(θ + 2π
3

) −sin(θ + 2π
3

)
√
2
2



id(t)

iq(t)

io(t)


(2.7)

In this section, block diagram representation of the proposed methods for balanced

and unbalanced systems will be described in details. Mathematical derivation of

the proposed method applicable to the unbalanced three phase system will be given.

There are some challenges in the application of this method in real-time which will

be described in Chapter 3. To overcome these challenges, novel solutions will be

introduced in Chapter 4.

2.2.1 Asymmetrical Balanced Three-Phase Current System

The asymmetrical three-phase balanced current system of the EAF installation can be

resolved into two three-phase balanced and symmetrical current systems, the so called

positive-sequence and negative-sequence systems as given in Figure 2.9, where f is

the corresponding frequency component.

Online application of the MSRF analysis in the field requires measuring the line cur-

rents and voltages on the MV side of the EAF transformer continuously and syn-

chronously at a sampling rate of at least 5 kHz per channel to satisfy the Nyquist

sampling frequency to monitor up to the 50th harmonic in the 50Hz system according

to the IEC Standard 61000-4-7 [35]. The data employed in MSRF analysis in this

paper is sampled at a sampling rate of 25.6 kHz per channel on the MV side of a

65 MVA EAF transformer by using the multi-purpose platform described in [63] and

operating it in the Raw Data Collection mode.
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Figure 2.9: Positive- and negative-sequence decomposition for an asymmetrical and

balanced three-phase system.

MSRF algorithm presented in this paper is summarized in Figures 2.10, 2.11 and

2.12. In the first step of the calculations, DC component of each phase is subtracted

from the associated actual current waveform as illustrated in Figure 2.10. DC com-

ponent is calculated as the mean value over each cycle of the fundamental current.

Then positive- and negative-sequence components of the fundamental current are ob-

tained from the DC subtracted currents, ĩA(t), ĩB(t), and ĩC(t) by rotating the Syn-

chronous Reference Frame (SRF) at a speed of 2πf1 in both directions, where fun-

damental frequency f1 = 50 Hz in our applications. The SRF yields AC components

superimposed on the DC component corresponding to either positive-sequence or the

negative-sequence of the fundamental current. The DC component is extracted by a

LPF. Phase response of the LPF is compensated to be zero at all frequencies. The

actual positive-sequence (i+A1(t), i+B1(t), i+C1(t)) and the negative-sequence (i−A1(t),

i−B1(t), i−C1(t)) current waveforms are then obtained by inverse transformations as

shown in Figure 2.10. The fundamental components of line current waveforms are

deduced by summing up the positive-sequence and the negative-sequence compo-

nents sample-by-sample in time. Note that the subscript 1 refers to the fundamental

frequency component in Figure 2.10.

Since the amplitudes of fundamental line currents are much higher than those of in-

terharmonics and harmonics, fundamental line current components (i+A1(t) + i−A1(t),

i+B1(t) + i−B1(t), and i+C1(t) + i−C1(t)) should be subtracted from the zero-DC current

waveforms (̃iA(t), ĩB(t), and ĩC(t)) before proceeding further for the harmonics and
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Figure 2.10: Online extraction of direct current and fundamental current components

(both positive- and negative-sequence) from the actual three phase line current wave-

forms sampled at a rate of 25.6 kHz/channel in the field.
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Figure 2.11: Online extraction of line current harmonic components (both positive-

and negative-sequence) by MSRF analysis.

interharmonics analysis. Harmonic and interharmonic current components will then

be obtained from the current waveforms, iA(H−IH)(t), iB(H−IH)(t) and iC(H−IH)(t)

which represent all frequency components except for the fundamental. The subscript

H-IH stands for harmonics and interharmonics.

Figure 2.11 illustrates the computation of positive- (i+Ah(t), i+Bh(t), i+Ch(t)) and negative-

sequence (i−Ah(t), i−Bh(t), i−Ch(t)) harmonic components of the current where subscript

h represents the harmonic number. Similarly, in Figure 2.12, computation of the
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Figure 2.12: Online extraction of interharmonic current components with 5-Hz reso-

lution (both positive- and negative-sequence) by MSRF analysis. wiH represents the

interharmonic frequencies and f1 is the fundamental frequency.

positive- (i+AiH(t), i+BiH(t), i+CiH(t)) and negative-sequence (i−AiH(t), i−BiH(t), i−CiH(t))

components of the interharmonic current waveforms is illustrated. Interharmonic

analysis is carried out as multiples of 5 Hz as explained by wiH in Figure 2.12. This

is to make the results comparable with the Fourier analysis results, whose resolution

is 5 Hz owing to the 10-cycle DFT analysis recommendation of the IEC Standard

61000-4-7 [35]. In Chapter 3), harmonic and interharmonic current waveforms are

computed consecutively from field data in MATLAB computing environment.

Note that in Figures 2.10, 2.11 and 2.12, o-components are all equated to zero since

EAF is assumed to be an ABS for more than 99% of the operation time. That is why

equating the o-component is called error compensation. If o-component is not exactly

equal to zero, this is assumed to be due to the reading error of the measurement trans-

formers. The results of the harmonic and interharmonic analyses using the MSRF are

compared with the Fourier analysis results for verification of the developed spectrum

analysis method in Chapter 3.
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2.2.2 Asymmetrical Unbalanced Three-Phase Current System

As described in the previous sections, an asymmetrical unbalanced set (AUS) can

be represented by three symmetrical sets as shown in Figure 2.1. In order to de-

compose this kind of a set into its harmonic and interharmonic components, all three

symmetrical components need to be considered for every frequency under consider-

ation. Asymmetrical balanced three phase set is a special case of the AUS whose

o-component is equal to zero. Therefore only two unknowns have been introduced

for each analysis as described in the previous section which makes the calculations

easier. Since usually the researches have been held on balanced sets, there is not

much information about asymmetrical unbalanced sets in the literature. However,

this kind of loads may exist in every four wire system, and loads such as AC EAFs

whose protection devices operate most of the time in a typical tap-to-tap time can be

considered as asymmetrical unbalanced load even if it is connected to a 3-wire elec-

trical system. Therefore, these kind of loads (AUS) should be represented by global

equations whose derivation will be started with the most generic three-phase current/-

voltage waveform representation whose amplitude and phase difference are not equal

to each other as shown in 2.8. Here, the amplitudes of the three phases are all different

(A 6= B 6= C) and the phase differences are different than 120o by εB and εC . The

frequency, fA, in equations 2.8 is the same for all phases and it represents only one

of the frequency component inside xA(t) to make the following derivations simpler.

Similarly φA represents the phase of Phase-A with respect to the data analysis win-

dow. The summation of the three phase waveforms are not necessarily equal to zero

in this unbalanced case.

In the equations 2.8 to 2.12, f is the frequency under consideration and the transfor-

mation is applied to get the positive-sequence d-component corresponding to f . The

superscript LP represents the low-pass-filtered waveform whereas BPF represents the

band-pass-filtered waveform in equations 2.9 to 2.13, therefore those equations hold

only if the frequency fA is so close to f that frequency component at their differ-

ence, fA − f , can pass through a sharp LPF whose cut-off frequency is at 2.5 Hz.

x̃A(t) represents the calculated phase component of the related harmonic or interhar-

monic,whose frequency is closest to f for phase-A. The next step is to apply the back
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transformation 2.14 to 2.21 in order to obtain the time-domain representation of each

phase for frequency closest to f . Equations below introduce the overall procedure.

xA(t) = A sin(2πfAt+ φA)

xB(t) = B sin(2πfAt+ φA − 2π/3 + εB)

xC(t) = C sin(2πfAt+ φA + 2π/3 + εC)

(2.8)

First, the positive-sequence of d-component is obtained by applying the transforma-

tion matrix as shown in 2.9. Note that the power invariant version of the Park’s

transformation has been used to calculate all the components.

Then the positive-sequence of q-component is obtained as shown in equation 2.10.

The same method is applied in order to find the negative-sequences with a small

difference. This time the frequency under consideration is chosen to be negative as

can be seen in 2.11 and 2.12.

x+D(t) =

√
2

3
A sin(2πfAt+ φA) cos(2πft)

+

√
2

3
B sin(2πfAt+ φA − 2π/3 + εB) cos(2πft− 2π/3)

+

√
2

3
C sin(2πfAt+ φA + 2π/3 + εC) cos(2πft+ 2π/3)

x+D(t) =

√
2

3

A

2

{
sin(2π(fA + f)t+ φA) + sin(2π(fA − f)t+ φA)

}
+

√
2

3

B

2

{
sin(2π(fA + f)t+ φA − 4π/3 + εB) + sin(2π(fA − f)t+ φA + εB)

}
+

√
2

3

C

2

{
sin(2π(fA + f)t+ φA + 4π/3 + εC) + sin(2π(fA − f)t+ φA + εC)

}
xLP+
D (t) =

√
2

3

A

2
sin(2π(fA − f)t+ φA)

+

√
2

3

B

2
sin(2π(fA − f)t+ φA + εB)

+

√
2

3

C

2
sin(2π(fA − f)t+ φA + εC)

(2.9)
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x+Q(t) =

√
2

3
A sin(2πfAt+ φA)− sin(2πft)

+

√
2

3
B sin(2πfAt+ φA − 2π/3 + εB)− sin(2πft− 2π/3)
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√
2
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(2.10)
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+

√
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{
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(2.11)

32



x−Q(t) =
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(2.12)

Calculation of the zero component is fairly straightforward as in 2.13.

xO(t) =
1√
3
A sin(2πfAt+ φA)

+
1√
3
B sin(2πfAt+ φA − 2π/3 + εB)

+
1√
3
C sin(2πfAt+ φA + 2π/3 + εC)

xBPFO (t) =
1√
3
A sin(2πfAt+ φA)

+
1√
3
B sin(2πfAt+ φA − 2π/3 + εB)

+
1√
3
C sin(2πfAt+ φA + 2π/3 + εC)

(2.13)

The BPF in equation 2.13 is adjusted to filter out only the frequency of interest in

the computations which is f . Here fA is assumed to be very close to f . Positive

sequence phase-A current is obtained by multiplying the positive-sequence d- and q-
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components with the back transformation matrix (inverse Park’s transformation ma-

trix) as in 2.14. The details of the derivations can be followed from Equations 2.15,

2.16 and 2.17. Some cancellations are held in order to simplify the equations.

x̃+A(t) =

√
2

3

{
xLP+
D (t) cos(2πft)− xLP+

Q (t) sin(2πft)
}

(2.14)

x̃+A(t) =
1

2

√
2

3

√
2

3

{
A sin(2π(fA − f)t+ φA). cos(2πft)

+B sin(2π(fA − f)t+ φA + εB). cos(2πft)

+ C sin(2π(fA − f)t+ φA + εC). cos(2πft)

+ A cos(2π(fA − f)t+ φA). sin(2πft)

+B cos(2π(fA − f)t+ φA + εB). sin(2πft)

+ C cos(2π(fA − f)t+ φA + εC). sin(2πft)
}

(2.15)

x̃+A(t) =
1

6

{
A[sin(2πf.t+ φA) + sin(2π(fA − 2f)t+ φA)]

+B[sin(2πfAt+ φA + εB) + sin(2π(fA − 2f)t+ φA + εB)]

+ C[sin(2πfAt+ φA + εC) + sin(2π(fA − 2f)t+ φA + εC)]

+ A[sin(2πfAt+ φA)− sin(2π(fA − 2f)t+ φA)]

+B[sin(2πfAt+ φA + εB)− sin(2π(fA − 2f)t+ φA + εB)]

+ C[sin(2πfAt+ φA + εC)− sin(2π(fA − 2f)t+ φA + εC)]
}

(2.16)

x̃+A(t) =
1

3

{
A sin(2πfAt+ φA)

+B sin(2πfAt+ φA + εB)

+ C sin(2πfAt+ φA + εC)
} (2.17)

Now, the negative-sequence component of phase-A is calculated by applying the same

back transformation matrix. The equations are stated in equations 2.18, 2.19, 2.20 and

2.21.

x̃−A(t) =

√
2

3

{
xLP−D (t) cos(−2πft)− xLP−Q (t) sin(−2πft)

}
(2.18)
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x̃−A(t) =
1

2

√
2

3

√
2

3

{
A sin(2π(fA − f)t+ φA) cos(2πft)

+B sin(2π(fA − f)t+ φA − 4π/3 + εB) cos(2πft)

+ C sin(2π(fA − f)t+ φA + 4π/3 + εC) cos(2πft)

+ A cos(2π(fA − f)t+ φA) sin(2πft)

+B cos(2π(fA − f)t+ φA − 4π/3 + εB) sin(2πft)

+ C cos(2π(fA − f)t+ φA + 4π/3 + εC) sin(2πft)
}

(2.19)

x̃−A(t) =
1

6

{
A[sin(2πfAt+ φA) + sin(2π(fA − 2f)t+ φA)]

+B[sin(2πfAt+ φA − 4π/3 + εB) + sin(2π(fA − 2f)t+ φA − 4π/3 + εB)]

+ C[sin(2πfAt+ φA + 4π/3 + εC) + sin(2π(fA − 2f)t+ φA + 4π/3 + εC)]

+ A[sin(2πfAt+ φA)− sin(2π(fA − 2f)t+ φA)]

+B[sin(2πfAt+ φA − 4π/3 + εB)− sin(2π(fA − 2f)t+ φA − 4π/3 + εB)]

+ C[sin(2πfAt+ φA + 4π/3 + εC)− sin(2π(fA − 2f)t+ φA + 4π/3 + εC)]
}

(2.20)

x̃−A(t) =
1

3

{
A sin(2πfAt+ φA)

+B sin(2πfAt+ φA − 4π/3 + εB)

+ C sin(2πfAt+ φA + 4π/3 + εC)
} (2.21)

Calculation of the zero-sequence component of phase-A is again straightforward 2.22,

2.23. At the end, the zero-sequence component of respective phase is the 1/3 of the

summation of all three phases filtered with a bandpass filter whose cut-off frequency

is set according to the frequency component under consideration, f . Again fA is

assumed to be very close to f .

x̃oA(t) =
1

2

√
2

3

√
2

3

{
A sin(2πf̂At+ φA)

+B sin(2πf̂At+ φA − 2π/3 + εB)

+ C sin(2πf̂At+ φA + 2π/3 + εC)
} (2.22)
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x̃oA(t) =
1

3

{
A sin(2πfAt+ φA)

+B sin(2πfAt+ φA − 2π/3 + εB)

+ C sin(2πfAt+ φA + 2π/3 + εC)
} (2.23)

Last, the phase-A component of the respective harmonic or interharmonic is stated

as the summation of all these three components, the positive-sequence, the negative-

sequence and the zero-sequence respectively as in 2.24. The overall procedure is also

applicable to and true for all other phases.

x̃A(t) = x̃+A(t) + x̃−A(t) + x̃oA(t)

= A sin(2πfAt+ φA)
(2.24)

The above derivation is summarized as a novel block diagram shown in Figure 2.13.
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Figure 2.13: Online extraction of direct current and fundamental current components

for unbalanced systems (all positive-, negative- and zero-sequences) from the actual

three phase line current waveforms sampled at a rate of 25.6 kHz/channel in the field.
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CHAPTER 3

APPLICATION OF MSRF

Actual three-phase line current waveforms (iA(t), iB(t), iC(t)) recorded on the MV

side of the EAF transformer are shown in Figure 3.1 for a typical ten-cycle window

in the boring phase of the EAF (the worst operation condition). The asymmetrical

behavior of the waveform can be easily observed from this figure. The amplitudes

of the phase jump from 1000A to 3000A inside any two-cycle duration. The content

of the harmonics and interharmonics can also be observed from the deviation of the

waveforms from ideal sinusoidal waveform. Phases and frequencies are also different

at each cycle. This kind of waveform representing an AC EAF load is not uncommon

during the whole operation cycle (which is approximately 55 mins) and the same

characteristics is repeated at the other operational periods.

Figure 3.1: Actual line current waveforms recorded on the MV side of EAF trans-

former (ten-cycle window during the boring phase of the EAF).
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The frequency content of this 10-cycle waveform is given in Figure 3.2 with all

positive- and negative- sequence components. The amplitude of the positive-sequence

fundamental current component is considered as 100% and the rest of the magnitudes

are represented as percentages of the positive-sequence fundamental component. The

positive-sequence is represented by blue color in bar graph whereas the negative-

sequence is by red color. In addition to the important integer multiples of harmon-

ics, only the interharmonics around the fundamental and the second harmonic have

been shown in this graph. These interharmonic components need significant attention

since they are considerably high and also the main cause of flicker. This graph clearly

shows the severity of the analyzed current signal. The side bands of the fundamental

and the second harmonic are rich in interharmonic content and their amplitudes are

close to the integer harmonics.
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Figure 3.2: Frequency spectrum of 10-cycle current waveform obtained from Figure

3.1 by MSRF analysis in 5-Hz resolution.

In this chapter, a second order Butterworth type low pass filter whose cut-off fre-

quency is tuned to 2.5 Hz is used for the filtration of dq components. The frequency

response of this filter is shown in Figure 3.3. In order to verify the proposed algo-

rithm, discrete Fourier transform (DFT) has been utilized whose resolution is 5-Hz.

5-Hz resolution for the frequency axis corresponds to a 10-cycle window which in-

cludes 5120 samples for 50Hz waveform in 25.6 kHz sampling frequency. DFT pro-

duces only one value for the amplitude of each frequency component and one phase
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Figure 3.3: Frequency response of the second order Butterworth LPF whose cut-off

frequency is set to 2.5 Hz.

information belonging to the corresponding frequency. The variations in 5120 sam-

ple are represented only with these values. Therefore, it is reasonable to have some

mismatches because of this fact. In addition to this, DFT makes an optimization to

represent the actual waveform with the frequency resolution determined by the length

of the window. This means that even if the actual waveform does not consist of the

frequencies which are at multiples of the frequency resolution, the frequencies in-

side the waveform are represented by these frequencies. In other words, if the actual

waveform includes 48Hz, it will be represented by the nearby frequencies such as

50Hz, 45Hz, and etc. This is a drawback of the Fourier transform based algorithms.

Besides, the MSRF method gives the true values of each frequency searched in the

actual waveform. This means that if the frequency of the MSRF analysis is selected to

be f = 57Hz, and the actual waveform does not include 57Hz (i.e. fA 6= 57Hz), then

the MSRF result will give almost zero depending on the performance of the chosen

LPF. Hence, there can be again some discrepancies between FFT and MSRF results.

However, it will be observed from the results that they are in parallel to each other.
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3.1 Results of MSRF Analysis Applied on Some Important Harmonics and In-

terharmonics

Positive-sequence fundamental components (i+A1(t), i+B1(t), i+C1(t)), negative-sequence

fundamental components (i−A1(t), i−B1(t), i−C1(t)) and the total fundamental compo-

nents themselves (i+A1(t)+i−A1(t), i+B1(t)+i−B1(t), i+C1(t)+i−C1(t)) of the actual current

waveforms shown in Figure 3.1 obtained by MSRF analysis set are given in Figures

3.4a, 3.4b, 3.4c, respectively. For the same raw data set in Figure 3.1, positive-

sequence second harmonic components (i+A2(t), i+B2(t), i+C2(t)), negative-sequence

second harmonic components (i−A2(t), i−B2(t), i−C2(t)) and the total second harmonic

components (i+A2(t) + i−A2(t), i+B2(t) + i−B2(t), i+C2(t) + i−C2(t)) are also given in Fig-

ures 3.5a, 3.5b, and 3.5c, respectively. Asymmetrical characteristics of the total line

currents for each harmonic component and the contribution of the negative-sequence

components to these harmonics are apparent from Figures 3.4 and 3.5.

All integer harmonics up to the 50th and interharmonics with 5-Hz resolution upto

1.5kHz are determined from the field data for a typical tap-to-tap time (approximately

50 mins) by MSRF analysis. Note that by the proposed MSRF analysis, it is possi-

ble to obtain the frequency component of the current waveform at any rational fre-

quency value, not necessarily at a multiple of 5 Hz from zero to half of the sampling

frequency, however, only the interharmonics at multiples of 5 Hz with significantly

high amplitudes are considered to make the results comparable with the DFT results,

whose frequency resolution is 5 Hz as recommended in IEC Std. 61000-4-7 [35]. For

the prominent interharmonic current components (fiH= 5, 10, 15, 20, 25, 30, 35, 40,

45, 55, 60, 65, and 70 Hz) around the fundamental frequency (f1= 50 Hz), positive-

and negative-sequence components of these interharmonics are as given in Figures

3.6 and 3.7 over a typical tap-to-tap time. The RMS values of the 40, 45, 50, 55 and

60 Hz components have been given cycle-by-cyle in order to show the rapid ampli-

tude fluctuations, while 1-sec-averaged RMS values of the 5, 10, 15, 20, 25, 30, 35,

65, 70, 75, 80 and 85 Hz components have been given in order to show the pattern

clearer. In a similar way, some dominant interharmonics (fiH = 75, 80, 85, 90, 95,

and 105 Hz – significance of these harmonics and interharmonics for an EAF plant

had also been noted previously in [2]) around the second harmonic current component
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(a) Positive-sequence

(b) Negative-sequence

(c) Summation of positive- and negative-sequences for each phase.

Figure 3.4: Fundamental components of the line currents obtained from the actual

current waveforms given in Figure 3.1 by SRF analysis illustrated in Figure 2.10.
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(a) Positive-sequence

(b) Negative-sequence

(c) Summation of positive- and negative-sequences for each phase.

Figure 3.5: Second harmonic components of the line currents obtained from the actual

current waveforms given in Figure 3.1 by MSRF analysis illustrated in Figure 2.11.
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(f2= 100 Hz) are given in Figures 3.8 and 3.9.

(a) fiH=5 Hz

(b) fiH=10 Hz

(c) fiH=15 Hz
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(d) fiH=20 Hz

(e) fiH=25 Hz

(f) fiH=30 Hz
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(g) fiH=35 Hz

Figure 3.6: Positive-sequence (black colored) and negative-sequence (grey colored)

RMS current components of some interharmonics (1-sec-averaged RMS current cal-

culation over a tap-to-tap time).

In order to make a comparison between various interharmonics, harmonics and the

fundamental component, the results of the proposed MSRF analysis are summarized

in Table 3.1. In this table, averages of RMS values of the consequent cycles of each

frequency component for both positive- and negative-sequence components calcu-

lated over a typical tap-to-tap time are given for some interharmonics, harmonics

and the fundamental component. Similarly, the positive-sequence of the fundamen-

tal component has been taken as 100% and the rest of the components have been

computed as percentages of this value. A comparison between the cycle-by-cycle

computed positive- and negative- sequence components in Figures 3.7 and 3.9 and

the mean values computed by averaging them over the tap-to-tap time in Table 3.1

show that each interharmonic or harmonic current component may have much larger

one-cycle RMS value than its mean value, at any time. Therefore, fast tracking of

every harmonic and interharmonic is necessary in order to be able to compensate the

undesired components to an acceptable level. For example, 45Hz component has

jumped up to 600A-RMS when the fundamental positive-sequence component has

increased up to approximately 1800A-RMS as seen in Figure 3.7, which means that

45Hz has been increased up to 30% of the fundamental frequency component. How-

ever the mean value of 45Hz over a tap-to-tap time is calculated as only 4.86% of the
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(a) fiH=40 Hz

(b) fiH=45 Hz

(c) f1=50 Hz
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(d) fiH=55 Hz

(e) fiH=60 Hz

Figure 3.7: Positive-sequence (black colored) and negative-sequence (grey colored)

RMS current components of some interharmonics in comparison with the RMS of

the fundamental component (cycle-by-cycle RMS current calculation over a tap-to-

tap time).
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(a) fiH=65 Hz

(b) fiH=70 Hz

(c) f1=75 Hz
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(d) fiH=80 Hz

(e) fiH=85 Hz

Figure 3.8: Positive-sequence (black colored) and negative-sequence (grey colored)

RMS current components of some interharmonics (1-sec-averaged RMS current cal-

culation over a tap-to-tap time).
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(a) fiH=90 Hz

(b) fiH=95 Hz

(c) f2=100 Hz
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(d) fiH=105 Hz

Figure 3.9: Positive-sequence (black colored) and negative-sequence (grey colored)

RMS current components of some interharmonics in comparison with the RMS of the

second harmonic current component (cycle-by-cycle RMS current calculation over a

tap-to-tap time).

fundamental component as shown in Table 3.1.

3.2 Verification of MSRF Results by Comparing Them with DFT Results

The results of MSRF analysis will be verified by DFT analysis in this section. For this

purpose, line current components of harmonics (iAh(t), iBh(t), iCh(t) in Figure 2.11)

and interharmonics (iAiH(t), iBiH(t), iCiH(t) in Figure 2.12) are compared with cor-

responding harmonic and interharmonic components (IA(jw), IB(jw), and IC(jw))

obtained from DFT analysis based on 10-cycle DFT for the same raw data set col-

lected in the field. Figure 3.10 shows the computation of the frequency spectrum of

the three-phase EAF currents on 10-cycle DFT windows, sliding one-cycle at each

computation step. As shown in Figure 3.10, the raw data are resampled by spline in-

terpolation so that 5120 sample fit 10-cycle of the fundamental frequency exactly in

order to eliminate the spectral leakage effect of Fourier transform since 5120-sample

is a multiple of a power of two, Fast Fourier Transform (FFT) is used for DFT anal-

ysis. In order to talk about the spectral leakage effect briefly, first the FFT window
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Table 3.1: Interharmonics and harmonics in line current waveforms on MV side of
a sample AC EAF transformer (mean RMS values over a tap-to-tap time; positive-
sequence of the fundamental current is assumed to be 100%.

% Current

Frequency Positive- Negative-
Comments

(Hz) Sequence Sequence

5 0.68 0.66 low and comparable seqs.
10 1 0.98 low and comparable seqs.
15 1.26 1.21 low and comparable seqs.
20 1.52 1.39 low and comparable seqs.
25 1.76 1.49 low and comparable seqs.
30 2.11 1.67 comparable seqs.
35 2.59 1.93 comparable seqs.
40 3.45 2.36 prominent (+)ve seq.
45 4.86 2.96 prominent (+)ve seq.
50 100 15.61 dominant (+)ve seq.
55 4.79 3.09 prominent (+)ve seq.
60 3.24 2.31 prominent (+)ve seq.
65 2.24 1.71 comparable seqs.
70 1.66 1.31 low and comparable seqs.
75 1.28 1.01 low and comparable seqs.
80 1 0.8 low and comparable seqs.
85 0.79 0.64 low and comparable seqs.
90 0.7 0.62 low and comparable seqs.
95 0.69 0.63 low and comparable seqs.

100 0.85 0.81 low and comparable seqs.
105 0.67 0.61 low and comparable seqs.
150 1.51 2.3 prominent (-)ve seq.
200 0.36 0.42 low and comparable seqs.
250 1.21 1.73 low and comparable seqs.
300 0.21 0.21 very low and comparable seqs.
350 0.6 0.54 low and comparable seqs.
400 0.1 0.1 very low and comparable seqs.
450 0.19 0.19 very low and comparable seqs.
500 0.07 0.07 very low and comparable seqs.
550 0.14 0.13 very low and comparable seqs.
600 0.05 0.05 very low and comparable seqs.
650 0.08 0.08 very low and comparable seqs.
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should be taken care of. The multiplication of a signal composed of summation of

sinusoidals by a square waveform in time domain corresponds to the convolution of

pulses with a sinc function represented by sin(πf)
πf

in frequency domain. sinc function

has a sharp and narrow main lobe with fluctuating side lobes whose magnitude gets

smaller and smaller as the frequency increases and decreases frequency as can be seen

in Figure 3.11. In this figure, blue dots represent the ideal case when the window size

matches exactly with the integer number of cycles taken from the sampled signal. It

is obvious that the side lobes of the sinc function that belongs to the center frequency

does not effect the other samples taken at the different frequencies since they are

equal to zero. However, if the window size is greater or smaller than the number of

cycles that are wished to be analyzed, the samples coincide with the shifted version

of the sinc function which is shown by the red dots on the same figure. This time,

neither the gain of the sample at the center frequency is equal to one (is diminished

a little), nor the gain of the samples at the other frequencies will coincide with the

zero crossings of the side lobes. For this reason, the energy of the signal at the corner

frequency of the sinc function will be appeared as spread over the other frequencies.

This situation alters the result for each frequency and spectral leakage occurs.
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Figure 3.10: Computation of frequency spectrum of the three-phase EAF currents on

10-cycle FFT windows sliding one-cycle at each computation step.

Sample plots for the interharmonics around the fundamental frequency (5-, 10-, 15-,

10-, 25-, 30-, 35-, 40-, 45-, 55-, and 60-Hz) of phase-A currents are given in Figure

3.12. On the other hand, sample plots for the interharmonics around the second har-

monic frequency (65-, 70-, 75-, 80-, 85-, 90-, 95-, and 105-) of phase-A currents are

given in Figure 3.13. The data sets plotted in Figures 3.12 and 3.13 are 1-s-averaged

RMS values. These figures have shown that there is a very good correlation be-

tween the results of MSRF analysis and FFT analysis. The discrepancies between the
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Figure 3.11: Samples taken on an ideal sinc function and on its shifted version.

associated curves are attributed to the fact that results of the FFT analysis are the 1-s-

averaged RMS values of moving 10-cycle data windows while MSRF results are the

1-s-averaged values of cycle-by-cycle computed RMS values. The above compara-

tive study shows that MSRF analysis gives very accurate results for the instantaneous

magnitudes of the interharmonic and harmonic components of the AC EAF currents.

As can be understood from Figures 3.12 and 3.13, the crucible of the EAF is charged

three times during the sample tap-to-tap time given. After each charging period, the

EAF transformer is energized, thus causing flow of inrush currents in each MV line

whose frequency spectrum are very rich in DC, fundamental and the second harmonic

components. The inrush currents at the beginning of each charging period can be

observed from Figure 3.12j and Figure 3.13h. This phenomenon has been analyzed

in a previous study in detail in [2].

54



(a) fiH=5 Hz

(b) fiH=10 Hz

(c) f1=15 Hz
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(d) fiH=20 Hz

(e) fiH=25 Hz

(f) fiH=30 Hz
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(g) fiH=35 Hz

(h) fiH=40 Hz

(i) fiH=45 Hz
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(j) fiH=50 Hz

(k) fiH=55 Hz

(l) fiH=60 Hz

Figure 3.12: Comparison between the results of MSRF and FFT analyses for the

interharmonics around the fundamental component (1-s averaged RMS phase-A cur-

rents). 58



(a) fiH=65 Hz

(b) fiH=70 Hz

(c) f2=75 Hz
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(d) fiH=80 Hz

(e) fiH=85 Hz

(f) fiH=90 Hz
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(g) fiH=95 Hz

(h) fiH=100 Hz

(i) fiH=105 Hz

Figure 3.13: Comparison between the results of MSRF and FFT analyses for the

interharmonics around the second harmonic component (1-s averaged RMS phase-A

currents). 61
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CHAPTER 4

PROPOSED METHOD

The effectiveness of the MSRF analysis has been proven in Chapter 3. For offline

applications, the proposed method gives applicable and correct results. However,

real-time applications require some additional care to be effective for this kind of cur-

rent waveform which is highly fluctuating and rich in harmonic and interharmonic

content. Causal filters with insignificant delay in response time and at the same time

complex and repetitive calculations with small execution time which does not affect

the performance of the countermeasures shall be implemented in the frequency de-

composition analysis. In this thesis, these demanding features have been fulfilled with

two novel methods which will be described next.

The first challenge faced in real-time applications is that the delay between the in-

put and the output data which occurs due to the filters allocated inside the algorithm

should be kept as small as possible. Especially for this kind of operations where the

waveform under consideration changes so rapidly, this delay may cause totally dif-

ferent results than that is expected and the counteractions taken with respect to these

results may even cause amplification of the focused harmonics and/or interharmonics

instead of compensation. In a regular operation, this delay can go up to 10-cycles

which makes the method impractical since the waveform changes so rapidly in every

cycle as can be seen from Figure 3.1. The same duration of 10 cycles is also neces-

sary for an FFT window for 5-Hz resolution and the FFT algorithm is powerful and

fast to decompose the waveform into its spectral components. On the other hand, for

the MSRF method, the filter delay is directly proportional to the filtering performance

of the filter in most of the cases. In other words, the sharper the filter, the slower the
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response is and vice versa. When the delay is aimed to be minimized, the filtering per-

formance has to be sacrificed. In order to demonstrate this issue, the plot in Figure 4.1

has been generated for the second harmonic (f2 = 100Hz). The well-known moving

average filter performance is compared to that of the Butterworth filter by computing

second harmonic of the actual EAF current waveform by MSRF analysis. Moving

average filter is much-used in real time applications since it is easy to implement and

does not require samples from future. However, it can be easily observed from this

figure that the filtered waveform consists of many other harmonics which means that

moving average filter is ineffective when the waveform fluctuates too much.

Figure 4.1: Comparison of the second harmonics produced by MSRF with Butter-

worth filter and Moving average filter in 200ms.

In this thesis, Kalman filter has been proposed for filtering purposes in order to make

use of the prediction property of the Kalman filter. This property not only helps to

increase the response time of the filter, but also keeps the filtering performance high

compared to the similar low pass filters with the same delay time. Kalman filter has

been used in order to decompose the waveform into its frequency components at the

same time with any predetermined resolution. It is used as a substitute for the FFT

analysis with some advantages and disadvantages [13]. In this thesis, Kalman filter

has been used as a low pass filter with prediction capability in order to obtain the DC

components of the waveform after dqo transformation. That is to say, the low pass

filters used in Figures 2.10, 2.11 and 2.12 are replaced by Kalman filters.

MSRF analysis includes repetition of the transformation for each harmonic and/or
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interharmonic since the procedures in Figures 2.11 and 2.12 have been used with dif-

ferent respective rotational speeds. Besides, the transformation matrices consist of

some difficult calculations as trigonometric functions and matrix multiplications that

need hundreds of clock cycles. The data transfer can also take a majority of the avail-

able time if a great care for this job is not given. Especially for the operating system-

based implementations, one can easily say that the only drawback that prevents a fast

real-time operation is the time that takes during the data transfer. Therefore it is a

formidable job to finish extracting 300 harmonics in 40us-period, which is the time

between two samples of the waveform for the sampling rate of 25.6kHz. In this the-

sis, GPU-based hardware has been chosen to be responsible for the execution of the

proposed method. In real-time harmonic analysis, the decomposition method needs

to be completed before the next sample is taken, and the sampling frequency should

not be reduced in order to keep the resolution of the waveform high. For the sampling

frequency equal to 25.6 kHz as is the case in this thesis, the whole process including

the calculations and the data transfer has to be done in 40us-period.

4.1 Kalman Prediction Filter

One of the main application area of Kalman prediction filter is the target tracking sys-

tems since it gives fast and accurate results in the existence of noisy measurement data

due to the rough environment. The primary reason to have a successful performance

for this kind of application is the predictable movement of a physical target since the

direction and the speed of the target can not alter from a negative maximum value to

a positive maximum in two consecutive measurements. Same is true for the applica-

tion mentioned in this thesis. Even if the amplitudes of each cycle change abruptly,

the voltage and current waveforms need to track almost a sinusoidal waveform due

to the physical elements consisted in the electrical systems, such as inductors and

capacitors. If the sampling frequency is high enough, consecutive data give a sim-

ilar characteristics as the ones mentioned in the target tracking system. Therefore,

Kalman filter has been preferred to accomplish the tracking of the DC values in this

thesis.

The standard Kalman prediction filter has been used in order to obtain the DC com-
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ponent out of d− and q−component resulted from the transformation of the three

phase system into synchronously rotating reference frame. However, the purpose

of the Kalman filter has been modified slightly and benefited from the advantage of

its prediction capability. It is well-known that Kalman filter predicts the next state

and updates it with the upcoming measurement data. The measurement data is as-

sumed to be noisy and with the coefficients chosen beforehand to calculate the error

covariance, how much of the measured or calculated data should be taken into consid-

eration and how much should be counted as noise or error are determined. With this

knowledge in mind, Kalman filter modifies itself according to the reliability of the

measurement and calculated data. In short, if the measurements seem to be inconsis-

tent with the information provided before, Kalman filter evolves and starts not to take

the measurements into consideration much and it produces its results according to its

calculations. On the contrary, if the calculations give incoherent results, filter sticks

with the measurements and follow their footsteps. In this thesis, the DC value corre-

sponding to the harmonics and interharmonics is considered to be the measurement

noise and the prior DC value guess of the analyzed harmonic or interharmonic fre-

quency is provided approximately. By this way, the Kalman filter follows a DC value

by gently modifying its amplitude according to the measurements. The efficiency of

this method will be proven next. The superscript "−" demonstrates the priori estimate

notation. If this superscript does not exist then it is called posteriori estimate.

x̂−k = Ax̂−k−1 +Buk−1 + vk−1

P−k = APk−1A
T +Q

(4.1)

Kk = P−k H
T (HP−k H

T +R)−1

x̂k = x̂−k +Kk(zk −Hx̂−k )

Pk = (I −KkH)P−k

(4.2)

Regular Kalman filter time and measurement update equations can be stated as in 4.1

and 4.2 respectively. Here x is the state vector which is chosen to be 3-dimensional

in this thesis with each dimension representing position, speed and the acceleration

of the states respectively. A is the 3x3 dimensional matrix that shows the relation
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between current state and the previous one. B represents the relation between the

control input model and the state which is chosen to be zero in this case. The process

noise, v, is ignored in this thesis. The error covariance P is calculated by the state

transition matrix and the constant process noise covariance, Q, and later, it is updated

by the constant measurement noise covariance, R. The constant Q and R are the

predefined filter parameters that helps to determine the magnitude of the noise to be

expected. Lastly, K represents the Kalman gain and H shows the relation between

the measurement and the state.

The values of mentioned parameters used in this thesis are summarized in 4.3. The

values of the elements in matrix P are chosen as follows. First of all, the offline im-

plementation of the proposed method is achieved with a zero-phase low pass filter.

In this thesis, this is achieved by a Butterworth filter with 2.5 Hz cut-off frequency

and predefined filtfilt MATLAB function is used instead of filter function in or-

der to obtain zero-phase response. Note that filtfilt function filters the waveform

two-times, one of which is forward filtering and the other is the backward filtering to

compensate the phase-lag. Therefore, the same performance should not be expected

from these two functions. When the filtering performance is found to be satisfac-

tory, the square of the maximum error between the calculated dq-components and

their extracted DC values is measured from the plotted waveforms to find the initial

guess of the first component of error covariance matrix. In this case, the element at

p11 is chosen to be 3002 which means that the maximum difference between the dq-

components and their DC is 300 A. The second element of this matrix is chosen in

a similar way. This time, the maximum difference between the differentiated values

of the dq-components and the differentiated value of the DC-component is selected.

Therefore, the p22 value is chosen to be 10002 which shows the speed of the differ-

ence is maximum 1000 A/s. Lastly, the waveforms calculated to find the speed of

the dq-componets are differentiated for the second time in order to find the differ-

ence in acceleration rates. Therefore, the initial guess of the p33 value is chosen to be

1e82 which indicates the difference in acceleration is maximum 100 MA/s2. Noise

covariance, R is generally selected to be equal to the p11 component of the error co-

variance matrix, P . It should be considered that the noise covariance is not chosen to

be a strictly constant value. This value can be modified to the different environments
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during the process time in order to have an adaptive Kalman filter.

T = 1/25600

P =


3002 0 0

0 10002 0

0 0 1e82



A =


1 T T 2

2

0 1 T

0 0 1



B =


T 3

6

T 2

2

T


H =

[
1 0 0

]
R = 3002

Q =
1

T 2

(4.3)

The block diagram of the recursive Kalman filter implementation is shown in Figure

4.2. As an example, the calculated d-component of the fundamental frequency and its

Kalman filtered version has been shown in this figure. The response delay time and

the filtering capability of Kalman filter will be investigated later in detail, however

the tracking performance of the Kalman filter is clearly seen in this figure especially

in between 30-40s. Here, k stands for the data index where k− 1 is the previous data

in reference to the current time. For the first step of the overall process flow presented

in this figure, the estimates of the state and the error covariance are calculated by

the initial conditions. When the measurement is taken, the estimates are corrected,

and these corrected estimates are then used as the inputs of the next estimation stage.

If the noise covariances are selected as constants, then the error covariance and the

Kalman gain eventually converge to constant values. This is also the case in this

thesis. For example, with the parameters assigned as in 4.3, the final values of the P
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and K are reflected in 4.4.

P =


31 136 300

136 900 2640

300 2640 11630

 , K =


3.45e−4

0.0015

0.0033

 (4.4)

Previous state and 
error covariance at time step k-1 

( id[k-1], iq[k-1], idn[k-1], iqn[k-1],

Pd[k-1], Pq[k-1], Pdn[k-1], Pqn[k-1] )

Measurement at time step k 

( zd[k], zq[k], zdn[k], zqn[k] )

Id[k-1]
Id[k]

Time Update

Predict the next state and the 
error covariance at time step k

( id[k], iq[k], idn[k], iqn[k] 

Pd[k], Pq[k], Pdn[k], Pqn[k] )

Measurement Update

Compute the Kalman gain and, 
update the predicted state and 
error covariance at time step k

( Kd[k], Kq[k], Kdn[k], Kqn[k] 

id[k], iq[k], idn[k], iqn[k], 

Pd[k], Pq[k], Pdn[k], Pqn[k] )

Figure 4.2: Flowchart of Kalman measurement and time update algorithms applied

to positive- and negative-sequence components of all harmonics and interharmonics

(k denotes the sampling index, where time step is ∆t = tk − tk−1 = 40us).

In order to compare the performances of the Butterworth and the Kalman filter, Figure

4.3 has been created. The reason of choosing the Butterworth filter instead of filters

like Bessel, Chebyshev, elliptic, and etc. for comparisons is the fact that these dif-

ferent kind of low pass filters eventually have similar behaviors and the Butterworth

is found out to have the optimum characteristics among all for this kind of appli-
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cations. Meanwhile, the parameters of both filters are kept constant throughout the

entire thesis in order to keep the results comparable. Figure 4.3a shows the filtered

d-component of the positive-sequence fundamental frequency by Butterworth filter

and by Kalman filter. The close-up of 3s-period is also presented in this figure to

show the tracking performances in more details. It is apparent that the former cannot

track the variations quickly, on the other hand the latter can keep track of the even

local changes. As a reminder, the aim is to obtain the DC component of this parame-

ter. When taken into account of the extraction of the DC component in real-time, it is

tough to decide which variations are caused by the natural and nonrecurrent amplitude

fluctuations which are due to the modulation of the amplitude by another frequency.

In this kind of situations, the best practice is when course of the amplitude stays

higher than the previous state for a while, than the DC value needs to keep track of

this consistent amplitude. This concept can be seen from this figure and it is obvious

that the Butterworth filter is insufficient to follow the consistent changes. 4.3b is the

ms-level response delay comparison figure. The delay time of Kalman filter changes

according to the waveform characteristics. Course of the event starts to change at t1

instant and the Kalman filter responded to this change at t1k whereas the Butterworth

filter corresponded to the same event at t1B. There is a 12.5-times quicker response in

the former filter. The second sample case starts at t2 and the differences in response

time of these two filters go up to 25 times. There is one more thing to mention that

the filtering performances of both filters are not so different than each other. For the

same performance the Kalman filter response is proven to be much faster than the

Butterworth filter.

Lastly, Figure 4.4 shows the speed of the response of the Kalman filter to a sudden

change. The actual waveform belongs to the EAF transformer energization before 3rd

charging period. There is an abrupt increase in phase current and the reconstructed

phase current by the addition of all harmonics and interharmonics up to 1.5kHz in

5-Hz resolution could follow this jump without oscillation afterwards.
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)

(a) 40s response

(b) 0.4s response

Figure 4.3: Comparison of time delays in LPF blocks in Figures 2.10, 2.11, and 2.12

corresponding to Kalman- and Butterworth-filter. Subscripts K and B denote Kalman-

and Butterworth-filter, respectively.
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Figure 4.4: Response of the Kalman filter to a sudden jump.

4.2 GPU-based Implementation

MSRF algorithm is suitable to be executed in parallel during the computation of har-

monics and interharmonics since the calculations include repetition of the same pro-

cedure with a single input. There are some compatible hardware options that can

be used for this kind of application such as GPU, CPU, FPGA, and etc. They all

have some application specific superior performances over each other, however GPU

steps forward for MSRF algorithm and its utilization area. GPU is a popular hard-

ware among the image processing applications. However, power electronics area has

not taken the advantage of GPU very much. Therefore, it is novel to introduce this

hardware to implement the MSRF algorithm. There are several advantages of GPU

which recall the GPU to mind in the first place. With the technological advance, GPU

became more and more powerful with smaller size and price. Nowadays, GPU has

more computing power per its price than a similar performance FPGA and CPU. In

addition to this, GPU has effectively unlimited I/O channels comparing the FPGA

since the data transfer is managed by software and the limitation depends only on the

memory whereas the limitation depends on the number of physical I/Os in FPGA. On

the other hand, for micro-second-latency real-time applications, CPU lacks of preci-

sion in every execution time, since the timing of the interrupts are managed by the

operating system and the operating system puts all the interrupts in an order and al-

lows the one with the most critical mission for its survival. This condition can be

72



overcome by a real-time operating system, however it is cumbersome and expensive

for these kind of operations.

MRSF algorithm is implemented in three different GPU platforms as part of this work

which are NVIDIA’s Jetson TK1, NVIDIA’s Jetson TX1 and NVIDIA’s GeForce

GTX 970. The first two are the developer kits with CPU and GPU embedded in

one credit card size chip. The last one is a powerful graphic card connected to the slot

of the desktop computer motherboard. In this thesis, NVIDIA’s Jetson TX1 developer

kit has been used which occurred to be the optimum one in computing power, cost

and size among three of them. It has 256 CUDA cores that can be paralleled deliver-

ing over 1 teraflops of performance. NVIDIA developed an application programming

interface (API) named as Cuda. Cuda recognizes C-type programming language and

when interfacing with GPU for parallel processing, it has its own syntax. Cuda is a

user friendly and easy programming language, therefore it is suitable for developers.

4.2.1 Code Development and Optimization in CUDA

Code development in CUDA language is not a tough job to achieve. However, the

challenging part lies on the optimization of the generated code. It is advised to de-

velop the code by following the steps mentioned in Figure 4.5. It helps to decrease

the time consumed on the optimization period. Otherwise, it is easy to be caught up

between optimization and the code generation steps. Therefore, throughout this chap-

ter, the code snippets will be given as well as the optimization procedure benefited

from.

Figure 4.6 shows the code flowchart of the MSRF algorithm. The repetition of the

entire steps occurs for every upcoming data which is suitable for a real time operation.

The first step is responsible from the definition of all the variables used in CPU and

GPU memory. Once they are created, they are only modified and are not freed until

the lifetime of the execution. The sample codes are given in 4.1, one for CPU and

one for GPU. The d in front of the variable shows the variable is created on the

device which is in this case the GPU memory. The size of the vectors are chosen

as 300 which means that the algorithm will be applied to find 300 harmonics and

interharmonics with 5Hz resolution (which consists of the frequencies: 5, 10, 15, ...,
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Figure 4.5: Best practice of the design cycle for the application developers.

1500 Hz).

Code Snippet 4.1: First step of the MSRF algorithm mentioned in 4.6

float *ia_new = (float*)malloc(300*sizeof(float));

cudaMalloc((void**) &d_ia_new, sizeof(float)*300);

The second step is to execute the trigonometric functions beforehand once for all and

to form a look-up table in order to be used in transformation steps. Since the cal-

culation of these functions requires some time, it would be time consuming to find

them in every loop. For the same reason of step one, the time required to generate

this look-up table is excluded from the overall execution time calculations. The sam-

ple calculations is shown in 4.2. One cycle trigonometric function results for each

harmonic and interharmonic frequency are included in this table and since the largest

period (=200ms=5120 sample) belongs to the 5Hz, the vector consists of 300x5120

elements. For the rest of the frequencies, the values are repeated since they have

smaller periods than 5Hz.

Code Snippet 4.2: Second step of the MSRF algorithm mentioned in 4.6

for i=1:300

for k=1:5120

sinus[i*5120 + k]=sin(2*PI*(i+1)*5*k/25600);

...

end

end
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Figure 4.6: Generated code flowchart for MSRF algorithm implementation.
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There is a concept which is called the coalesced memory access as described in Figure

4.7. The most time consuming process in a program flow is the memory transactions.

When an access to an array element is required, a block of memory is called each

time. If the other threads uses elements of the array from this same memory block

at the same time, then there is no other memory transaction occurs which reduces

the execution time considerably. Otherwise, another block of memory is called, and

the time spent in the memory doubles for this operation. The worst case is to call a

different chunk of memory for each array element. In order to increase the coalescent

access to the memory, the places of the elements of the trigonometric function vector

is chosen carefully. For example, at each loop iteration for each data, the first 300

elements of vector named sinus is called because the elements that will be used to

calculate all the harmonics and interharmonics are located consecutively to the vector.

Figure 4.7: Coalesced memory access.

The look-up table is transferred to the GPU memory only once at the beginning

of the algorithm and used in every calculations. For the code optimization, es-

pecially for the equations carried on GPU, when the complexity of each mathe-

matical operation increases, the efficiency of the GPU cores drop resulting a con-

siderable increase in the execution time. In 4.3, a sample code snippet is shown.

cudaMemcpyHostToDevice means the memory transfer occurs from host (CPU)

to device (GPU). As mentioned before, the TX1 developer kit is an embedded plat-
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form which has a shared memory available for both CPU and GPU. Therefore, it takes

insignificant time to transfer a chunk of memory from CPU-to-GPU or vice versa.

Code Snippet 4.3: Third step of the MSRF algorithm mentioned in 4.6

cudaMalloc((void**) &d_sinus, sizeof(float)*5120*300);

cudaMemcpy(d_sinus, sinus, sizeof(float)*5120*300,

cudaMemcpyHostToDevice);

At the fourth and fifth steps, the proposed method explained in details in previous

chapters is applied to the data read to calculate the fundamental component and sub-

tract this result from the data read in order to obtain the plain harmonic and interhar-

monic content of the actual signal. Then the result is sent to the GPU memory in order

to parallel the decomposition of the harmonics and interharmonics. The only mem-

ory transfer from CPU to GPU repeated at every loop iteration occurs at this stage for

each three phase signal as shown in 4.4. As mentioned before, the less the time spent

on the memory transfer, the more efficient the code is. There is one more issue that

should be paid attention to that the choice of the variable types is important. Double

precision variables always consume much more time than single precision variables

and integers. In addition to this, there is limited amount of registers responsible from

the operations consisting of double precision numbers. Therefore, even if the number

of the arguments to be launched is small enough to be executed in parallel according

to the capacity of GPU, the operation may not always be initiated due to the lack of

registers. It would be a good practice to reduce the number of the double precision

variables even if it costs some more calculation steps to obtain the necessary accuracy.

Note that GPU is highly efficient especially in integer arithmetic operations.

Code Snippet 4.4: Fourth and fifth steps of the MSRF algorithm mentioned in 4.6

cudaMemcpy(d_iaharm, &ia_harm, sizeof(float),

cudaMemcpyHostToDevice);

In step six, the parallel operation is initiated by calling the kernel. The syntax of a

kernel is shown in 4.5. The <<<>>> Cuda language extension is used to launch

a kernel. The numbers between them indicates the grid and the block sizes. In the

first case, the grid size is chosen to be 4 which represents the positive- and negative-

sequence dq-components. On the other hand, the block size is set to 300 which shows
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that the decomposition algorithm is applied to find 300 different harmonics and in-

terharmonics. In this case, a total of 4x300 (=1200) kernel is launched in parallel.

For the second case, grid size, 6, represents the number of three phase positive- and

negative- sequence components. Block size is determined by the same reason men-

tioned above. This time, the total number of kernel launch becomes 6x300 (=1800).

When the threads are launched, there is no guarantee of which one to finish the as-

signed task first even if the tasks were exactly the same. The so called racecondition

is described in Figure 4.8. At every launch of the kernel, the order can change and

it is impossible to know or presume which thread will be executed when. For exam-

ple, assume that two distinct threads have two different assignments, one of which

decreases the value of a variable by one, and the other one increases the value of the

same variable by one. The resulting value of this variable will never be certain and

may change at every different kernel launch. However, there are some synchroniza-

tion functions to prevent this situation. In 4.5, it should be realized that there is an

expression between two kernel calls. The expression of cudaDeviceSynchronize()

is called between two kernels, so that one can be sure of that the tasks of the threads

launched with the above kernel are completed before the threads belonging to the next

kernel are launched. In other words, the GPU functions are serialized and the result

of the first function can be used as a variable of the second function. In this case

the computation of the positive- and negative-sequence of the dq-component must be

finished before the calculation of the positive- and negative-sequence of three phases

starts. There is one more function that serves to the same purpose which is called

__syncthreads(). The first one is called from the host, on the contrary this one is

called from the device. In this thesis, the synchronization function is called after the

calculation of positive- and negative-sequence dq-components, prediction of the state

variable and error covariance, and multiplication of the H matrix with the predicted

state variable.

Code Snippet 4.5: Sixth step of the MSRF algorithm mentioned in 4.6

HARMMain1<<<<4, 300>>>>(var1, var2, var3, ...);

cudaDeviceSynchronize();

HARMMain2<<<<6, 300>>>>( var1, var2, var3, ...);
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Figure 4.8: Race condition and synchronization techniques.

The last step includes the transfer of the calculated variables from GPU memory to

CPU memory. The code snippet is shown in 4.6. The syntax is similar with the one

in step 5. This time the reserved key word is cudaMemcpyHostToDevice since

the direction of the transfer has changed. After this stage, the results can be send

to the control systems of the advanced technology compensation systems or can be

observed on the screen in real time which is the case in this thesis.

Code Snippet 4.6: Last step of the MSRF algorithm mentioned in 4.6

cudaMemcpy(d_ia_harm, &ia_harm, sizeof(float),

cudaMemcpyHostToDevice);

4.2.2 Developed System on GPU Framework

Algorithms well-suited to GPU architecture are the ones that are data parallel and

throughput intensive. Since computer vision and video/image processing applications

are pixel-based, the algorithms possess these properties, thus being very well suited

to general purpose GPU (GPGPU) technology. In power electronics area, GPU does
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not gain so much attention, moreover it has never been utilized in the literature for the

applications similar to the one proposed in this thesis. However, due to the increase in

nonlinearity and the number of the power system loads, the waveform decomposition

algorithms become more complex and iterative which requires a massive computa-

tional power with parallel process capability. Therefore, the need for the hardwares

such as FPGAs and GPUs which are able to implement multiple and independent

tasks at the same time arises day by bay. The rest of this chapter will be focused on

MSRF analysis employed on a GPU framework for microsecond latency necessary

for real-time operations.

As mentioned earlier, in this thesis, a spectrum decomposition method is developed

by the NVIDIA Jetson TK1 Developer Kit to calculate all the harmonic and inter-

harmonic current waveforms which can be used as a reference signal for the control

systems of advanced technology compensation devices. The primary reason to em-

ploy this CPU/GPU embedded development kit instead of the traditional GPU com-

puting method is that, it is able to communicate directly with the analog-to-digital

converters, which in this case is the DAQ unit, through PCI Express. This results in

decreasing the overall computational time. Advantages of GPU over its competitors,

such as FPGA and CPU, can be summarized as follows:

• GPU is much cheaper than a high performance FPGA.

• It is easier to program in GPU comparing to FPGA since NVDIA gives a great

support of Cuda programming language.

• GPU has more computing power with unlimited input and output channels than

FPGA.

• GPU has more computing power in parallel than a CPU and has much better

real-time performance without requiring the use a real-time operating system.

Figure 4.9 illustrates the GPU-based system for real-time determination of AC EAF

interharmonics and harmonics. Voltage and current transformers are connected to

the inspected transformer substation in order to obtain three-phase analog voltage (in

the range of 100V) and current (in the range of 5V) waveform. These waveforms
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are then processed by the analog signal conditioning circuitry so that the voltage

range of the analog three phase signals become in the range suitable for the input

of the data acquisition (DAQ) unit. These signals are then sampled by the DAQ

unit at a rate of 25.6 kHz per input channel. This sampling frequency is enough to

identify the harmonic and interharmonic frequencies up to 12.8 kHz according to the

Nyquist theorem. By PCIe bus, the DAQ unit send the sampled data to the CPU/GPU

integrated hardware. GPU is capable of processing these sampled data with its 256

Cuda cores and give the resulting harmonic and interharmonic information with their

respective positive- and negative-sequence components at the same time.

Figure 4.10a shows the data flow and where the parallel process begins. Since the

first step before any of the harmonic and interharmonic component calculation, the

fundamental frequency component needs to be extracted from the actual signal, this

process is preferred to be executed in CPU where the cores are much more powerful

than the GPU cores. In Figure 4.10b, the execution times of these two steps are given.

In 40 µs available period which is due to the chosen sampling rate of the DAQ unit,

15 µs is spent by the CPU (the data transfer from CPU memory to the GPU mem-

ory and vice versa are also included inside this duration), whereas a total of 20 µs

is spent by the GPU to calculate 300 different harmonic and interharmonic current

components. The sample clock is given to be the reference for the initiation of the

iterative process. iA represents the samples of actual line current and iAn represents

the estimated harmonic current, in this case fundamental and second harmonic cur-

rent components are chosen as an example. The total execution time becomes 35 µs

which means taht there is still 5 µs left for the data transfer. Therefore, it can be con-

cluded that proposed algorithm executed in GPU framework is suitable for real-time

applications.

4.3 Results of the Overall System

In order to verify the results, all harmonics and interharmonics obtained by the pro-

posed algorithm with 5-Hz resolution up to 1.5 kHz are added up sample by sample

and compared with the actual current waveform. Figure 4.11 shows the comparison of

the actual and this reconstructed line current waveforms. It can be observed from this
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Figure 4.10: Implementation of MSRF.
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figure that the traction performance of the proposed method is very good especially

when the current amplitude variation is relatively small (this generally corresponds to

the three-phase current waveform behavior in melting period). In addition to this, the

reconstructed current waveform can still follow the actual current waveform shape in

boring period where the considerable variations in amplitude and the harmonic con-

tent can be observed frequently. As can be seen from Figures 4.12a and 4.12b, the

DFT results which belong to the RMS values of fundamental and second harmonic

components of the actual and the reconstructed waveforms match during a whole tap-

to-tap time. These results prove that, the proposed algorithm is not only able to find

the amplitudes of these harmonic and interharmonic current components, but also it

is successful in finding their respective phase angles.

One of the main purpose to develop this algorithm is to create a reference signal for

the control systems of the advanced technology compensation systems. In order to

simulate the behavior of an active power filter, 2nd harmonic subgroup (95Hz, 100Hz

and 105Hz) obtained with the MSRF analysis is subtracted from the actual current

waveform. The 10-cycle DFT results are given in Figures 4.13a, 4.13b and 4.13c.

These figures show an important result. The proposed method not only diminishes

the second harmonic and its subgroup, but it also does not amplify the interharmon-

ics around the extracted components. There can be observed a slight increase in

amplitudes of the nearby components. It is because the actual current waveform

includes interharmonic components with a frequency resolution smaller than 5Hz.

When some of them are extracted from the actual signal during this operation, the

representation of the nearby interharmonics with DFT decomposition in 5Hz resolu-

tion also changes. Depending on where the tail of the sync functions of the extracted

signals coincide with these nearby interharmonics, their amplitudes can increase and

decrease slightly. Figure 4.14 shows the actual current waveform in comparison with

the compensated waveform. It can be seen that the latter has a shape close to an ideal

sinusoidal waveform without losing the variations on its amplitude.

Figure 4.15 shows the actual RMS line current (black colored), RMS line current

after compensation with MSRF + Butterworth Filter (red colored) and RMS line cur-

rent after compensation with MSRF + Kalman Filter (blue colored) components of

some major harmonics for 2 minutes. The performance of the Kalman filter is su-
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(a) Boring period

(b) Melting period after second charge

(c) Melting period after third charge

Figure 4.11: Comparison of actual and reconstructed (all harmonics and interharmon-

ics with 5-Hz resolution are included up to 1.5kHz) line current sample waveforms.
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(a) 50Hz

(b) 100Hz

Figure 4.12: Comparison of FFT results of actual and reconstructed line current wave-

forms during a typical tap-to-tap time.
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(a) Boring phase

(b) Melting period after second charge

(c) Melting period after third charge

Figure 4.13: 10-cycle window FFT comparison of actual and 2nd harmonic subgroup

(obtained by MSRF analysis) subtracted actual line current waveforms.
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Figure 4.14: 10-cycle waveform of actual line current and filtered line current whose

harmonic and interharmonic components between 65Hz and 675Hz are eliminated.

perior than the performance of the Butterworth filter in every harmonics due to the

fast and accurate response of the Kalman filter. It should be noted that Butterworth

filter is sometimes responsible for the amplification of the related harmonic compo-

nent instead of eliminating it. The filtering performance of the Kalman filter is also

satisfactory when the amplitude of the respective harmonic components is very small.

The overall filtering performance of the proposed algorithm can be observed from

Figure 4.16. Only the subgroup harmonics of the fundamental frequency component

are left and everything else is subtracted from the actual current waveform. The DFT

results obtained from various periods in a tap-to-tap time show that the proposed

MSRF analysis is well suited for the real-time applications and should be combined

with fast response advance technology compensation devices.
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(a) fiH=100 Hz

(b) fiH=150 Hz

(c) f1=200 Hz
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(d) fiH=250 Hz

(e) fiH=300 Hz

(f) fiH=350 Hz
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(g) fiH=400 Hz

(h) fiH=450 Hz

(i) fiH=500 Hz

Figure 4.15: RMS line current components of some major harmonics during 2 min-

utes.
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50-Hz component: 
1167 A

Actual line current components

Line current components after filtering all harmonics and 
interharmonics except the fundamental component subgroup

(a) Boring period

50-Hz component: 
1437 A

Actual line current components

Line current components after filtering all harmonics and 
interharmonics except the fundamental component subgroup

(b) Meltdown period

Figure 4.16: Comparison of FFT results of actual and compensated line current wave-

forms whose all harmonic and interharmonic components except the fundamental

component subgroup are eliminated.
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CHAPTER 5

DISCUSSIONS AND CONCLUSIONS

An AC EAF installation can be considered as a rapidly fluctuating balanced but asym-

metrical load on the power system. Real-time characterization of interharmonic and

harmonic EAF currents including the fundamental component is achieved by multiple

synchronous reference frame (MSRF) analysis in this thesis. By the proposed MSRF

analysis framework, positive and negative sequence components of all interharmon-

ics and harmonics can be determined fast by using a parallel computing hardware.

Various field measurements and the results reported in the literature show that con-

ventional reactive power compensation and harmonic filtering systems such as TCR-

based SVCs and passive shunt harmonic filter banks tuned to the characteristic and

the uncharacteristic power system harmonics are not satisfactory in reducing the in-

terharmonics, lower order harmonics, and hence flicker to values below the planning

and compatibility levels indicated in the standards. Advanced technology systems

such as active power filters, STATCOMs with and without energy storage elements

in their DC links, unified power flow controllers, and etc. are needed to mitigate PQ

problems of AC arc furnace installations. MSRF analysis presented in the thesis can

provide rapid and accurate information about all positive- and negative-sequence in-

terharmonic and harmonic current components for the advanced technology systems

to generate reference currents [3].

Second harmonic and its subgroup is the most problematic harmonic to be identified

in real time. Since it is the frequency close to the fundamental frequency, the ex-

traction of the fundamental frequency component which has comparably very high

amplitude can cause misdetection of the second harmonic content if the filtration is
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not so satisfactory to eliminate the effects of the fundamental component. In addi-

tion to this, the amplitudes of the second harmonic and its subgroup are comparable

and change so rapidly in one cycle. Conventional second harmonic filters are able to

filter the second harmonic somewhat however they also cause amplification of the in-

terharmonics around the second harmonic and the fundamental, and hence increases

the flicker level considerably. In [2], a modified C-type second harmonic filter is

proposed in order to prevent this amplification, however it could not offer a solution

to filter the second harmonics effectively. In this thesis, it is shown that the second

harmonic is no longer a problem to identify among a waveform rich in harmonic and

interharmonic content with the proposed method.

	

Zero-cross 
detection

Split data 
(10-cycles)

t0 and tf of 
10-cycle window

vAn(t) or vAB(t)
fs = 25.6 kHz

BPF
fL=25Hz
fH=75 Hz

Compute f1
(1 sec 

average)
f1

fs : sampling frequency
fc : cut-off frequency
f1 : fundamental frequency
t0 : initial time
tf : final time

Figure 5.1: Detection of the power system fundamental frequency to update the

speeds of the rotating reference frames in Figures 2.10, 2.11 and 2.12 (f1 is the fun-

damental frequency of the power system).

MSRF analysis is very sensitive to the variations in the grid frequency. If the varia-

tions are considerable such as 50±0.5 Hz during the application of the MSRF analy-

sis, the fundamental frequency should be continuously detected and hence the speeds

of the rotating reference frames should be updated by using the algorithm illustrated

in Figure 5.1. However, in this thesis supply frequency is assumed to be constant at 50

Hz, because the interconnected system of Turkey is operating connected to the world’s

largest electricity system of European Network of Transmission System Operators for

Electricity (ENTSO-E), thereby frequency variations are very low (50±0.02 Hz). If

the connection was not managed, the variation of the grid frequency would be the one

shown in Figure 5.2.
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Figure 5.2: Frequency variation of power system for one hour before the interconnec-

tion.

5.1 Possible Application Areas

Since online application of MSRF analysis described in this paper can give accurate

information on the magnitudes and phases of positive-sequence, negative-sequence

and total phase currents of all interharmonic and harmonic components in the MV

lines of the AC EAF transformer, it can be used in the generation of reference current

signals for the controllers of advanced-technology systems which can be connected

to the MV side of the EAF transformer to compensate for the reactive power and/or to

suppress voltage flicker and some selected interharmonics/harmonics. Some of these

applications may be listed as follows as in [3]:

a Since positive- and negative-sequence components of all interharmonics and har-

monics can be simultaneously resolved by using the sampled line current and

voltage data, MSRF analysis permits the design and development of two sepa-

rate and independent advanced technology systems such as active power filters,

STATCOMs, flicker compensation systems, etc, one for the positive-sequence and

the other for the negative-sequence current components. Each system will operate

as a balanced and symmetrical system, thus providing ease in design, control and

operation, and reduced initial cost. Otherwise, a more complicated and costly con-

ditioning system with the ability of having independent and asymmetrical control
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of the three phases would be required.

b A low or medium size shunt active power filter can be designed and connected to

the MV side of the EAF transformer via a coupling transformer to eliminate second

harmonic subgroup, I2sg, (root of the sum of the squares of 95-, 100-, and 105-Hz

current components). By considering the time spent for the extraction of the DC,

the fundamental, and the second harmonic current components from the actual cur-

rent waveforms, the reference current signals are said to be applied to the APF with

a delay of 20ms. In order to determine the effects of time delay on the performance

of APF, a cloud diagram is developed in which IA2(REF )(t+ 20×10−3) signals are

plotted against IA2(REF )(t) in Figure 5.3. Persistency results in Figure 5.3 show

that magnitudes of second harmonic subgroup are not changing too rapidly, espe-

cially when the RMS value of the second harmonic current is considerably high,

thereby the MSRF analysis can give quite satisfactory results in suppressing sec-

ond subgroup harmonics. Similar conclusion can be drawn also for the phases of

second subgroup harmonic signals.

Figure 5.3: Persistency test results of second harmonic subgroup in phase-A.

c Short term values of voltage flicker (Pst) at the PCC have been calculated for a typ-

ical tap-to-tap time using the current data in the MV lines of the EAF transformer

and the method described in [64]. It is assumed here that, the utility grid is an

infinite bus and there are no other flicker sources supplied from 154 kV and 34.5

kV busses in Figure 2.4. These flicker computations will give us only the flicker
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contributions of the AC EAF installation and some countermeasures for the fol-

lowing cases; (i) there is no reactive power compensation or harmonic filtering, (ii)

reactive current components at fundamental frequency are fully compensated, (iii)

compensation is achieved according to the instantaneous-p-q theory [65, 66], (iv)

interharmonics and harmonics are all eliminated, (v) interharmonics, harmonics,

and reactive current at supply frequency are all eliminated (EAF installation draws

only the active current component at fundamental frequency from the 34.5 kV bus).

Pst variations in Figure 5.4 show that, a) case (ii) makes marginal contribution, and

b) cases (iii) and (iv) make significant contributions in reducing Pst values. The

flicker variation curve in Figure 5.4 for case (v) shows that Pst values exceed the

planning level of 0.9 [54] from time to time after eliminating reactive current com-

ponent at the fundamental frequency at all interharmonics and harmonics even for

an infinite 154 kV bus in Figure 2.4 and in the absence of any other flicker sources.

It can therefore be concluded that in order to keep Pst values below the planning

level during the tap-to-tap time of the EAF, an advanced energy storage system

should be installed in parallel with the MV side of the EAF transformer. For all

other cases, especially for multi-furnace operation, it is not possible to comply with

neither planning level nor the compatibility level for Pst [54].
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Figure 5.4: Pst variations at 34.5 kV bus over a typical tap-to-tap time for case studies,

i) there is no reactive power compensation or harmonic filtering, ii) reactive current

components at fundamental frequency are fully compensated, iii) compensation is

achieved according to the instantaneous-p-q theory, iv)interharmonics and harmonics

are all eliminated, v) interharmonics, harmonics, and reactive current at supply fre-

quency are all eliminated (EAF installation draws only the active current component

at fundamental frequency from the 34.5 kV bus).
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Nationality: Turkish (TC)

Date and Place of Birth: 01.01.1983, İskenderun
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July 2007 - March 2013 TUBITAK - UZAY Researcher

107



PUBLICATIONS

Journal

[1] E. Uz-Logoglu, O. Salor, and M. Ermis, “Online characterization of interhar-

monics and harmonics of AC electric arc furnaces by multiple synchronous refer-

ence frame analysis”, Industry Applications, IEEE Transactions on, 52(3):2673-2683,

2016.

Proceedings
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