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ABSTRACT

A MULTI-OBJECTIVE RECOMMENDATION SYSTEM

Ozsoy, Makbule Giilgin
Ph.D., Department of Computer Engineering
Supervisor : Prof. Dr. Faruk Polat
Co-Supervisor : Prof. Dr. Reda Alhajj

June 2016, [198] pages

Recommendation systems suggest items to the user by estimating their preferences.
Most of the recommendation systems are based on single criterion, such that they
evaluate items based on overall rating. In order to give more accurate recommenda-
tions, a recommendation system can take advantage of considering multiple criteria.
Beside combining multiple criteria from a single data source, multiple criteria from
multiple data sources can be combined. Recommendation methods can also be used
in various application domains involving big data such as marketing, biology, chem-
istry. In this thesis, four applications are studied: 1) use of multiple criteria from
a single source to make recommendations, 2) use of multiple criteria from multi-
ple sources to make recommendations, 3) use of recommendation methods to predict
gene regularity networks and 4) use of recommendation methods to identify new indi-
cators for known drugs. Firstly, we propose a new multi-objective optimization based
recommendation method that combines multiple criteria, namely past preferences of
users, hometown of users, friendship relation among users, check-in time informa-
tion. We expanded this method by inferring home/center location of users in terms
of longitude-latitude pairs, by making dynamic recommendations based on temporal
preferences of users and by clustering users by their hometown and friendship rela-
tions. These methods are evaluated on a Foursquare check-in dataset. Secondly, we
combine information collected from multiple different social networks to create inte-
grated models of individuals and to make recommendations to them. To our knowl-



edge, this is the first work aiming to use information from multiple social networks
in recommendation process by modeling the users. For this purpose, we collect and
anonymize two data-sets that contain information from BlogCatalog, Twitter, Flickr,
Facebook, YouTube and LastFm web-sites. We implement several different types of
recommendation methodologies to observe their performance while using single or
multiple features from a single source or multiple sources. Thirdly, observing the
common features of recommendation systems and gene regularity networks (GRNs),
we use the proposed multi-objective optimization based recommendation method to
predict the gene relationships; such that which genes regulates the others. Lastly, we
adapt the proposed recommendation method to identify new indications for known
drugs, i.e. drug repositioning.

Keywords: Recommendation systems, Multi-objective optimization, Multi-source
data, Gene regularity networks, Drug re-positioning
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COK AMACLI ONERI SISTEMI

Ozsoy, Makbule Giilgin
Doktora, Bilgisayar Miihendisligi Boliimii
Tez Yoneticisi : Prof. Dr. Faruk Polat
Ortak Tez Yoneticisi : Prof. Dr. Reda Alhajj

Haziran 2016 , [198] sayfa

Oneri sistemleri, kullanicilarin tercihlerini tahmin ederek onlara yeni iirlinler 6nerir-
ler. Oneri sistemlerinin ¢ogu hesaplamalarinda tek bir ol¢iit; kullanicinin iiriine ver-
digi puan; kullanir. Daha dogru 6neriler vermek i¢in 6neri sistemleri birden fazla
Olciitii bir arada kullanabilirler. Tek bir kaynaktan elde edilen birden fazla 6l¢iitii kul-
lanilmasinin yaninda, birden ¢ok kaynaktan elde edilen birden ¢ok oOlgiitiin bir arada
kullanilmas1 da miimkiindiir. Ayrica, Oneri sistemleri metotlar farkli bilim dallarinin;
biyoloji, kimya gibi; ilgilendigi cok fazla veri iceren uygulama alanlarinda da kulla-
nilabilir. Bu tezde, genel olarak dort alanda ¢calismalar yapilmugtir: 1) Tek veri kayna-
gindan elde edilen birden c¢ok ol¢iitiin 6neri sistemlerinde kullanilmasi, 2) birden ¢ok
veri kaynagindan elde edilen birden ¢ok Ol¢iitiin Oneri sistemlerinde kullanilmasi, 3)
gen diizenleyici ag yapilarinin tahmin edilmesinde Oneri sistemlerinin kullanilmasi ve
4) ila¢ yeniden konumlandirilmasi amaciyla neri sistemlerinin kullanilmast. Ilk ola-
rak birden ¢ok olgiitii; kullanicilarin 6nceki kayitlari (check-in), konumlari, arkadas-
lik iligkileri, check-in zaman bilgisi; bir arada kullanabilen ¢ok hedefli optimizasyon
yapabilen bir 6neri sistemi metodu tasarlanmistir. Kullanicilarin konumunu enlem-
boylam degerlerini bularak, kullanicilarin zaman tercihlerine gore dinamik Oneriler
tretilerek ve kullanicilar1 konum ve arkadaglik iligkilerine gore gruplayarak tasar-
lanan bu metot iyilestirilmistir. Degerlendirme i¢in bir Foursquare kayit (check-in)
veri-seti kullamlmustir. Ikinci olarak, birden cok sosyal agdan toplanan birden ¢ok
oOlciit biitiinlestirilerek model olusturulmus ve bu model kullanicilara 6neri sunmak
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amaciyla kullanilmigtir. Bildigimiz kadariyla bu calisma birden ¢ok kaynaktan elde
edilen verilerin kullanicilar1 modelleyen ve oneri sistemlerinde kullanan ilk yontem-
dir. Bu amacla, BlogCatalog, Twitter, Flickr, Facebook, YouTube ve LastFm internet
sitelerinden veriler toplanarak anonimlestirilmis ve toplanan verilerle iki ayr1 veri
seti olusturulmustur. Bir veya daha ¢ok kaynaktan toplanmuis, bir veya daha cok ol-
ciitii kullanan bircok farkli oneri sistemi metodu uygulanmig ve olusturulan veri seti
iizerinde degerlendirilmistir. Uglincii olarak oneri sistemleri ile gen diizenleyici ag
yapilarinin benzerligi gézlemlenerek, bu tezde onerilmis olan dneri sistemi yontemi
genler arasi iligkilerin, hangi genin diger geni yonettigi gibi, tahmin edilmesi ama-
cryla kullanilmigtir. Son olarak bu tezde 6nerilmis olan Oneri sistemi yontemi bilinen
ilaglarin yeni endikasyonlarinin bulunmasi amaciyla uyarlanmstr.

Anahtar Kelimeler: Oneri sistemleri, Cok Amacli Optimizasyon, Cok Kaynakl1 Veri,
Gen Diizenleyici Aglar, Ila¢c Yeniden Konumlandirma
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CHAPTER 1

INTRODUCTION

In this chapter, the problem definition and motivation and the organization of this

thesis are presented in Sections[I.1]and respectively.

1.1 Problem Definition and Motivation

Many people share their opinions, comments and ratings using several different web-
based social network platforms, such as social networks (Twitter, Facebook etc.) and
location based social networks (Foursquare, Facebook Places etc.). These platforms
have many active users who provide data, e.g. check-ins, friendship, and ratings. Up
to the end of March 2016, Twitter reached 310 million monthly active users and 1
billion unique visits per day [126], Foursquare reached more than 50 million users
and 8 billion check-ins [29] and Facebook reached 1.09 billion daily active users on
average [28]]. Such data are used in many problem domains, such as event detection,
traffic forecasting, urban planning, disease spread and recommendation([110, 101,

134]).

One of the problem domains that can benefit from the data provided by the (location
based) social networks is recommendation systems. Recommendation systems esti-
mate the users’ future preferences based on their historical information. In general,
the traditional recommendation systems do not use all the criteria provided by the
social networks but are based on a single criterion, namely the overall rating. How-
ever, a user may consider more than one criteria while deciding to use an item [2].

In order to give more accurate recommendations, a recommendation system can take

1



advantage of considering multiple criteria. Location based social networks (LBSNs)
are one of the resources that provide many features/criteria at once. In this thesis, we
aim to use LBSNs as a source to reach multiple criteria and to combine these criteria

with the recommendation purpose.

Recommendation Methods Applications Expansions
N s
Multi-Objective Multi-Objective Recommendation Inference of
Recommendation System using LBSN data Home /Center Location
& (Check-ins, Hometown,

Friendship, Influence, Time)

Collaborative Filtering — Dynamic Temporal
Gene Repulatory Preference

Metwork Structure

Inference
N 000/

-,
Clustering by Hometown

or by Friendship

Hybrid Recommendation

Drug Repositioning

Figure 1.1: General design of the methods and applications used in this thesis

In Figure[I.T] the general design of the methods and applications used in this thesis
are shown. In this thesis, we propose a multi-objective recommendation system. The
proposed system is used for making recommendations using multiple criteria col-
lected from a LBSN. The recommendation method is further expanded by inferring
home/center of users, making dynamic recommendations based on users’ temporal
preferences and clustering users. The proposed system is also used in bioinformat-
ics and biochemistry domains to infer structure of gene regulatory networks and to

identify new indications of known drugs; drug re-positioning.

LBSNs give their users the opportunity to share their current locations via check-ins,
to share their comments on venues (e.g., restaurants, cafes), to connect to their friends,
and to share personal information such as gender or home-town. With the help of
LBSNs, it is possible to embed location, social networks, time information and dy-
namic preferences of users into recommendation systems. In this thesis, we proposed
a new multi-objective optimization based recommendation method, which combines
all these features. We expand the proposed method by inferring home/center location

of users and recommending venues in a predefined radius, by using temporal infor-
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mation and making dynamic recommendations based on user temporal preference, by
clustering users by their hometown or friendship. We also implemented user-based

hybridization technique to compare the proposed method.

As already expressed, many different web-based platforms; e.g. social networks, re-
view web-sites, e-commerce web-sites; use recommendation services to serve their
users. For instance, IMDB is a movie review web-site that has a service named as
“Recommended for you” which gives movie recommendation to its registered users.
LinkedlIn is a social-networking site for professionals and has a service named “Jobs
You May Be Interested In” to suggest jobs to members based on their profiles. Most
of these platforms use the information existing in their web-site only to model their
“user’s [77]. However, they may miss some information about the “person” who
is using their services. People tend to use different web-platforms for different pur-
poses. For example, even though both LinkedIn and Facebook are social networking
platforms, people use mostly LinkedIn for professional connections and Facebook for
personal connections [92]. Thus, combining information from various platforms can
help in modeling users better [140]]. In this thesis, we combined information collected
from multiple different social networks to create integrated model of users and to give
recommendations. For this purpose, we collected and anonymized two specific data-
sets that contain information from BlogCatalog, Twitter, Flickr, Facebook, YouTube

and LastFm web-sites.

Besides the web-based platforms, recommendation methods can be used by different
applications related to different branches of science. Gene regulatory network (GRN)
inference, from biology, is one of these applications. GRNs are biological networks
in which the nodes represent genes, proteins, metabolites and other biological com-
ponents and edges show the interactions among them. In the literature it is stated
that GRNs have the following features: sparseness, scale-free topology, modularity
and structurality of inferred networks [46]. These features are similar to features of
the recommendation systems. For example, both of GRNs and recommendation sys-
tems are sparse and have a topology that usually follows power distribution function
([136} 134, [7]). Observing the similarities, we applied our proposed recommendation

method to infer the structure of GRNS.



Another application area that recommendation methods can be applied is drug repo-
sitioning. Drug repositioning is the process of identifying new indications for known
drugs [69]. It can be used to overcome problems associated with traditional drug dis-
covery by adapting existing drugs to treat newly discovered diseases. Thus, it may
reduce the risks, cost and required time to identify and verify new drugs. With the
advancements in technology, researchers can reach different types of biological data
and complex networks composed of different types of interactions among biological
components [38]]. Using these data sources, many different computational method-
ologies can be used to predict possible new use-cases for drugs. For this purpose, we

adapted our proposed recommendation method to drug re-positioning problem.

1.2 Organization of the Thesis

The rest of this thesis is organized as follows:

In Chapter [2} the literature review on several different aspects of recommendation
systems are presented. In this chapter, social network aware, temporal information
aware, multi-objective optimization based, clustering based and hybrid recommenda-
tion systems are reviewed. Furthermore, systems that infer users’ locations, integrate

data from multiple social networks and infer gene regularity networks are detailed.

In Chapter [3] the proposed multi-objective optimization based method is explained.
The proposed recommendation method is used to give point of interest (POI) recom-
mendations by combining historical preferences of the users, the friendship relation-
ship among them and explicitly shared home-town information provided by the users.
Different expansions to the proposed method are also introduced. The first expansion
infers the home/center location of users and uses it in recommendation process. The
second expansion considers the time of check-in information and the temporal pref-
erence of user. The third expansion adds a clustering step as a pre-processing step
to the proposed recommendation method. Lastly, a user-based hybridization method
is implemented for comparison. Finally, the experimental evaluation of the proposed

method and its expansions are presented.

In Chapter 4], we explain the process of collecting data from multiple sources and
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integrating them for recommendation purpose. After creating the related data-sets,
we used the proposed multi-objective optimization based recommendation method. In
this chapter, the experimental set-up and the results of using integrated data collected

from multiple data sources are presented.

In Chapter [5] information on how the proposed recommendation method is used for
an application in biology, namely to infer the structure of gene regularity networks
(GRNs). In this chapter, the experimental set-up and the results for GRN structure

inference problem are presented.

In Chapter [6] we describe how we employ our recommendation method to solve the
problem of identifying new indications for known drugs (drug re-positioning). The

experimental evaluation results are reported.

In Chapter[7] the thesis is concluded and the future research directions are stated.






CHAPTER 2

RELATED WORK

The goal of recommendation systems is suggesting a user the items that might be
of interest for him/her [89]. The most common form of giving recommendation is
estimating preference for unseen items and choosing the ones with the highest esti-
mation values [124]. In the literature there are three basic approaches to make rec-
ommendations, namely content based, collaborative filtering and hybrid approaches.
While content based approach uses item similarity to make recommendations, collab-
orative filtering approach uses past preferences of the users to decide which item to
recommend. Hybrid methods basically combines previous two approaches to make

recommendations.

The data to be processed by a recommendation system has basically three elements,
which are user, item and rating. In most of the algorithms, these elements are repre-
sented by a matrix or a graph. Traditional recommendation systems consider neither
location nor social networks nor time information. Today many applications, such as
LBSNs, provide these pieces of information to the researchers. The data collected
from LBSNs provide not only information on locations the users visited, but also the
users’ preferences and habits [6]]. With the help of LBSNS, e.g. Foursquare, Facebook
Places, it is possible to embed location, social network and temporal information into
recommendation systems. Besides, these applications provide information on users’
profiles, such as gender, age and home-town. One problem of home-town information
provided by the social networks is that their granularity is not well-defined. Most of
the location information is given in terms of city, state or country level. In order to

give better recommendations, there is a need for fine-tuned location information.



Recently, methods in the literature started to consider multiple criteria instead of a
single criterion to increase the accuracy performance. Also, hybrid recommendation
approaches can be used to combine results of multiple single criterion based recom-
mendation methods and give better recommendations. Besides, there are some works
in the literature that attack the scalability issue of the recommendation systems by
applying clustering techniques. Another set of methods aims to use other information
provided by the social networks, such as users’ gender, age and home-town. Another
trend that can be used for better recommendations is to model users’ interests on other
domains and use that in the target domain; this is known as cross-domain recommen-
dations. Most cross-domain recommendation methods described in the literature are
based on item matches. Alternatively, mapping identities across domains can be use-
ful to figure out how users behave in different domains and use this information in
making recommendation. Another idea which is recently introduced to the literature
is to use recommendation methods in bioinformatics domain. It is observed that gene
regularity networks (GRNSs) have similar features that most recommendation systems
have, such as sparsity and scalefreeness. Also, recommendation methods can be used

to identify new indications for known drugs, which is known as drug re-positioning.

In Sections and information on location, social network and time aware
recommendation systems are explained, respectively. In Section [2.4] information on
multi-objective recommendation systems is given. In Section[2.5] information on hy-
brid recommendation systems is given. In this section, we give general information
on hybrid recommendation systems, without focusing on location, social network or
time aware methods. Afterwards in Section [2.6] the recommendation systems that
uses clustering techniques are explored. In Section[2.7] information on related works
that aim to infer user locations from the data collected from on-line social networks
and use it with recommendation purpose is given. In Section[2.8] information on the
literature which focus on using information from multiple domains, e.g. social net-
works, is given. In Section 2.9 related work about gene regularity network inference,
which is proposed to be one of the application domains of recommendation systems,
is presented. Lastly, in Section [2.10} related work about drug re-positioning which is

another application domain for recommendation methods, is presented.



2.1 Location Aware Recommendation Systems

Analysis show that users from a spatial region prefer different items than users in an-
other region (preference locality) and users prefer location based items (e.g. restau-
rants) which are in limited/shorter distance (travel locality) [67]. These findings
reveal that recommendation systems should consider spatial information such that
recommendations should be given by users who are living in the same region and

recommended items should be close to the target user.

LARS [67] is a framework that produce location-aware recommendations. The au-
thors introduce three types of settings which are using user location information only,
using item location information only and using both user and item locations. For the
first setting, they perform user partitioning using an adaptive pyramid structure. For
the second setting, they use travel penalty and avoid recommending distant items. For
the last setting, the previous two approaches are combined together to make recom-
mendations. Also in LARS* [[113], the proposed methods are improved for better

scalability and efficiency.

[100] propose a map-based recommendation system that collects context information,
location, time, weather and user request. Using these features, they model user pref-
erences by Bayesian network, and inferred the most appropriate item to suggest and

show it on map.

[152] use GPS history of users to give location recommendations (E.g. Where should
[ go?) and activity recommendations (E.g. What else can I do there?). After modeling
the users’ past location and activity preferences and mining information on locations

and activities (e.g. correlations, features), they apply matrix factorization method.

[114] proposed a method, named Extended Feature Combination (EFC), to deal with
data containing user, location, activity and rating information. The author constructs
2D data structure from higher dimensional data and introduces a general data combi-

nation approach.

[136] propose a point of interest(POI) recommendation method that combines loca-

tion, social network and past ratings. With the help of these information, they created
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three different ranking lists and used a linear fusion framework to integrate them into

one.

[16]] propose a recommendation system that recommends successive personalized
POI. They propose a novel matrix factorization method, FPMC-LR, which uses both
location and temporal information. They showed that POI recommendation is very
time-critical and its performance is related not only to past preferences but also to

current location.

[144] proposes a new framework, iGSLR, which gives location recommendations by
considering social and geographical information. The framework uses kernel density
estimation and uses personalized geographical influence idea. The performance of
iGSLR shows that integration of user preference, social influence and personalized

geographical influence provides better results than the state-of-the-art methods.

[1O] proposes a method which combines user, activity, time and location information
to make recommendation. They use tensor tensor factorization for this purpose. They
collect data from multiple sources and fuse them based on the location, i.e. which
activity can be done in the target location. The experimental results of this method
show that this method is able to perform better than the state-of-the art methods that

use collaborative filtering or other tensor based methods.

[44]] aims to make recommendation on successive check-in location. They adopt
a third-rank tensor to model the users’ behavior. While modeling the users, they
included context information, such as the category of the location or periodicity of
the check-ins. The evaluation results demonstrate improved performance compared

to state-of-the-art methods on successive location recommendation.

[141] aims to recommend personalized point-of-interests (POIs) to the users by inte-
grating various features available in the data-set. They model the users preferences
by incorporating the the social, categorical, geographical, sequential, and temporal

information.
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2.2 Social Network Aware Recommendation Systems

Online social network sites bring a new trend to recommendation systems, which
relies on the assumption that friends share similar tastes. Using this information, data
sparsity problem can be handled more efficiently and quality of recommendations can

be increased [78]].

[34]] proposes a social-historical model to explore users’ check-in behavior in LB-
SNs. Their model integrates users’ past preferences and considers the social ties.
For historical tie analysis, they introduce a language model, after observing common
features of language processing and location-based social networks. They utilize the
sequence of check-ins and predicts the probabilities of candidate locations for the
next check-in. Their model is based on the Sequence Memorizer [90]. For social ties,
they investigate that friends have higher check-in similarity. To model both effects,

they add user’s social ties as a regularization term to historical ties.

SoCo [78] is a context-aware recommendation system that incorporates social net-
work information. The authors apply random decision tree algorithm to partition the
input matrix into subgroups of similar contexts. For predicting ratings, matrix factor-
ization method is used in which social network information was used as a regulator.
Also, in this study a context-aware Pearson correlation coefficient calculation method

is proposed.

[135] aims to exploit both social and geographical information existing in LBSNs
to support location recommendation services. The authors proposed a friend-based
collaborative filtering(FCF) approach and its geo-measured version (GM-FCF). In
FCF only friends of the target user are considered when performing collaborative
filtering. The researchers also observe that nearby friends share common places more
than geographically distant friends. Using this information, they propose GM-FCF,

where friend similarity was also affected by geographical location.

[81] aims to provide a general method that incorporates social networks to recom-
mendation system. The authors introduce two different regularization terms to matrix
factorization. The first regularization, namely average-based regularization, uses the

assumption that target user’s taste is close to the average of the his/her friends’ taste.
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While taking the average, they weighted the taste’s based on target user-friend similar-
ity. The second regularization, namely individual-based regularization, uses friends’

taste individually.

[93]] proposes a new similarity metric based on user’s past preferences and his/her
social activities. Besides, they propose a new method. For the similarity calculations
they consider similarity based on common tags on common items, friendship, and
membership to the same group. The proposed algorithm applies both item similarity

and user similarity.

2.3 Temporal Information Aware Recommendation Systems

Analysis on LBSN data shows that users tend to visit locations periodically [19] and
that their behavior differs depending on the hour of the day (daytime vs. night) and
day of the week (weekdays vs. weekend)([[79, 96, 19, 21]). These results can be
used for different applications, such as predicting the next check-in location or giving
location recommendation. In this section, we don’t only focus on recommendation
systems, but also some other example works that uses temporal information obtained

from check-ins.

[138] aims to recommends point-of-interests (POIs) to the target user at a specified
time in a day. They perform temporal analysis by splitting the time into hourly slots
and considering the check-in time slots. They use the temporal information to find
out the user similarities in a collaborative filtering setting. They further enhance their
approach by considering the fact that users tend to visit nearby locations. They used
Bayes rule to decide on the probability that a user will visit a candidate location. At
the end, they combine the two approaches using a linear interpolation method. They
state that their approach performs better than all the baselines, and improves accuracy

by 37% over the state-of-the-art methods.

[79]] gives category aware POI recommendation. Their approach first models the pref-
erence transition of users in terms of categories, then predicts the preferred categories
of the target user and finally recommends the locations in the predicted categories,

also by considering geographical influence. In order to learn users’ preference tran-
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sition, they use the similarity of users taking into account both category information
and temporal effects. To do that, they divide the time into four partitions as a com-
bination of “working hours, leisure time” of a day and “weekdays, weekend days”
of a week. Then for each temporal partition, they use the check-in frequency of the
users for each location category to calculate the similarity. For all the predictions,
namely prediction of next preferred categories of the target user and prediction of

next check-in locations, the matrix factorization (MF) is used.

[139] gives time-aware POI recommendations by considering both geographical and
temporal influences. Observing the facts that users prefer to visit nearby places, they
tend to visit different places in different time slots and they periodically visit the same
places, they first create a graph model for check-ins, locations and time information.
Then they use this graph model to propagate the preferences with their proposed algo-
rithm, Breadth-first Preference Propagation (BPP). Their experimental results show
that the proposed method outperforms the state-of-the-art POI recommendation meth-

ods.

[75] improves the methodology introduced in [34] by including recency affect and
place links. According to recency effect, users prefer to visit locations that they have
visited recently rather than more distant past. According to place links, users pre-
fer to visit locations that their explicit friends visit or people who have temporally
common check-ins as they are. The experimental results show that the improvements

introduced in this study provides better accuracy performance.

[13] proposes a new approach that uses Formal Concept Analysis (FCA) for context-
aware recommendation. The method uses multiple contextual information, namely
user, social, location and temporal information. In their work, they differentiate neg-
ative and positive ratings and split contextual information in different types. The
evaluation results show that FCA is an appropriate solution for recommendation sys-
tems, differentiation of negative and positive ratings is promising and inclusion of

context information is useful.

[32]] explores to use temporal patterns of users to improve the location recommenda-
tion performance. Observing that users have different check-in preferences in differ-

ent hours of a day (non-uniformness) and each user has similar check-ins in consec-
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utive hours (consecutiveness), they propose a location recommendation method with
temporal effects. They first divide the check-ins data into slots based on the hour of
a day, then they use matrix factorization on each time slot. Afterwards, they combine
the results in each time slot by using four different aggregation strategies, namely
sum, mean, maximum and vote. Their evaluation results show that considering tem-

poral effects for location recommendation is very effective.

[48] aims to recommend right locations at the right time. They capture the spatial
and temporal aspects of user check-in information in a single probabilistic model,
called Spatio-Temporal Topic (STT). They use latent topics to represent the users’
interest, semantic relationship among locations, preferred regions for each user and
temporal activity patterns. Their evaluation results on real life data sets from Twitter,
Gowalla, and Brightkite show that STT outperforms the state-of-the-art models in

recommendations systems and topic modeling.

[125] gives route suggestions by considering spatial and temporal behavior of the
visitors of a theme park. After creating sequence of Location-Item-Time (LIT) in-
formation based on the visitors’ behavior analysis, they mine the frequent LIT se-
quences by their proposed algorithm, namely the Location-Item-Time PrefixSpan
(LIT-PrefixSpan). In order to recommend a route, they retrieve the appropriate LIT
sequence based on the given constraints, such as intended total visit time and intended
visit times for each facility. In their work they noted that this is the first work which

includes location, item and time information together to represent a sequence.

[72]] aims to predict the next check-in location of the target user after his/her a few
(three in the application) consecutive check-ins. The proposed approach as Collabo-
rative Exploration and Periodically Returning model (CEPR), first forecasts if a user
is looking for a new place to visit -by proposed Exploration Prediction (EP)-, and
then according to the results either Markov model or collaborative filtering or their
combinations are used. They use the Markov model when user is not looking for a
new place but follow his/her regular behavior and the collaborative filtering enhanced
with social and geographical information otherwise. The results of CEPR shows that
first deciding on the behavior of the user by applying EP improves the overall per-

formance. Also for recommendation process, it improves the performance up to 30%
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compared to the traditional recommendation systems.

[SS]] aims to predict the location of the target user by choosing the most influential
friends. They first perform sequential random walk with restart procedure (SeqRWR)
to rank the friends, and then use a Bayesian model which combines temporal and
spatial information(TSBM) to predict users’ locations by using friends’ locations.

They conclude that the proposed method increases performance in terms of accuracy.

[33]] studies on temporal effects on LBSNs and models user mobile behavior. They
propose a framework that analyses and models the temporal cyclic patterns of human
behavior (temporal preferences) and their relationship with spatial and social data
(temporal correlations). They consider three layers of LBSNs, namely social, geo-
graphical and temporal layers. For these layers, they consider the social friendship,
historical check-ins and temporal stamps of the check-ins, respectively. They use
Gaussian distribution to model the temporal patterns. They observe that users’ be-
havior is affected by multiple cyclic patterns, and they are correlated with the users’
friends. They conclude that temporal and spatial information complements each other

and improves the location prediction performance.

[96] predicts the next location that the user will visit given the historical data and
the current location of the target user. They apply two machine learning methods,
linear regression and decision trees, using the features of individual users (historical
visits, social ties), global knowledge (popularity of places, their distances and user
transitions between them) and temporal information of users’ movements. In terms of
temporal information, they consider the “category hour”, “category day” and “place
day”, and the frequency of check-ins in terms of hour of day (in the range of 0-23)
and hour of week (in the range of 0-167), as well as the day of the week for specific
venues. In terms of temporal features, they find that predicting the next check-in
location of a user in weekdays at working hours performs better than predicting at

night or at the weekends. They explain this by the observation that during night and

the weekends people deviate more from their regular mobility patterns.

[19] studies the social and temporal characteristics of users by analyzing their check-
ins. They conclude three base results: The users visit places periodically; their mobil-

ity is affected by geographic constraints, economic constraints and social status and
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content and sentiment analysis can provide rich contextual information. As a result
of their analysis on when users check in, they find that there are three main check-in
peaks at around 9 am, 12 pm and 6 pm. In terms of weekly pattern, they observe that
the behavior of users differs in weekdays and weekends. In the weekdays, there are

two peaks; lunch time and dinner time; while at the weekends the peaks are blended.

[21]] aims to understand the laws of human motion and dynamics by analyzing rela-
tionship among the human geographic movement, daily routine on human mobility
patterns and the effect of social ties. Their analysis on one cell phone location data
and two LBSN data shows that people generally move periodically in a bounded re-
gion, but sometimes visit distant places. The distant places they go are usually in
proximity of an existing friend. In terms of temporal information, they find that most
of the users visit the same locations that they once checked in before. Another find-
ing they observe is that during the daytime the variability of check-ins is less, while
during rush hours and at the weekends it is higher. They conclude that during these

time, the movement of human is less predictable.

[142] proposes a method that uses Temporal Influence Correlations (TIC) to make
time-aware recommendations and to recommend time-to-visit that location. It com-

bines user-based and item-based (location-based) correlations.

[[153]] learns context similarities to make context-aware recommendation, where one
of the contexts can be time information. The idea of the proposed method is that the
similarity among contextual situations should produce similar recommendation lists.
In this work, various similarity calculation methods are used, such as Independent
Context Similarity (ICS), Latent Context Similarity (LCS), Weighted Jaccard Context
Similarity (WJCS) and Multidimensional Context Similarity (MCS).

[146] aims to recommend the successive locations to the user based on the user’s cur-
rent location. For this purpose, they proposed a new model called location and time
aware social collaborative retrieval model (LTSCR). In order to make recommenda-
tion, it combines the current location of the target user, the friendship relations among

users and the time information.

[150] makes successive point of interest(POI) recommendation using a ranking-based
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pairwise tensor factorization method. They incorporate user’s previous check-ins,
user’s last check-in location and time information, and model user-user, location-
location and location-time information. They also employ a newly proposed interval-
aware weight utility function to differentiate check-in correlations based on time in-

terval.

2.4 Multi-Objective Recommendation Systems

Most of the recommendation systems are based on single criterion, such that they
aim to evaluate the item based on overall rating. A user may consider more than
one criteria while deciding to use an item. For example, while choosing a movie to
watch, the user may not only consider the overall rating, but also the genre, the actors/
actresses, the director and etc. In order to give more accurate recommendations,
a recommendation system can take advantage of considering multiple criteria. In
[2], 3], [1] and [84], the importance of multi-criteria recommendation systems is
highlighted. The common techniques in the literature are as follows: Taking a linear
combination of multiple criteria, finding Pareto optimal solutions, optimizing for only

the most important criterion and consecutive optimization for one criterion at a time.

Taking a linear combination of multiple criteria technique combines the results which
are obtained in prediction step for each criterion. In [63], marginal utility value for
each criterion is used while taking sum of the prediction scores. Similarly, in [85]]
the sum of prediction scores is calculated. Also, in the same study another approach
which considers weights assigned by users to indicate importance of the criteria are
used while getting the sum. After combining the multiple criteria ratings, the items
that maximize the value are recommended to the user. [54] introduces a recommen-
dation framework that is based on constrained linear optimization techniques. In the
method each item is assigned a utility score which is depended on the item’s rating
and the predefined operational objectives. In the experiments, they use promotion of
long tail items and resource constraints as operational objectives. [109]] expands [54]
by explicitly controlling any potential loss while adding new utility aspects. They
experimented their approach on a talent-match setting where potential employees are

suggested to the talent-seekers. The evaluation results show that significant improve-
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ment in user engagement is achieved while keeping the degradation in relevance in

acceptable levels.

Finding Pareto optimal solutions technique discovers several good items among large
number of candidates [2]]. This approach does not require priory-assigned weights
to the criteria. In [65]] this approach is used for a restaurant recommendation system
where users indicate their preference. For example, in this system a user may look
for cheap and Italian food, and the system tries to find the optimal restaurant based
on these criteria. In [2], it is stated that these systems may suffer from scalability

problem when number of criteria gets larger.

Optimizing for only the most important criterion technique filters recommendations
using a single criterion, which is indicated by the user. In the fourth technique, con-
secutive optimization for one criterion at a time, the ranked list of criteria is used for

filtering the recommendations.

A recent study focuses on finding the most representative neighbors with the help
of multi-optimization based algorithms. [97]] explains that the traditional collabora-
tive filtering methods are insufficient at finding the representative users as neighbors.
They propose to use Pareto dominance to eliminate less representative users and to
select the most promising ones. This work considers only one criterion, namely the
rating. After deciding on the most promising candidates, the neighbors are decided
by calculating the similarities between the target user and the candidate users and
the candidates with the highest similarity are assigned as neighbors. For the item

selection, the past preferences of the neighbors are used.

2.5 Hybrid Recommendation Systems

In recommendation systems, considering more than one criterion can be handled by
hybrid recommendation systems. In [[11], it is stated that all recommendation methods
have strengths and weaknesses, and different methodologies to combine them are

used to increase the recommendation performance.

In [[11], different recommendation methods and hybridization techniques are ana-
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lyzed. The analyzed recommendation methods are collaborative filtering, content-
based filtering, demographic recommendation systems, utility based recommendation
systems and knowledge-based recommendation systems. The analyzed hybridiza-
tion techniques are weighted, switching, mixed, feature combination, cascade, fea-
ture augmentation and meta-level techniques. According to the analysis results, the
writer states that some of the hybridization methods are not studied as much as other
and needs further exploration. Based on this observation, the writer proposes a hy-
brid system that uses collaborative filtering and knowledge-based recommendation

system.

[3] states that many hybrid recommendation systems combine collaborative and con-
tent filtering methods to avoid the limitations of them. Some of the techniques that
are used to combine them are listed as follows: Combining separate recommenda-
tion systems, adding content-based characteristics to collaborative models, adding
collaborative characteristics to content-based models, and developing a single uni-
fying recommendation model. Besides giving information on collaborative filtering,
content filtering and hybrid recommendation systems, the researchers also give ideas
on possible extensions to improve the recommendation performance. Some possible
extensions are improvements in understanding users and items, using contextual in-
formation, using multi-criteria ratings and producing more flexible recommendation

systems.

In [56], a hybrid recommendation system for e-commerce is proposed. The system
dynamically assigns a personalized weight for each method and combines them. The
methods used in the research are the content based filtering, collaborative filtering

and demographic filtering.

In [39], performance of hybrid recommendation systems is analyzed. They com-
bine four different Web usage mining methods using four different combination tech-
niques. One of the combination methods is proposed newly in this study. They con-
clude choice of the hybridization technique and the single recommendation methods
to be used affect the overall performance result. In general, they state that the hybrid

system performs better than a single method.

[123] aims to predict click-through rate (CTR) of web objects by exploring ensemble
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of recommendation strategies. They model recommendation as a contextual bandit
problem. They state that the objective of recommendation systems and bandit algo-
rithms are maximizing the total user response and total reward, respectively, and are
equivalent. In their study, they propose two combination techniques and show that

their method is robust in terms of CTR.

2.6 Clustering Based Recommendation Systems

The recommendation systems need to perform calculations on thousands of users
and/or items in less than a second. This means that these systems have to deal with
scalability issues. In the literature clustering based methods are proposed to make

recommendation systems work faster.

[L11] partitions the users into subgroups and uses the members in a subgroup as
neighbors. In this work, they aim to give faster recommendation without losing the
quality of recommendations. They observe from the evaluations that clustering de-
creases the quality slightly but increases the throughput; the number of recommen-
dations generated per second; sharply. This means that clustering is promising for

solving the scalability problem of the recommendation systems.

[62] extends their previous work UTA-Rec [63] by adding a clustering step. UTA-Rec
[63] uses Multi-Criteria Decision Analysis(MCDA) techniques in recommendation.
Instead of using a single criterion, such as overall rating, the writers consider multi-
ple criteria; namely story, acting, direction and visuals. In [62], they use the output
of their MCDA technique to calculate similarities among users. Then they perform

clustering on users based on their similarities.

[4] clusters the users and then uses the members in a cluster in the process of recom-
mendation. They adapted a data structure from information retrieval, namely cluster-
skipping inverted index structure. Using inverted index, the researchers can use as
many users and/or items as possible without any memory problem, while having the
same representation as the traditional data structures; e.g. matrix representation. The
evaluation results of [4] show that their method gives high accuracy and reasonable

scalability results.
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2.7 Inferring User Locations

Users’ home location can be used by recommendation systems to increase the per-
formance. Many social networks provide this information by asking their users to fill
a free format area. The users mostly fill this area with information in city, state or
country level if not with some artificial/fake information ([35} 45]). In order to ob-
tain fine-tuned location information, it should be inferred from the other fields of the
available data. In the literature, researchers focused on inferring home location from
different web-sites, social networks, LBSNs. Besides, there are some other works

that focus on privacy issues revealed by home location inference.

[182]], 1451, [118] and [24] aim to infer the location of Twitter users. [82]] use machine
learning techniques to infer user home locations in different levels, namely city, state
or time zone. The researchers use textual context of tweets, users’ tweeting behav-
ior and external dictionaries containing names of cities/states as the features of their
system. [45] use machine learning methods to infer the users’ home state or country
using only the textual content of the tweets. [18] infers the users’ location in city-
level and performs analysis only on the content of the tweets. For the analysis, they
use the common vocabulary of users with the intuition of users from the same region
use specific place names and similar idioms or expressions. [24] infer users’ home
locations using their following-follower information. They propose if a user follows
another user and is followed by that user, then these users are friends. They explain
that people become friends who live nearby and obtained friendship information can

be used to infer the users’ home location.

Some other works aim to infer home location of users from other web-sites/social
networks, such as Wikipedia, Flickr and Facebook. [74] aim to infer locations of
Wikipedia users based on their edit histories. They find out that many of the users in
Wikipedia tend to contribute about small geographic regions, which are correspond
to the place where users’ currently live or where they were born. [104] predicts the
home country and gender of Flickr users. They use photo annotation tags, titles,
date taken, upload date, and geo-tags. [5] aims to predict the location of Facebook
users. The researchers find out that friendship of users drops as the distance between

them increases. Using this analysis result, they used social structure existing in the
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Facebook to predict the location of users.

In terms of privacy, some of the researchers study on inferring user locations even
if the users don’t reveal this information publicly. [43], [151] and [[76] don’t specifi-
cally focus on inferring the users” home location information, but on predicting users’
private attributes in general. [43] use friendship links and apply a Bayesian network
approach to model the relationships among users. They show that private attributes
can be inferred especially when users are strongly connected. [151]] aim to infer
users’ private attributes using friendship and group membership information. They
find that especially group membership information leaks private attributes.[76] apply
a modified Naive Bayes algorithm to predict privacy sensitive attributes. They use
both users’ attributes and the social network’s link structure. Besides, they propose
a technique to decide on the most effective attributes or links to be removed to pro-
tect privacy. Some other works, whose main concern is privacy, focus on inferring
users’ home location. [[103] analyze the publicly available data in Foursquare to infer
users’ home location in terms of city, state or country level. They find that with 78%
accuracy users’ home location can be found within 50 kilometers. They extended
their work in [102]. This work focus on inferring users’ home location on popular
social networks, namely Foursquare, Google+ and Twitter. They use the publicly
available attributes together with friendship information. They explain that home lo-
cation of users in city level can be found with accuracy around 67%, 72% and 82% for
Foursquare, Google+ and Twitter. They also aim to find the geographic coordinates
of the residences and achieve accuracy around 60% within a radius of six kilometers.
They conclude that sharing location information(check-ins) on social networks can

reveal the users’ residence location, which may mean a privacy leak.

2.8 Use of Multiple Social Networks

Recommendation systems aim to make recommendations to users based on their in-
terests. Recently, most of the research on recommendation system focus on com-
bining different kinds of information, as exemplified in the previous sections. These
systems mostly use either linear combination of features or multi-objective optimiza-

tion methods. Even though these works use multiple features at once, none of them
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use data from multiple data sources. Recently, in a challenge [15] related to rec-
ommendation systems, using diverse data from multiple sources is used as the main
purpose of the challenge. Methods which ranked higher on different tasks of the
challenge used hybridization and ensemble methods [25]. Even though the idea of
the challenge is similar to ours, unlike our work it is based on using diverse data from

multiple sources about items, not about users.

Another set of research focuses on cross-domain recommendation, which models
users in a domain and employs the model in a target domain. Works described
in [131], [121], [148]], [60], [SO] and [80] are some examples from cross-domain
recommendation systems. These systems mostly use item-based matches and do not
consider users’ identities or they use data from a single source and assume different
categories, such as books and movies, as different domains. One of the first research
efforts on cross-domain recommendation belong to [131]]. In that work, users were
surveyed on category names and ratings they give. The collected data was analyzed
both in group and at individual levels. Results showed that multiple information
sources for recommendations is promising. The work described in [121]] found cor-
relation between objects by using a Bayesian hierarchical approach based on Latent
Dirichlet Allocation (LDA) method by modeling users’ interests and objects’ top-
ics. Output correlations were used to make recommendations to target users based
on their interests. Zhang et al. [148] aimed to make recommendations across web-
sites by using browsing information of users. This idea is similar to ours in the sense
that we aim to use multiple social networks and they used multiple browsing history.
However, browsing history of users may not be always available. Kumar el al. [60]
used textual information of items to map them across domains. Then these mappings
were used to give cross-domain recommendations. Hu et al. [S0] modeled users,
items and domains together with the assumption that users behave similarly across
domains. They evaluated their method on books and movies data-sets collected from
Amazon web-site. The work described in [80] modeled users’ preferences separately
on each domain using types of items. Then using factorization machines, they com-
bined separate models into one. Li el al. [68]] identified user and item mapping across
rating matrices and used the out mapping in the recommendation process. In their

work, they assumed similar rating behavior of users on both domains, and there were

23



some overlapping users/items. They evaluated their method on a synthetic data-set

and Yahoo! Music data-set.

An alternative to cross-domain recommendation can be using identity resolution across
domains, such as mapping users on different domains. This approach can be useful to
analyze users’ behavior on different domains and analysis results can be used by other
applications, e.g., recommendation systems. Works described in [[77]], [92],[140],[53]
and [122] are some example works that aim to connect identities across social net-
works, namely identity resolution. They mostly focus on mapping users across do-
mains, but not on their preferences or interactions with the related social network, i.e.,
they do not make any recommendation. Liu el al. [[77] used two different social net-
working platforms to collect user descriptions. Then using co-occurrence of words,
the authors built a network which connects interests and identities. They used this
network to make recommendations. They did not aim to figure out individual identi-
ties but generic groups, such as Dog Lovers. Authors of [92] searched and matched
users across online social networking platforms. For matching purposes, they used
several different attributes of users; such as age, gender, location, country and name.
Zatarani et al. [140] mapped individuals across social media sites by first identifying
users’ unique behavior patterns, such as using similar names or typing patterns, then
constructing features based on the captured behavior, and lastly identifying users us-
ing machine learning techniques. Jain et al. [S3] used content and network features
additional to previously used features to map users across Facebook and Twitter. They
concluded that using different attributes provides distinct aspects of the identity of
users, and helps to improve performance of the identity resolution process. Finally,
Tan et al. [[122]] proposed a semi-supervised manifold alignment method to map users
across social networking platforms. Even though they used social structures only,

they stated that names of users can also be used to boost performance of the system.

2.9 Gene Regularity Network Inference

The properties of GRNs are sparseness, scale-free topology, modularity and struc-
turality of inferred networks [46]]. In the GRNs the number of connections among

genes are limited, such that the GRNs are sparse. GRNs follow the power distribu-
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tion for the connectivity ([94,147]), such that some genes regulates many other genes
while some others regulate only few or no other genes. This property is related to the
scale-free topology feature of the GRNs. They are structurally decomposable into
network motifs [46] and they can be clustered into groups such that the genes in a

group are highly co-expressed or have similar functions [108]].

The methods to infer (reverse engineer) GRNs commonly use Boolean networks,
Bayesian networks, relevance networks, differential and difference equations [[108].
Recently, integration of prior knowledge to the GRN inference gained attention the

literature ([[108}, 91,120, 46])).

In Boolean networks, based on the gene expression levels and the input parameter of
threshold, the gene interactions are represented as a boolean function. The aim of the
reverse engineering is to find out the related boolean function for each gene [108]. A
REVerse Engineering ALgorithm (REVEAL) [73], [61] and [117] are some example

approaches that are based on Boolean networks.

The Bayesian networks are the most commonly used model to infer GRNs [108]].
These networks are based on the conditional dependence of the nodes (e.g. genes),
where the conditional probabilities are based on the parent nodes only. Using this
feature the probability of the graph can be calculated by a joint probability distri-
bution, which is dependent on the probability of existence of edges between nodes.
[301, [[149] [41], [120] and [[116] are example approaches that are based on Bayesian

networks.

The use of differential and difference equations can be appropriate to use to infer
GRN:Ss, since the concentration of biological components changes over time [129].
The equations are based on the input gene expression data, the time, the model pa-
rameters and external effects. It aims to find the changes in the gene expression data
and the relations among the genes. [129]], [36] and [70] are example approaches that

are based on differential and difference equations.

In the relevance networks, using the similarity metrics such as Pearson coefficient or
mutual information the connection among genes are decided. The constructed graph

is undirected, but by introducing a threshold as a parameter, it is possible to decide
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on the direction of the edges. ARACNE [88]] and [[115] are example approaches that

are based on relevance networks.

Recently, integration of prior knowledge and multiple types of data to the GRN in-
ference process attracts attention in the literature. [149], [70], [120], [S1] [147] are
example approaches that combines multiple data sources to infer the GRNs more

accurately.

2.10 Drug Repositioning

Identifying new indications for known drugs, namely drug repositioning, has recently
received more attention from industry and academia. The work described in [27] clas-
sifies computational drug repositioning methods into two categories: namely drug-
based and disease based approaches. Drug-based repositioning methods initiate their
analysis from the chemical or pharmaceutical features of drugs. Disease-based repo-
sitioning methods initiate the analysis from symptomatology or pathology features of
diseases. Drug repositioning methods use various features for the computations [[145]],
e.g., Chemical structure of drugs, protein targets interaction networks, side-effect of

drugs, gene expressions and textual features.

There are many drug repositioning methods described in the literature, However, they
mostly use only one feature: The structure and chemical properties of a drug is di-
rectly related to which diseases it affects. Drugs with high chemical similarity can
be used for drug repositioning [27]. The works described in [95] and [S7] are ex-
ample methods that use chemical similarity for drug repositioning. Authors of the
work described in [22] states that common segments in protein-protein interaction
and protein targets interaction networks can reveal cross-reactions and can be used
for drug-repositioning. The works described in [71] and [58] use protein targets in-
teractions networks. Side effects are physiological consequence of drugs’ biologi-
cal activity; they can provide information on underlying pathways or physiological
systems to which drugs are related [27]. Side-effect similarity between drugs may
indicate physiological relatedness between them. The works described in [[12]] and

[[133]] use side-effect similarity of drugs for drug repositioning. Similarities in molec-

26



ular level can also be used for drug repositioning [27]]. For this purpose, the works
described in [118], [52] and [49] use gene expressions and molecular activity sig-
natures. Some of the works described in the literature rely on text mining tools to
connect drugs and diseases [106]. One such method is described in [17]. It applies
text mining methods to associate query and matching terms about diseases, genes,

drugs, mutations and metabolites. It also ranks related sentences and abstracts.

Recent drug-repositioning methods combine multiple features to achieve better per-
formance. For instance, the work described in [[69] combines chemical and molecular
features to find out similar drugs. The authors applied a bipartite graph based method
to predict novel indications of drugs. Gottlieb et al. [40] used chemical structures,
side effects and drug targets to calculate pairwise similarity of drugs. They used the
calculated similarities as input features to a machine learning method, namely lo-
gistic regression. They predicted new drug-disease relations. Zhang et al. [145]]
used chemical, biological and phenotypic features to calculate drug-drug similarities
which are used to find out k-nearest-neighbors. Then known indications of neighbors
are used for drug re-positioning. Qabaja et al. [106] combined information collected
from gene expression profiling and text mining. They apply logistic regression to
predict associations among drugs and diseases. Ozgur et al. [98] uses text mining
techniques to create a parse tree which is used to create a protein-protein network.
They also applied some social network analysis techniques (e.g., degree centrality,

closeness) to prioritize genes’ effect on diseases.

In this thesis, we realize drug repositioning as a recommendation process. In other
words, we argue that it is possible to recommend existing drugs for treating emerging
diseases based on characteristics of new diseases as compared to characteristics of
existing diseases in relationship with associated effective drugs. Thus, we apply a
method from recommendation systems to tackle the drug repositioning problem. The
employed method is able to integrate multiple data-sources and multiple features.
Similar to the work of Zhang et al. [145]], the proposed method first identifies drugs
most similar to the target drug and uses known relations of neighbor drugs to predict
new indications of the target drug. Unlike the work of Zhang et al. [145], we use a
Pareto dominance and collaborative filtering based method, which has been already

used as part of adapting recommendation systems to other domains, like venue recom-
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mendation and in bioinformatics to predict the structure of gene regulatory networks.
Also, we applied several settings for the calculations and compared their performance

to each other.
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CHAPTER 3

MULTI-OBJECTIVE OPTIMIZATION BASED
RECOMMENDATION SYSTEM

Traditional recommendation systems do not consider location or social network in-
formation and they are usually based on a single-criterion, namely overall rating. In
this thesis, we proposed a method that considers multiple criteria at once. We also
expanded the base proposed method by inferring location of users, including time in-
formation and temporal preference of users, clustering and hybridization techniques.
The base methodology and the expansions are explained in Sections The
evaluation process and performance results of the methods are presented in Section

The chapter is concluded in Section [3.§]

3.1 Multi-Objective Optimization Based Recommendation System

Most of the recommendation related researches on the data containing multiple crite-
ria aggregate the preferences into a utility function, usually by getting the weighted
sum. Unlike previous works, we combine all the criteria into a vector representation
and decide results using multi-objective optimization methods. The proposed method

is composed of three steps:

e Similarity calculations: Using each criterion; such as item ratings, user loca-

tions, friendship; similarity among users is calculated.

e Neighbor selection: The most similar users (neighbors) to the target user is

selected by multi-objective optimization methods.
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e Selection of items: Using traditional approach used in user-based collaborative
filtering, such that past preferences of the neighbors, the items are selected.
Then, the items scores are calculated and the top ranked items are recom-

mended to the target user.

The details of the steps are given in the following sections, namely Sections|3.1.113.1.2]
and B.1.3t

3.1.1 Similarity calculations

The first step of the method is to calculate user-user similarities based on several
different contexts, such as past preferences, location, friendship, home-town, gender
and age. The calculation of similarities can be based on any similarity measure used

in the literature, such as Cosine similarity, Pearson correlation, Jaccard similarity.

The equations for the common similarity metrics to calculate user similarities, namely

Pearson correlation, Cosine similarity, Adjusted Cosine similarity and Jaccard simi-

larity, are given in the Equations[3.1} [3.2] [3.3]and [3.4] respectively.

In the equations the following notation is used. Users are shown with « and v and
the items are shown with i. rat(u,i) indicates the rating of the item i given by the
user u. ratq,(u,.) indicates the average rating given by the user u. ratq.,(u, *) and
rata,e (v, *) are used to denote the average rating given by user u to the common items

rated by the user v, or vice versa. sim(u,v) indicates the similarity of user u to user v.

3.1.2 Neighbor selection

Having the similarities for each user to the others, the next step is to decide the most
similar users to the target user. For this purpose, non-dominated users are found out
by finding the Pareto optimal points. We propose that non-dominated users are the
ones that will affect the target most. Non-dominated users are founded by deciding
on which user dominates which other and selecting the users who are never been

dominated.
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In Figure [3.1] an example of multi-dimensional data is given. In this example, the

similarity values of seven users to the target user, ©0, are given for three different cri-

teria, namely Fi-F35. To make the example more concrete, one can assume that these

similarities are check-in, home-town and friendship similarity, which are calculated

in the previous step.
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Figure 3.1: Example input and non-dominated solutions

In order to find the non-dominated users, the first step is to create the dominance

matrix. In a dominance matrix, the cell values indicate if the user in the row dominates

the user in the column. The equation to fill the cells is given in the Equation [3.5] In

the equation, f indicates the features used and u and v indicates the users. According
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to the equation, a user dominates another, name them as u and v respectively, if the
u’s scores (similarities in our example) are greater than or equal to the v’s, and there
exists at least one feature score of u that is greater than the v’s. In Figure [3.1] based

on the example similarities, the output dominance matrix is given.

P L Rt T R T

0.0 otherwise

The second step of finding the non-dominated users is selecting the non-dominated
users. Having the dominance matrix, non-dominated users are decided by looking at
the column sums of the dominance matrix. The users whose column sum equals to
0.0 are the non-dominated users. In the example, u5, u6 and u7 are selected as the

non-dominated users.

Neighbor selection step can be terminated in one iteration or in multiple iterations.
If it is terminated in a single step, the neighbors’ count can be limited, i.e. less
than the input parameter value. In order to collect as many neighbors as given, an
iterative process of neighbor collection can be applied. First, we apply the method of
finding non-dominated users explained previously. If the number of non-dominated
users is less than the given neighbor count, we remove the selected users from the
data representation and re-apply the method of the finding non-dominated users. We

continue this process until the predefined number of neighbor count is reached.

3.1.3 Item selection

The last step is to make recommendation of items. The items preferred by the neigh-
bors are considered as candidate recommendations. The more neighbors recommend
an item, the more the score of the candidate item is. At the end, top-k items with the

highest score are suggested to the user.

The score calculation is performed according to the Equation [3.6] In the equation,
s(u,i) is the predicted score of item i that the target user u will give. v is a user who
is chosen as a neighbor to the user u. sim(u,v) is the similarity of users « and v and

rat(v,i) is the rating given to the item i by the user v.
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s(u,i) = Z sim(u, v)rat(v, i) (3.6)

vEneighbors

For the similarity and rating scores used the Equation [3.6] different values can be
used, i.e. they can be considered binary or multiple-valued. We considered four

different settings:

e Basic: Input rating information is considered to be binary. For example, a user
likes a place or not. In this setting, the selected neighbors are considered to have
same level of effect on the target user. The similarity value of each neighbor is

assigned to 1.0. The rating score is also assigned to 1.0.

e Weight Based: In this setting, the neighbors are given different weights, so
that they have different level of effect on the target user. For example, if first
neighbor has weight value 0.4 and the second neighbor has weight value of
0.8; then the recommendations from the second neighbor will be considered to
be more (twice) important than the first one. We assigned the weight of the
neighbors according to their similarities to the target user. The weight of a
neighbor is assigned by taking the average of similarities that are used in the
related method (The Equation [3.7). In the equation, w(u,v) is the calculated
weight, the simy, is one of the similarities that is calculated in the first step, and
the |Similarities| is the total number of similarities calculated on the first step.

In this setting, we considered the input rating information as binary.

ZsimkESimilarities Simk (U, U)

|Similarities|

w(u,v) = (3.7)

e Rate Based: In this setting, the rating scores are used in the range that is ei-
ther given in the input data or that is calculated in a pre-processing step. The

similarity values of neighbors are assigned to 1.0 as in the Base setting.

e Rate and Weight Based: This setting is a combination of rate based and weight
based methods. In this setting the input ratings are given in a range and the

neighbors are assigned different weights.
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3.2 Location and Social Network Aware Multi Objective Recommendation Sys-

tem

In this section, we used the proposed method in Section[3.1]to make recommendations
by considering not only users, check-ins (as items) and ratings, but also home-town

(as location), friendship and social network information (Figure[3.2).

Items
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Figure 3.2: Data with multiple features

For the implementation, the steps given in Section [3.1] are followed. However, some
of the calculations, such as conversion of binary data to rated data and similarity cal-
culations, are dependent on the data set characteristics, such that they are calculated
based on the available features/criteria. Obviously, the features to be used during
the recommendation process is also dependent on the data, as it provides the related

feature or not.

In this thesis, if not explicitly stated otherwise, we use the Checkin2011 data-set [31]

during implementation and test. The data contains information of users’ check-in,
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Table 3.1: Rating assignment to binary check-in data

Range #Check-ins || Rating score
x <1 64510 1.0
I<x<5 17753 2.0
S5<x<11 2688 3.0
11 <x<23 1052 4.0
23 <x 372 5.0

friendship and home-town. The check-in information is binary by definition, such
that a user checks in a location or not. In order to apply rate based calculations, we
introduced a step that assigns ratings to the system. We detail this in Section[3.2.1] In
this section, we implemented a recommendation method that uses the historical pref-
erences of the users, the relationship among users and their home-towns. The similar-
ity measures among users are calculated using these kinds of information (Detailed in
Section [3.2.2). We implemented not only our proposed method with different com-
binations of the criteria but also the traditional collaborative filtering methods. The

details on the implemented methods are given in Section[3.2.3]

3.2.1 Converting Binary Check-in Data to Rated Check-in Data

Analysis of the input data showed us that there are many locations that a user checks
in only once, but there are some others that the users checks in several more times. If
a user checks in at the same location very frequently, this shows that the user prefers
that location more than a location where he/she checks in less. So, we assigned rating

scores to the check-ins depending on the number of check-ins for a location.

We start by assigning 1.0 as the rating score to the check-ins where the user visits only
once. Then we take the average of the check-in counts discarding the one timers, and
assigned 2.0 as the rating score to the range in between the one to the average. For
example, in our data-set the average of check-ins of users is 5 when single check-ins
are excluded; such that if users check in at a location more than once, they check in at
the same location 5 times, on the average. We continue in the same manner until we
reach 5.0 as the rating score. Table [3.1| shows the related ranges of check-in counts,

total number of check-ins in those ranges and the assigned rating scores.
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Table 3.2: Rating assignment to binary check-in data

Range #Check-ins || Rating score

x <1 64510 1.0
I1<x<5 17753 2.0

S5<x 4112 3.0

Looking at the table we observe that the number of check-ins which have 3.0 or more
as ratings are less than the number of the ones with ratings 1.0 and 2.0. So we decide
to give rating 3.0 to all of the ratings which are assigned to 3.0 or more previously.
We end up with a rating scale in between 1.0-3.0, and with the thresholds 1 and 5. At
the end the ratings are assigned as presented in Table [3.2]

3.2.2 Similarity Criteria

We used four different similarity criteria which are based on check-in, home-town,

friendship and social influence features.

The first criterion is user-user similarity based on user check-in matrix. The assump-
tion is that similar users prefer to check in at similar places. For the user check-in

based similarity calculations, we used Cosine similarity metric.

The second criterion is user-user similarity based on home-town. The assumption is
that users from the same home-town prefer similar locations to check in. This simi-

larity is set to 1.0 if the users are from the same home-town, and set to 0.0 otherwise.

The third criterion is user-user similarity based on friendship. The assumption is that
friends prefer check in at similar locations. This similarity is set to 1.0 if the users are

friends, and set to 0.0 otherwise.

The last criterion is related to the influence of the users on another. Given a social
network, global influence of users can be calculated by several different algorithms.
The most intuitive one is to use the count of connected friends, such that if many users
are connected to a single user (count of inward edges is high), then that user is con-
sidered to have more influence on the social network. Another method to calculate

influence is to use PageRank [99]. PageRank is proposed to decide the importance
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of the web-pages and rank them. Similarly, finding out influencers is the process of
finding the important users/nodes in the social network and ranking them. However,
PageRank method needs global information of the input network, which leads to scal-
ability problems in a large data-set. Instead, there is a need for influence analysis on

local information.

In this thesis, we used a local influence model that uses friendship information only.
We modeled influence of a user on the target user by finding out the common friends.
The idea is that if a user has many common friends with the target, this user will
be able to influence the target more. For the influence calculations Cosine similarity

metric on friendship data is used.

3.2.3 Methods

We implemented several different versions of the proposed multi-objective optimiza-

tion based method and traditional collaborative filtering based methods:

e Collaborative Filtering on User x Check-in (CF-C): The traditional user based
collaborative filtering algorithm is used to make recommendations. The most

similar users based on past check-in information are defined as the neighbors.

e Collaborative Filtering on Friends(CF-F): The friends are defined as the neigh-

bors.

e Collaborative Filtering on Influence(CF-I): The users who have most influence

on the target user are defined as the neighbors.

e Collaborative Filtering on Home-town(CF-H): The users from the same home-

town as the target user are defined as the neighbors.

e Multi-Objective User Similarity: Multiple context and/or similarity measures
are used to decide the non-dominated users. These users are considered as
neighbors. We used different combination of contexts to observe the effects of

them:

— Check-in & Influence (MO-CI): The criteria are check-in similarity and

influence.
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— Check-in & Friends & Influence (MO-CFI): The criteria are check-in sim-

ilarity, friendship and influence.

— Check-in & Friends & Influence & Home-town (MO-CFIH): The criteria

are check-in similarity, friendship, influence and home-town.

— Check-in & Home-town (MO-CH): The criteria are check-in similarity

and home-town.

3.3 Multi-Objective Optimization Based Recommendation Enhanced With In-

ferred Home Locations

LBSNs give their users the opportunity to give information of their current locations
via check-ins, to share their comments on venues (e.g restaurants, cafes), to connect
to their friends and to share personal information such as gender or hometown. How-
ever, in terms of users’ hometown information these social networks are not enough
in terms of their granularity. Most of them lets users to fill a free format area related
to their hometown information. The users mostly fill this area with information in
city, state or country level if not with some artificial/fake information ([35} 45]]). In
order to obtain fine-tuned location information, there is a need for inferring users’

home-town/central point.

In this section, we extend Section [3.1] by considering the travel locality preference
of the users. [67] explains the travel locality as users’ preference of location based
items/venues (e.g. restaurants) which are in limited/shorter distance. We calculated
the users’ fine-tuned home-town and venue’s locations, as longitude-latitude pairs.
Then, distance based on the calculated longitude-latitude values are used as a measure

for travel locality to give better recommendations.

In Section the approach that we used for inferring home-town of the users
and exact location of venues in terms of longitude-latitude pairs is explained. In
Section [3.3.2] the extended recommendation system is explained. In Section [3.3.3]

the implementation details based on the characteristics of the input data is given.
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3.3.1 Inferring Locations of Users and Items

Our intuition is that if a user prefers to be at similar locations in terms of longitude-
latitude pairs up until now, then this user will tend to visit similar or closer locations
in the future. [67] supports this idea by emphasizing “travel locality” idea in their
work. Travel locality can be defined as users’ preference of location based items (e.g.

restaurants) which are in limited/shorter distance to them.

In this thesis, we refer the commonly visited locations or regions as the user’s home
location or center point. We inferred the home/center locations of users by averaging
their previous check-ins. [19] and [35] attract attention to the fact that there can
be outliers in the check-ins, such as check-ins during a trip in a new city, and that
averaging check-ins can be negatively affected by them. we are aware that outliers in
the check-ins may affect the home location inference, and we want to apply different
approaches beside averaging, such as introducing personal distance thresholds, as a

future work.

The process of averaging contains three basic steps. In the first step, for each user the
average of longitude values of all check-ins is calculated. In the second step the same
calculations performed for latitude values. In the last step, each user’s home/center

location is assigned as the calculated average values of longitude-latitude pair.

We observed from the data that users who check in at the same venue (based on the
location ids) provide different longitude-latitude pair values, but these values are in
a limited range. This most probably occurs because of the area of the venue and the
different seating of the users. Our intuition is that average of check-ins will provide
us the center location of the related venue. Similar to the process of inferring home
location of users, we calculated the exact location of venues (e.g restaurants, cafés)
by averaging the check-ins. The average longitude value of check-ins in each venue is
assigned as the longitude of the center location of that venue. Similarly, the average
latitude value of check-ins in each venue is assigned as the latitude of the center

location of that venue.
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3.3.2 Multi-Objective Optimization Based Recommendation Enhanced With

Inferred Home Locations

The extended system uses the same steps as the previous section, Section [3.1] such

that it is composed of the following steps:

e Similarity calculations: Using each criterion; such as item ratings, user loca-

tions, friendship; similarity among users is calculated.

e Neighbor selection: The most similar users (neighbors) to the target user is

selected by multi-objective optimization methods.

e Selection of items: Using traditional approach used in user-based collaborative
filtering, such that past preferences of the neighbors, the items are selected.
Then, the items (e.g restaurants, cafés) which are in the range of interest area
are recommended to the target user. The interest area of a user is decided by
creating a circle around the user’s inferred home/center location. The radius of
the circle is decided based on the input data, which is detailed in the evaluation

section.

Note that unlike the previous method, in this method we also consider the travel

locality by considering only the items (e.g. venues) which are in a limited radius.

3.3.3 Details of the Implementation

In general, the same approach followed in the previous section is followed. Here, we
use the same data as in the previous one, namely Checkin2011 data-set [31]]. In the
implementation step, several different methods using inferred home/center location
of users/items and the travel locality idea are implemented. The methods use either
traditional collaborative filtering idea or the proposed multi-objective optimization

based recommendation method. The implemented methods are as follows:

e Inferred Location + Collaborative Filtering on User x Check-in (IL-CF-C): The

traditional user based collaborative filtering algorithm is used to make recom-
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mendations. The most similar users based on past check-in information are

defined as the neighbors.

e Inferred Location + Collaborative Filtering on Friends(IL-CF-F): The friends

are defined as the neighbors.

e Inferred Location + Collaborative Filtering on Influence(IL-CF-I): The users

who have most influence on the target user are defined as the neighbors.

e Inferred Location + Multi-Objective User Similarity: Multiple context and/or
similarity measures are used to decide the non-dominated users. These users are
considered as neighbors. We used different combination of criteria to observe

the effects of them:

— Check-in & Influence (IL-MO-CI): The criteria are check-in similarity

and influence.

— Check-in & Friends & Influence (IL-MO-CFI): The criteria are check-in

similarity, friendship and influence.

3.4 Time Preference Aware Dynamic Recommendation Enhanced with Loca-

tion, Social Network and Temporal Information

In this section, we extended the method explained in Section in two folds: First,
we added temporal information to the method to get into account the time based
preferences of different users. Second, we take the target users’ temporal preference
into account to give dynamic recommendations. Giving personal recommendations
to each user using the temporal preference is a recent idea and only few works in the

literature used it.

In Section[3.4.1] our motivation on why we propose to use time information in a multi-
objective optimization setting and why we aim to give dynamic recommendations are
explained. Then, in Section [3.4.2] information on how we model the temporal infor-
mation and the extended recommendation method are explained. Lastly, in Section
[3.4.3] the implementation details of the the extended recommendation method based

on the characteristics of the input data is given.
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3.4.1 Motivation

Motivated by the previous analysis on human behavior in the literature and our in-
tuition, we aim to add temporal information to the recommendation process. As
mentioned in related work section, it has been shown that humans tend to behave
differently depending on the time of the day (daytime vs. night) or day of the week
(weekdays vs. weekends)([[79, 196, 19, 21]).

Similar to the analysis results, our intuition is that we should differentiate users who
check in at similar locations at similar times than users who check in at similar lo-
cations at different times, as well as users who check in at different locations. We
give Figure [3.3] as an example. In the figure, there are four users, namely u1, u2, u3
and u4, and two criteria, ¢l and ¢2, which are the location and time of the check-ins,
respectively. The locations are represented by their ideas, e.g. L1, and temporal in-
formation is given in terms time of the day, namely daytime(D) and night(N). In the
example, the target user, to whom we want to make recommendations, is v1. Just by
looking at the input data, we observe that 3 and u4 have visited the similar places
as the target user, ul. However, we observe that u3 and u1 have been at the same
place at the same time more often than u4 and ul. From these observations we can

conclude that 3 is the most similar user (the neighbor) for the target user u1.

ul
Check-inLoc. |L1|L2|L3|L4|LS5
Check-in Time | D ([N |N (N |D

u2
Check-inLoc. |L3|L4|L5|L6
Check-in Time |D | D D | D

u3
Check-inLoc. |L1|L2|L3|L4|L5|L6
Check-in Time | N | N D N D |D

ud
Check-inLoc. |L1|L2|L3|L4|L5|L6
Check-inTime | N (D |D |D (D |D

Figure 3.3: Example check-in and time information of users

Different approaches using temporal information behave differently while choosing
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the neighbors and giving recommendations. The following figures show how the
similarities are calculated and used to decide on the best neighbor for the target user,

ul, based on our example given in Figure[3.3]

The first method is a collaborative filtering based recommendation method which
only takes into account the past preferences (the check-in venues). In Figure
the check-in based matrix is created and the similarities among users are calculated.
Based on the similarities, the users who are most similar to the target user are u3 or
u4, and one of them is selected as the best neighbor. When we consider the space
used for the calculations, we observe that we have to create a matrix of size |U|z|C |,
where |U]| is the number of users and |C}] is the size of the first criterion. In this

example, |U| is 4 and |C} | is 6.

Check-in Similarities Based

Usersvs. | L1 | L2 [L3[L4 [ L5| L6 Similarities to
Check-in the target user (ul):
Loc. ul-u2: 0.670

ul 1 1 1 1 1 0 ul-u3: 0.912

u2 0o [0 [1 |1 |1 1 ul-u4: 0.912

u3 1 1 1 1 1 1 _

ud 1 1 1 1 1 1 u3=u4 >u2

Size: [U| x |Cy]

Figure 3.4: Neighbor selection: Check-in similarity based

The second method is a collaborative filtering based recommendation method which
only takes into account the temporal information of the check-ins. In Figure 3.5] the
time based matrix is created and the similarities among users are calculated. Based on
the similarity values, u3 is selected as the neighbor as he/she has the highest similarity
to the target user. The used space is calculated by |U|z|Cs|, where |Cs| is the size of

the second criterion and is equal to 2 in this example.

The third method is a collaborative filtering based recommendation method which
takes into account both the location and the temporal information of the check-ins.
In Figure [3.6] both check-in and time are considered together as a combination and
the related matrix is created. Based on the matrix, the similarities among users are

calculated and based on the results u3 is selected as the neighbor. The used space is
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Temporal Similarities Based

Usersvs. | D | N Similarities to
Time the target user (ul):
ul 213 ul-u2: 0.554

u2 410 ul-u3: 0.980

u3 3103 ul-u4: 0.707

ud 511

Size: [U]x |C u3 > u4 >u2

Figure 3.5: Neighbor selection: Time similarity based

calculated by |U|z(|C}|x|Cs|). Note that, we are able to combine both of the criteria
by getting all the combinations. This approach is not applicable in real world data,

since the number of users in the system and the size of each criteria is large.

Check-in & Temporal (Combination) Similarities Based

Users vs. L1|L1|L2|L2|L3[L3|L4|L4|L5[L5|L6]| L6 Similarities to
Check-inLoc. D ([N |D |N |D |[N |[D |[N |D |N |D |N the target user (ul):
& Time ul-u2: 0.223

ul 1 o [o |1 Jo |1 Jo |1 |1 [o Jo o ul-u3: 0.547

u2 o [o o o |1 o |1 Jo |1 o |1 |o ul-ud: 0.182

u3 o [1 (o |1 |1 Jo Jo 1 |1 o |1 o

ud o [1 [T Jo [1 o 1T (o [1 [0 |1 |0 u3>u2>u4

Size: [U] x (|Cy] . |Ca])

Figure 3.6: Neighbor selection: Check-in&Time similarity based

The fourth method uses the proposed multi-objective optimization based recommen-
dation method and takes into account both the location and the temporal information
of the check-ins. In Figure the similarities among users based on location and
temporal information are given on the left and the related dominance matrix is given
on the right. The similarities are calculated as shown in Figures and The de-
tails on how dominance matrix is created is not given in the figure, but it is explained
in Section[3.1} The non-dominated user is selected as the neighbor based on the dom-
inance matrix, such that the user who is never dominated (whose column sum is zero)
is selected. The used space is calculated by |U|z(|C_1| + |C_2|) + |U — 1|z|C|. The
first part of the equation is related to the similarity calculations, which are defined
in the previous paragraphs. The second part of the equation is related to the matrix

which holds the similarities and the dominance matrix. The |U — 1] is the number of
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users except the target user and the |C| value indicates the count of different criteria

used, which is 2 for this example.

Multi-Objective Optimization Based

Users vs. | Check-in Loc | Temporal Dominance | u2 | u3 | u4

Criteria | Similarity Similarity Matrix

u 0.670 0.554 u2 0 10 10

u3 0.012 0.980 u3 1 10 ]1

ud 0.012 0.707 u4 1 10 |0
Total: 2 0 1

Size: ([U|-1) x |C| + |U| x (|ICy| +|C3)

Figure 3.7: Neighbor selection: Multi-objective optimization based

Previous works in the literature, our intuition and the example analyzed in this sec-
tion show that using temporal information provides information on the users’ behav-
ior and can increase the performance of the recommendation system, by assisting
to choose neighbors more effectively. While using the temporal information, other
important features, such as social network and geographical information which are
already shown to be effective in recommendation performance, should not be dis-
carded. In order to combine all these kinds of information effectively, we believe that

the multi-objective optimization based approach is a good choice.

Beside considering temporal information as a source for similarity calculations, we
aim to use this information as a tool for giving dynamic recommendations. A user
may ask the recommendation system to make recommendation for a specific hour
of a day or day of a week. For example, to have a breakfast, a user may prefer to
visit a venue which serves brunch on a weekend morning, but prefers to visit a coffee
shop on a weekday morning. Also a user may require a recommendation independent
from the current time (the time of asking for the recommendation). For example, on
a weekday evening a user may look for brunch locations for the weekend. Traditional
recommendation systems generally produce the same recommendations for a target
user even if the user indicates his/her preference of time. Using the users’ temporal
preferences in recommendation process is started to be researched and our work is
one of the first of these systems and it gives dynamic recommendations based on

temporal preferences of the users.
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3.4.2 Modelling Temporal Information and Its Use in Recommendation

Some of the recent works, [[79]], [138], [139], [32], incorporate temporal information
in recommendation by dividing the time into partitions. While [79] divides the time
into four by considering working hours and leisure time of a day and weekdays and

weekends of a week, [[138]], [139] and [32] split time into hourly slots.

In our work we divided time into eight different slots, such as the combination of
four partitions of the day (i.e. morning, afternoon, evening, night) and two partitions
of the week (i.e. weekdays and weekend). We assigned Saturday and Sunday as the
weekends and the rest as the weekdays. We assigned the hours in between 06.00
- 11.59 (6.00 am - 11.59 am) as morning, 12.00 - 17.59 (12.00 pm - 5.59 pm) as
afternoon, 18.00 - 23.59 (6.00 pm - 11.59 pm) as evening and 00.00 - 05.59 (00.00
am - 5.59 am) as night.

Using these time slots we can differentiate users who socialize in different times of
a day and a week; such as in the morning (i.e. morning person) or at the night (i.e.
night owl). For this purpose, the temporal preference based similarity among users is
used. Also in the proposed system, the time slots can be used by the target users to
indicate their temporal preferences to get recommendations. As a result, our proposed
method will make recommendations of venues that can be visited specifically in the

given time slot.

The proposed system is composed of the same steps as explained in Section [3.1}
similarity calculations, neighbor selection and item selection. The same approach for

all steps are used as before, except two extensions proposed in this section:

First extension is to use temporal information of the check-ins. In the similarity calcu-
lations step, past check-in times of the users can be taken into account. After mapping
the check-in times of the users to the time slots, the similarities of users based on their
frequency of check-ins in the related time slot is calculated. The similarities are used
in a multi-objective optimization setting to decide the non-dominated users, who are

assigned as the neighbors of the target user.

The second extension is related to the use of dynamic temporal preferences of the
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users in the item selection step. With this extension, it is possible for the target users
to indicate their time category (slot) preferences to get recommendations, such that
they can be made recommendations on venues that can be visited specifically in the
requested time slot. For this extension, item selection step is modified as follows: The
candidate items (venues) are eliminated according to their status on being visited on
the given time slot, such that if the candidate item has never been visited in the given
time slot by any of the neighbors, then it is removed from the candidate list. Then,
the original item selection step is performed on the rest of the candidate items and the

top-k items with the highest score are suggested to the user.

3.4.3 Details of the Implementation

In this section, we used the same data as in Section |3.1} namely Checkin2011 data-set
[31]. The data contains information of users’ check-in, friendship and home-town.
Additional to the criteria used in the previous sections, we took the check-in time-

stamp information into account.

The user-user similarity based on the temporal information is calculated as follows:
As explained in the previous sections, we mapped the times of previous check-ins into
eight different categories, which are the combination of four partitions of the day (i.e.
morning, afternoon, evening, night) and two partitions of the week (i.e. weekdays
and weekend). Then, frequency of check-ins in the temporal categories are used to
calculate the similarities among users. For the calculations Cosine similarity metric

is used.

Several different methods which are using temporal information together with differ-
ent combination of features are implemented. We implemented not only non-dynamic
versions of the methods but also the dynamic versions which are based on time cat-
egory preference of the target users. The methods with dynamic recommendation
process is initialized with Dynamic Temporal Preference(DTP) while presenting the

evaluation results. The explanation of the implemented methods are as follows:

e Collaborative Filtering on Time(CF-T): The most similar users based on past

check-in time information are defined as the neighbors.
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e Multi-Objective User Similarity: Multiple criteria are used to decide the non-
dominated users. These users are considered as neighbors. We used different

combination of criteria to observe the effects of them:

— Check-in & Time (MO-CT): The criteria are check-in similarity and time
similarity.
— Check-in & Home-town & Time (MO-CHT): The criteria are check-in

similarity, home-town and time similarity.

— Check-in & Home-town & Friends & Time (MO-CHFT): The criteria are

check-in similarity, home-town, friendship and time similarity.

— Check-in & Home-town & Friends & Influence & Time (MO-CHFIT):
The criteria are check-in similarity, home-town, friendship, influence and

time similarity.

3.5 Multi-Objective Optimization Based Recommendation Enhanced With Clus-

tering

In this section, we extended the proposed recommendation method explained in Sec-
tion[3.1]by introducing a pre-processing step. In this step, clustering of users based on
a single criterion is used. By this process, we aimed to observe the effect of clustering

on the accuracy and scalability of the system.

In the clustering step, the user set is divided into clusters based on a single criterion,
such as home-town or friendship. Clustering helps the system to reduce scaling prob-
lem by considering only the users that are from the same cluster as the target user
instead of considering all of the users in the system. The rest of the method is re-
mained same, except only the cluster that the target user belongs to is used for the

calculations.

Clustering can be performed on any kind of feature, however based on the available
data we preferred to use either home-town or friendship information. Even though
it is possible to use complex clustering methodologies, we preferred to use a simple
method which directly groups users based on the feature value. By this way we

believe that we can capture the changes of the users’ state, such as moving to a new
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city, easily without needing complex calculations. The clustering methods we used

are as follows:

o (lustering based on Home-town (CLH): Users from the same home-town are

grouped into the same cluster.

e Clustering based on Friendship (CLF): Users who are labeled as friends of the

target user are grouped into the same cluster.

Afterwards the following methods are used to make recommendations. Note that for
the calculations only the information of the users from the same cluster as the target

user are used:

e Collaborative Filtering on User x Check-in (CF-C): The traditional user based
collaborative filtering algorithm is used to make recommendations. The most

similar users based on past check-in information are defined as the neighbors.

e Collaborative Filtering on Friends(CF-F): The friends are defined as the neigh-

bors.

e Collaborative Filtering on Influence(CF-I): The users who have most influence

on the target user are defined as the neighbors.

e Collaborative Filtering on Home-town(CF-H): The users from the same home-

town as the target user are defined as the neighbors.

e Multi-Objective User Similarity: Multiple context and/or similarity measures
are used to decide the non-dominated users. These users are considered as
neighbors. We used different combination of criteria to observe the effects of

them:

— Check-in & Influence (MO-CI): The criteria are check-in similarity and

influence.

— Check-in & Friends & Influence (MO-CH): The criteria are check-in sim-

ilarity and home-town.

— Check-in & Friends & Influence (MO-CFI): The criteria are check-in sim-

ilarity, friendship and influence.
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— Check-in & Influence & Home-town (MO-CIH): The criteria are check-in

similarity, influence and home-town.

3.6 A Location and Social Network Aware Hybrid Recommendation System

There are many ways to integrate multiple features into a recommendation method,
such as hybrid systems or multi-criteria based optimization systems, which are exem-
plified in related work section. In this section, we used techniques from [11] to com-
bine single criterion based recommendation methods, such as only location based,

only friendship based or only rating based recommendation systems.

In Section [3.6.1] the system design is explained. In Section [3.6.2] the hybridization
techniques from [[11] are explained and the information on how we applied the chosen
techniques are given. In Section[3.6.3]details of the implementation based on the data-

set characteristics is given.

3.6.1 System Design

In our hybrid recommendation system, we combine multiple single criterion based
methods. Unlike the other hybrid recommendation systems in the literature, we com-
bine the selected neighbors instead of recommended items. We believe that if the best
neighbors can be selected, the output recommendation would be better. After having
combined list of neighbors, we decide on the items to recommend as it is done in

traditional collaborative filtering method.

[nput data 1 Recommendation | Neighborlist 1 /ﬁ
(single criterion) Module 1

Input data 2 Recommendation | Neighborlist 2 . . .
(single criterion) Module 2 Hybridization Module Neighbor list Ttem Selection | Qutput Rec.
Module list
d

recommendation

list

Input dataR Recommendation | Neighborlist R
(single criterion) Module R \—/

Figure 3.8: Proposed system design
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The proposed system is composed of the following modules (Figure [3.8)):

e Recommendation modules: Each recommendation module uses a single crite-
rion; e.g. rating, friendship; and produces a candidate neighbors list by cal-
culating the similarities among users. For this purpose, each recommendation

module uses the following two steps:

— Similarity calculations: Using each criterion; such as item ratings, user
locations, friendship; similarity among users is calculated. The calcula-
tions can be measured by any similarity measure known in the literature,

such as Cosine similarity, Pearson correlation, Jaccard similarity.

— Neighbor selection: Based on the output similarities, the most similar

users to the target user are selected as the candidate neighbors.

e Hybridization module: The chosen candidate neighbors are combined by using
the selected hybridization techniques. Detailed information on hybridization

techniques and how we applied them are given in Section [3.6.2]

e Item selection module: Using the combined neighbors, the items to be rec-
ommended are selected following the approach in the traditional user-based
collaborative filtering method. The items previously preferred by the neigh-
bors are considered as the candidate items. The more neighbors recommend an
item, the more the score of the candidate item is. At the end, top-k items with
the highest scores are recommended to the target user. For the score calcula-
tions, the selected neighbors are considered to have same level of effect on the
target user. So, overall score of an item is calculated by counting the number of

neighbors who have suggested (e.g. used previously) that item.

3.6.2 Hybridization Techniques

In hybrid recommendation systems two or more recommendation methods are com-
bined to reduce the drawbacks of each method and to give better recommendations

[[L1]. In that work seven different hybridization techniques are explained:
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e Weighted: In this technique, the scores of each recommendation method is
considered to create a single score for each item. For example, linear fusion of
scores technique combines the scores of each recommendation method using a
linear formula, such as summation of scores. Another example is using recom-
mendations of each method as votes and giving higher score to the items with

higher number of votes.

e Switching: In this technique, the system switches between recommendation
methods based on some criteria. The switching criteria need to be decided

beforehand and it may introduce additional complexity to the system.

e Mixed: In this technique, the recommendations from multiple recommendation

methods are presented side-by-side.

e Feature combination: In this technique, one of the recommendation method
is used as an additional feature by the other one. In [11], this technique is
explained as a combination method for content filtering and collaborative filter-
ing, where collaborative information is used as an input for the content based

filtering method.

e (Cascade: In this technique, recommendation methods are employed in stages.
First method creates candidate items, then the second one chooses the recom-
mendations from the candidate set. The system using the cascade technique is
more efficient (than a weighted hybrid), since the second method does not deal
with less important items which are not chosen by the first recommendation

method.

e Feature augmentation: In this technique, the result of the first recommendation

method is used as a feature by the second method.

e Meta-level: In this technique, the model produced by the first recommendation
method is used as an input by the second method. The difference from the
feature augmentation is that in this technique the meta-level information, such

as the learned model, is used by the second method.

Even though in [11] different types of recommendation methods; such as collabora-

tive filtering and content based filtering; are considered to be combined all the time,
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we believe that multiple single type recommendation methods which selects items
according to different criteria can be combined together using the explained tech-
niques. In this section, we used several different collaborative filtering recommenda-
tion methods each of which uses a single criterion, e.g. rating, friendship. We used
each method to produce the candidate neighbors, then the chosen candidate neigh-
bors are combined by using the selected hybridization techniques. We chose to use

the following techniques:

Mixed: Predefined number of neighbors are collected by getting each neighbor from
different method according to the ranks. For example, let’s assume that the first rec-
ommendation method, i1, finds the neighbors as u1, u2, u3, and the second one, R2,
find it as u4, ud, u6. The output list will first collect the first user from the first list,
which is u1, and then the first user from the second list, which is u4. The process will

continue until the predefined number of users are collected.

Weighted: For this technique, we used different three different settings:

e Vote based: Each recommendation method gives a vote for each user, with-
out considering any importance weight of methods or similarity of users. The
score given for each candidate neighbor is calculated by counting the number

of methods which listed it in the candidate neighbors list.

e Weight based: The similarity values calculated by each recommendation method
is considered in this setting. The score of the candidate neighbor is assigned as

the average similarity value.

e Parameter based: The result of each method is combined using a linear fusion
method, as in [136] given in the Equation In the equation, R represents
the set of recommendation methods and r represents each recommendation
method. The «, is the parameter which is the importance weight of the re-
lated method. The total value of «,s is 1.0, Equation The sim(u,v) value
is the calculated similarity between users u and v, where w is the target user and
v s one of the elements of the candidate neighbors. In this technique user simi-
larities are either considered or not. So, we can further subdivide this technique

as Parameter& Vote based and Parameter& Weight based.
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s(u,v) = Z a, * sim(u,v) (3.8)

reR

Z a, =1.0 (3.9)

reR

We assigned the o, values using the following approaches:

— Equal values: Each « is set as 1/| R|, where | R| represents the number of

recommendation methods used.

— Rank based values: The ranks of each criterion is given to the system as
an input. Based on the rankings the o, values are assigned in decreasing
order. For example, assume that the ranking of three criteria is given as
cl > ¢2 > ¢3. Then for these criteria we assign the scores as ¢l = 3,
c2 = 2, ¢3 = 1 and then we divide the scores to the total score, which is
6 in this example, to get the o, values. As a result, in this example the

assigned «,. values are calculated as c1 = 0.50, ¢2 = 0.33, c3 = 0.17.

— Search based values: We search the best «,. values by assigning different
values to them, such that by increasing the values with 0.1 increments in
between [0.0-1.0]. Since the search becomes very complex as the number
of criteria increase, we decided to search the best o, values only for two
criteria all the time, and we incrementally assigned the . values for all the
criteria. For example, assume that we have three criteria, < cl, c2,c3 >.
We first calculated the best «, value for the c1, the first ranked criterion,
by assigning different «,. values for < cl,¢2 > and < cl,¢c3 >. Based
on the results, we decide the «; value. Then, knowing the first o, value,
we search the space only for o, values of ¢2 and 3 by using all the three

criteria in recommendation process.

3.6.3 Details of the Implementation

Generally, the steps given in the system design section are followed. However, simi-
larity calculation step is dependent on the data-set characteristics, such that the simi-

larities are calculated based on the available features/criteria. In this section, we used
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the same data as in Section [3.1] [31]] and the same similarity measures among users

are calculated as done in Section [3.1] The implemented methods are as follows:

Hybrid Techniques: Multiple recommendation methods are combined using the Mixed
(M) or Weighted (W) techniques. The settings used in Weighted technique are coded
as: Vote (V), Weight (W), Parameter& Vote (PV) and Parameter& Weighted (PW). The
different approaches used in Parameter based settings are coded as: Equal (E), Rank
(R), Search (S). For example, a hybrid technique using Weighted and Parameter& Vote
based using equal assignments of alpha values is coded as: W-PV-E. The produced
code is added to the recommendation method’s code (see below), when we give the
evaluation results. We used different combination of criteria to observe the effects of

them:

e Check-in & Home-town (HT-CH): The criteria are check-in similarity and home-

town.

e Check-in & Influence (HT-CI): The criteria are check-in similarity and influ-

ence.

e Check-in & Friends & Influence (HT-CFI): The criteria are check-in similarity,

friendship and influence.

o Check-in & Friends & Influence & Home-town (HT-CFIH): The criteria are

check-in similarity, friendship, influence and home-town.

3.7 Evaluation of Multi-Objective Optimization Based Recommendation

In this section we presented the evaluation process and results of recommendation by

using multiple criteria from the same source. The evaluation metrics, the data-set and

the evaluation results are presented in Sections [3.7.1,[3.7.2]and [3.7.3]

3.7.1 Evaluation Metrics

We used the following evaluation metrics:
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e The Precision@k metric is presented in Equation [3.10] In the equation tpy
represent true positives and fp; represents false positives in the given output
list with size k. True positives are the ones which are listed in the output list
and are actually true, such that the recommended venue visited by the target
user in the future or the predicted gene is really connected to the target gene.
False positives are the ones listed in the output list but are not actually true,
such as the recommended venue is not visited in the future by the target user
or the predicted gene is not actually connected to the target gene. While giving
the evaluation results, we presented the average of the Precy values. Here it is
worth mentioning that it is common for recommendation methods to have low
precision results as the data is very sparse. For instance, in [143] the authors
gave several examples of low precision results, which are in the range [0.030,

0.035], for different data-sets.

tpg
tpr + ok

e The Ndcg(Normalized discounted cumulative gain) metrics decides the rele-

Prec;, = (3.10)

vance of the listed items depending on their rank. It is calculated by Equation
The Dcg (Discounted cumulative gain) value is calculated by Equation
In the equation £ is the size of the returned list and j is the item’s position
in the list. The Idcg (Ideal discounted cumulative gain) is the Dcg value in the
ideal case, where the resulting list is sorted by the relevance. While giving the

evaluation results, we presented the average of the Ndcg;, values.

Dcgy,
Ndegy, = 3.11
CYk Tdeg (3.11)
el
Deg, = rely + Y —— (3.12)
= loga]

e The Hitrate metric shows the ratio of the users who are given at least one true
recommendation. The average Precison@k value of a method can be high even
though it is able to make recommendations just to a few users. For example, as-
sume that we have two different recommendation methods, RN, and RM,, two

users v and v, and the output list size is 3. Consider the case where RN, gives
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2 true recommendations to user v and no true recommendation to user v, and
R M, gives one true recommendation to each user. Both methods’ Precision @k
will be 0.33, on average. However, RM, can give true recommendations to
both users; this means we can say that it is better than RM;. It is calculated
by Equation [3.13] In the equation, M is the set of target users, and m is one of
those users. HitRate,, is set to 1.0 if the output list contains at least one true

recommendation and to 0.0 otherwise.

Y men HitRatey,

HitRate =
| M|

(3.13)

e The User Coverage is defined as the ratio of the users who are given any
recommendation by the system. As stated in [8]], some of the algorithms in the
literature loose coverage in order to gain more accuracy. These algorithms are
usually suffering from giving poor recommendations to the cold start users. In

[47] 1t is stated that coverage and accuracy should be analyzed together.

3.7.2 Checkin2011 Dataset

We use the Checkin2011 data-set [[31] which contains 11326 users, 187218 locations,
1385223 check-ins, 47164 friendship links. The data is collected from Foursquare
web-site in between January 2011 - December 2011. Since the size of the data is
large, a sub-sample of the data is created by extracting check-ins made in January
2011, which is named as CheckinsJan. In CheckinsJan data, there are 8308 users,
49521 locations and 86375 check-ins. Using the CheckinsJan data, a list of venues
is recommended to the users. For the evaluation, the check-ins made in February is

used as the test set.

3.7.3 Evaluation Results

In this section, we presented the evaluation results of multi-objective optimization
based recommendation using the following approaches: Using location and social
network information; Enhanced with inferred home locations; Enhanced with tempo-

ral information, enhanced with clustering and Hybrid recommendation using location
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and social network information. We used the Precision@k, Ndcg, Hitrate and Cover-
age metrics to analyze the performance of the methods. The results of each approach

are presented in Sections [3.7.3.1]-[3.7.3.5] Lastly, the comparison of all the methods

to the baseline method belonging to the creator of the data-set we use, namely Gao et

al.[34], is presented in Section [3.7.3.6]

3.7.3.1 Evaluation Results: Location and Social Network Aware Multi Objec-

tive Recommendation System

In this section, first, we present the configurations that are necessary for the evaluation

and then we present the evaluation results and discussions.

Configurations We aimed to predict future check-ins of each user using the Check-
insJan data. In the prediction step, it is necessary to limit the number of neighbors,
N, and the output list size, k. In order to decide the N and £ values, we performed

the following analysis.

In order to decide N, we fixed k value and performed the recommendation process
using the Base setting. For the analysis, we set £ value in the range of 10-30 with
5 increments and we set N value in between 10-80 with 10 increments. Then, we
analyzed the results in terms of precision and hit-rate. Figures [3.9] and [3.10] shows
the results when £ is set to 10 and Figures and shows the results when it
is set to 30. In all of the figures, we observed that increasing /N value increases the
precision and hit-rate performance. However, the acceleration of the increase reduces
after a certain /N value. This value can be assigned as N in the rest of the analysis.

Using the outputs of our tests, we assigned /V as 30, for this evaluation configuration.

Deciding the N value, the next step is to decide the £ value. For this purpose, we
used N as 30 and gave k different values in the range 10-30 with 5 increments, as we
did previously. The precision and hit-rate results for this setting is given in Figures
and From the results, we observed that the precision is affected by the &
significantly and reduces sharply as it increases. The hit-rate increases, as expected,
when the £ value increases. However, the ratio of the change is not as sharp as in the

precision. Considering all these, we decided to assign £ value to 10.
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Table 3.3: Number of users with the given precision upper-bound value

Upper-bound Precision || No. of Users || Ratio of Users
0.1 1152 16.0%
0.2 1048 14.6%
0.3 877 12.2%
0.4 753 10.5%
0.5 634 8.8%
0.6 491 6.8%
0.7 421 5.9%
0.8 322 4.5%
0.9 262 3.6%
1.0 1227 17.1%

Results The upper-bounds of the related metrics are as follows: The Ndcg, Hitrate
and Coverage metrics’ upper-bounds are 1.0. The upper-bound for Precision metric
is 0.489. For the upper bound calculations, only the check-in locations that are seen
in the CheckinsJan data is considered. For all of the metrics, the users are also limited
to the ones who check in both in January and February. The number of users with the
precision upper-bound values are given in Table [3.3] Most of the users have 0.1 or
0.2 precision upper-bound values, which shows that these users check in only once or
twice during February, our test period. These users are the most challenging ones to

make recommendation.

In Table[3.4] the results for Base setting is given. According to the table, the best two
methods are CF-C and MO-CH in terms of Precision, Ndcg and Hitrate. The best
Coverage is obtained by MO-CFIH method. We observed that in CheckinsJan data
with Base settings, the check-in and the home-town features carry more information
than the friendship and influence features. Combining all the features increases the
coverage near to 1.0, to the upper bound. Even though MO-CH method performs
worse than the traditional method, CF-C, its coverage is better. This method (and the
other multi-objective based methods) can make recommendations even to the cold

start users.

In Table [3.5] the results for Weight Based setting is given. According to the table,
the best two methods are CF-C and MO-CFI in terms of Precision, Ndcg and Hitrate.
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Table 3.4: Results for Base setting

Method || Precision || Ndcg || HitRate || Coverage

CF-C 0.114 0.242 | 0.621 0.955
CF-F 0.030 0.064 || 0.221 0.845
CF-1 0.033 0.067 || 0.226 0.873
CF-H 0.068 0.132 || 0.435 0.965

MO-CI 0.102 0.213 || 0.572 0.993
MO-CFI 0.103 0.213 || 0.577 0.993
MO-CFIH 0.105 0.218 || 0.596 0.999
MO-CH 0.112 0.227 || 0.616 0.996

Table 3.5: Results for Weight Based setting

Method Precision || Ndcg || HitRate || Coverage

CF-C_W 0.119 0.250 | 0.630 0.955
CF-F_W 0.030 0.064 || 0.221 0.845
CF-1.W 0.034 0.068 || 0.229 0.873
CF-H_W 0.068 0.132 || 0.435 0.965

MO-CI_W 0.105 0.218 || 0.597 0.999
MO-CFI_W 0.111 0.225 || 0.607 0.996
MO-CFIH_W 0.098 0.207 || 0.549 0.993
MO-CH_W 0.089 0.193 | 0.522 0.993

The best Coverage is obtained by MO-CI method. Combining multiple features via
multi-objective optimization methods leads to increase in the coverage more than 3%.
Comparison with the Base setting results shows us that using weights of neighbors in

the calculations slightly increases the performance of the methods.

In Table [3.6] the results for Rate Based setting is given. According to the table, the
best Precision, Ndcg and Hitrate results belong to CF-C. It is followed by the multi-
objective optimization methods. In terms of Coverage the best result is obtained by
MO-CFIH. Introducing rates to the system decreases the performance of the methods
which use check-in feature. We observe that introduction of weights does not affect

the results significantly.

In Table [3.7] the results for Rate and Weight Based setting is given. According to
the table, the best Precision, Ndcg and Hitrate results are obtained by CF-C. The
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Table 3.6: Results for Rate Based setting

Method Precision || Ndcg || HitRate || Coverage

CF-C_R 0.114 0.242 | 0.624 0.955
CF-F_R 0.034 0.073 || 0.240 0.845
CF-I_R 0.030 0.063 || 0.205 0.873
CF-H_R 0.068 0.134 || 0.436 0.965

MO-CI_R 0.098 0.209 | 0.559 0.993
MO-CFI_R 0.098 0.210 || 0.564 0.993
MO-CFIH_R 0.102 0.218 || 0.587 0.999
MO-CH_R 0.111 0.229 | 0.611 0.996

Table 3.7: Results for Rate and Weight Based setting

Method Precision || Ndcg || HitRate || Coverage
CF-C_RW 0.119 0.257 | 0.637 0.955
CF-F_RW 0.034 0.073 || 0.240 0.845
CF-I_RW 0.031 0.063 || 0.210 0.873
CF-H_RW 0.068 0.134 || 0.436 0.965

MO-CI_RW 0.096 0.210 || 0.546 0.993
MO-CFI_RW 0.089 0.197 || 0.533 0.993
MO-CFIH_RW 0.103 0.219 || 0.592 0.999
MO-CH_RW 0.109 0.226 || 0.601 0.996

best Coverage result belongs to MO-CFIH. Combining multiple features via multi-
objective optimization methods leads high coverage performance, more than 95%.
Comparing the results to the rate based setting, we observe that the performance of

the methods changes slightly.

In order to observe how different settings have affected the results, we presented
Figures [3.15]to[3.22] The figures show the behavior of different methods on different
settings. For the traditional collaborative filtering based methods; namely CF-C, CF-
F, CF-I and CF-H; the results are not affected significantly by the weight or rate
information. For the multi-objective optimization based methods using home-town
information, namely MO-CFIH and MO-CH, the performance decreases with weight
usage. However, for the other multi-objective optimization based methods the weight

usage increases the performance. All the multi-objective optimization based methods

64



achieve nearly 1.0 coverage, which is the upper-bound.

CF-CResults

CF-C CF-C_W CF-C_R CF-C_RW

—a— Precision Mdcg —e—HitRate -——a—Coverage

Figure 3.15: Results for different settings: CF-C

CF-FResults

CF-F CF-F_W CF-F_R CF-F_RW

—e— Precision Ndcg —e—HitRate —e—Coverage

Figure 3.16: Results for different settings: CF-F

In summary, multi-objective optimization based methods use the information pro-
vided by different features. This leads to increase in coverage while preserving preci-
sion. As stated in [54] and [109], some accuracy loss while adding additional aspects

to increase the overall utility is expected.
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Figure 3.17: Results for different settings:

CF-H Results
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Figure 3.18: Results for different settings:
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Figure 3.19: Results for different settings: MO-CI

MO-CFI Results
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Figure 3.20: Results for different settings: MO-CFI
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Figure 3.21: Results for different settings: MO-CFIH
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Figure 3.22: Results for different settings: MO-CH
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3.7.3.2 Evaluation Results: Multi-Objective Optimization Based Recommen-

dation Enhanced with Inferred Home Locations

In this section, first, we present the configurations that are necessary for the evaluation

and then we present the evaluation results and discussions.

Configurations We aim to predict future check-ins of each user using the Checkins-
Jan data. In the prediction step there is a need for setting the number of neighbors, N,
the output list size, & and the radius, r (related to travel locality). In Section
analysis on the data are performed and it is decided to set NV to 30 and & to 10. We
directly used these values in this section. In order to decide on the radius, r, we

performed the following experiments.

The distance between the user and the venue location is decided by Haversine dis-
tance, which is calculated as given in [42], by Equation[3.14] In the equation, lon and
lat refers to the longitude and latitude of the first and the second locations, and the
R is the radius of the Earth and set to 6373 km. Haversine distance gives the great-
circle (shortest) distance between two points on a sphere [[130]. For the calculation,

the inferred home/center locations of the users and the venues are used.

dlon = lon2 — lonl

dlat = lat2 — latl

a= (sin(@))2 + cos(latl) x cos(lat2) * (sm(dl¥))2 (3.14)
c=2xatan2(v/a, V1 — a)
d=Rxc

We first calculated the average Haversine distance of each user to the locations that
they checked as shown in Figure[3.23] In the figure, the calculated average distances
are shown as the vertical axis and the anonymous user ids are shown in the horizontal
axis. This figure shows that there are few users that checks-in in larger distance, and
most of the users usually visit places closer to them. For example, the number of
users whose average distance is more than 500 km is less than 1000 and the number
of users whose average distance is around 0 km is more than 5000. In our data-set, the

average Haversine distance between users’ home location and venues center locations
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is calculated as 240.44 kilometers (km).

Avg. Haversine Distance (km)

Figure 3.23: Average distances of users to their check-in venues (in km)

We plotted the number of users who visited venues in limited ranges in Figure [3.24]
In the figure, the horizontal axis gives the ranges of distance in kilometers and the
vertical axis indicates the number of users in the given range. The percentages on the
figure indicates the percentage of users whose average distance is in the given range.
In the figure, we set the upper value as 2000 km, because in Figure [3.23] we observed

that the number of users who visited venues further than 2000 km is small.

In Figure [3.24] we set the ranges using three different approaches. In the first ap-
proach, the left part of the figure, we set the ranges in 250 km intervals. After reach-
ing the value 250 km as the lower bound, we set the intervals of 25 km, as seen in
the middle part of the figure. After reaching the lower value, 25 km, we changed the
interval into 5 km, as seen in the right part of the figure. This figure shows us that
most of the users visit venues which are in distance less than 100 km, i.e. about 75%
of the users visit venues in 100 km range. Nearly half of those users, i.e. about 1/3
of all users, visit locations in the range of 5 km. Based on these observations, we
decided to set our radius, r, value to 5 km. In order to observe the effect of radius, r,

we also set its value to a larger radius. We chose the second value for 7 as 100 km.

Evaluation Results For the upper bound calculation, the venues are limited to the
ones that are seen in the CheckinsJan data and the users are limited to the ones that

check in both in January and February. The upper-bounds of the related metrics
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Figure 3.24: Number of users who visited venues in the given ranges

are as follows: When travel locality is not used and all the users in the test set are
considered, the upper-bound for the Precision metric is 0.489. When we consider
travel locality, the number of users in the given range reduces to 3732 and 5695
for r = 5km and r = 100km, respectively. When we consider these users as our
target user set, the upper bounds are 0.299 and 0.432 for » = 5km and r = 100km,
respectively. For the Ndcg, Hitrate and Coverage metrics upper bounds are 1.0, such
that the recommendation system should be able to make recommendation to any user.
While using travel locality, if we consider all the available users on the test set as
the target user set, the upper-bounds of the evaluation metrics reduces. These upper-
bounds while considering all the users are presented in the[3.7.3.6] In this section, the
evaluation results are given for the users who have at least one check-in in the given

travel radius.

Firstly, we analyzed if our home/center location inference method performs well:
The Checkins2011 data-set provides us only hometown-ids, without any real world
information, i.e. the name of the city, state or country are unknown. The creators of
this data-set stated in their work [35] that the hometowns in the data-set are given as
either city or state level. Considering this fact, we tried to figure out if the inferred
home locations in this section are really close to each other, at the city or state level.
In order to decide on the distances in a city and a state we referred to their land area.
From [64] we collected the largest 20 cities in the world, and calculated average land
area of a city. Then, we calculated the distance by taking the square root of land area,

which is about 60 km on average. This value gives us only the information of the

71



city center. We assumed that a city will be three more times larger than its city center
when its suburban areas are also considered. We concluded that a city will have users
in 180 km distance at most. Having the city level distance, we decided to set the
state-level distance to 720 km with the assumption that a state will have four cities at
least. One should note that the given distances are mostly based on assumption and

can be larger or smaller in real life.

Avg. Distance of Users

n=0

ml=<x=<5

w5 <x< 100
100 < x < 180

w 180 < x <720

s Rest

Figure 3.25: User ids and their average distances to their check-in locations (in km)

We calculated the average distance among users who have the same home-town id,
which is the only home-town information given in the data-set. In Figure [3.25] we
give the ratio of the home-town-ids which have the distance in the given ranges. For
example, among its users 2% of the home-towns have distance less than 5 km, on
average. We set the ranges as the decided radius values, explained in [3.7.3.1] and
city-level and state-level distances, explained in the previous paragraph. In the figure,
we observed that more than half of the home-town-ids are used by only one user, so
that have 0 km average distance. These users are the ones who either misspelled their
location or gave fake/artificial home-town names. When we take into account the
distances larger than 0 km, 38% of the home-town-ids have city level distances and
27% of them have state level distances. These results show that our method is mostly

able to infer the users’ home/center location.

Secondly, we analyzed the performance of multi-objective optimization based recom-
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Table 3.8: Results for » = 5km

Method Precision || Ndcg || HitRate || Coverage
IL-CF-C 0.110 0.269 | 0.671 0.891
IL-CF-F 0.037 0.085 || 0.259 0.514
IL-CF-1 0.040 0.092 | 0.273 0.533
IL-MO-CI 0.102 0.251 || 0.633 0.870
IL-MO-CFI 0.104 0.252 || 0.643 0.876
IL-CF-C_W 0.113 0.273 || 0.678 0.891
IL-CF-F_W 0.037 0.085 || 0.259 0.514
IL-CF-I_W 0.039 0.092 || 0.272 0.533

IL-MO-CI_W 0.103 0.252 || 0.634 0.870
IL-MO-CFI_W 0.100 0.246 | 0.634 0.876

IL-CF-C_R 0.113 0.275 || 0.682 0.895
IL-CF-F_R 0.038 0.091 || 0.267 0.514
IL-CF-I_R 0.040 0.093 || 0.275 0.533

IL-MO-CI_R 0.104 0.257 || 0.646 0.879
IL-MO-CFI_R 0.106 0.260 || 0.653 0.885
IL-CF-C_RW 0.114 0.280 || 0.685 0.895
IL-CF-F_RW 0.038 0.091 || 0.267 0.514
IL-CF-I_RW 0.039 0.093 || 0.273 0.533
IL-MO-CI_RW 0.105 0.260 || 0.648 0.879
IL-MO-CFI_RW 0.103 0.255 || 0.650 0.885

mendation methods while using travel locality or not: In Tables[3.8]and[3.9] the results
for different settings when r = 5km and » = 100km are given, respectively. In the
tables, the methods with suffix _W, _R and _RW represent the Weight Based, Rate
Based, and Rate and Weight Based settings. The methods without any suffix form the
Base setting. All other abbreviations, which indicates the type of the methods, are

given in Section [3.3.3] while the methods are explained.

In Table the results for different settings when » = 5km are given. According
to the table, the best method is IL-CF-C. As observed in the previous experiments;
the different settings, such as use of weights or rates, do not change the trend of
the performance. Even though the best performance is obtained when only check-
on information is used, multi-objective optimization based methods which uses a
combination of criteria perform nearly as good as the best one. Compared to the upper

bounds, different setting for the proposed recommendation system using r = 5km
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Table 3.9: Results for » = 100km

Method Precision | Ndcg || HitRate || Coverage
IL-CF-C 0.123 0.269 || 0.667 0.943
IL-CF-F 0.038 0.080 || 0.263 0.629
IL-CF-1 0.043 0.092 || 0.288 0.687

IL-MO-CI 0.114 0.251 || 0.637 0.953
IL-MO-CFI 0.115 0.251 || 0.642 0.957
IL-CF-C_W 0.127 0.278 | 0.675 0.943
IL-CF-F_W 0.038 0.080 || 0.263 0.629
IL-CF-I_W 0.044 0.093 || 0.289 0.687

IL-MO-CI_W 0.112 0.248 || 0.626 0.953
IL-MO-CFI_W 0.106 0.235 || 0.609 0.957

IL-CF-C_R 0.125 0.275 | 0.674 0.944
IL-CF-F_R 0.041 0.091 || 0.283 0.629
IL-CF-I_R 0.043 0.094 || 0.289 0.687

IL-MO-CI_R 0.115 0.256 || 0.643 0.955
IL-MO-CFI_R 0.116 0.257 || 0.648 0.958
IL-CF-C_RW 0.129 0.286 | 0.680 0.944
IL-CF-F_RW 0.041 0.091 || 0.283 0.629
IL-CF-I_RW 0.044 0.095 || 0.292 0.687
IL-MO-CI_RW 0.115 0.258 || 0.641 0.955
IL-MO-CFI_RW 0.109 0.246 || 0.630 0.958

reaches about 38% Precision performance, about 28% Ndcg performance, about 69%

Hitrate performance and about 89% Coverage performance.

In Table the results for different settings when r = 100km are given. According
to the table, the best methods are IL-CF-C and IL-MO-CFI. The performance of the
methods increases slightly compared to the when the radius is set to 5 km, shown in
the previous table. In terms of coverage using larger range performs about 5% better.
Compared to the upper bounds, different setting for the proposed recommendation
system using » = 100km reaches about 29% Precision performance, about 28% Ndcg

performance, about 67% Hitrate performance and about 96% Coverage performance.

In order to observe how inferring home locations and considering travel locality af-
fected the performance of the recommendation system, we reported results in Table
[3.10[ The table shows the results presented in Section [3.7.3.1] together with those

produced in this section, for Base settings. According to the table, the best Precision,
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Table 3.10: Comparison of methods using travel locality and not

Method Precision | Ndcg || HitRate || Coverage
CF-C 0.114 0.242 || 0.621 0.955
CF-F 0.030 0.064 || 0.221 0.845
CF-1 0.033 0.067 || 0.226 0.873
CF-H 0.068 0.132 || 0.435 0.965
MO-CI 0.102 0.213 || 0.572 0.993
MO-CFI 0.103 0.213 || 0.577 0.993
MO-CFIH 0.105 0.218 || 0.596 0.999
MO-CH 0.112 0.227 || 0.616 0.996
IL-CF-C (5km) 0.110 0.269 | 0.671 0.891
IL-CF-F (5km) 0.037 0.085 || 0.259 0.514
IL-CF-I (5km) 0.040 0.092 || 0.273 0.533
IL-MO-CI (5km) 0.102 0.251 || 0.633 0.870
IL-MO-CFI (5km) 0.104 0.252 || 0.643 0.876
IL-CF-C (100km) 0.123 0.269 || 0.667 0.943
IL-CF-F (100km) 0.038 0.080 || 0.263 0.629
IL-CF-I (100km) 0.043 0.092 || 0.288 0.687
IL-MO-CI (100km) 0.114 0.251 || 0.637 0.953
IL-MO-CFI (100km) 0.115 0.251 || 0.642 0.957

Ndcg and HitRate results are obtained by CF-C and IL-CF-C. The best coverage is
obtained by multi-objective methods, namely MO-CFIH and IL-MO-CFI. We ob-
served that larger radius value provides better precision results, as it can give many
venues as recommendations. When we compare the methods proposed in this section
to the methods described in Section [3.7.3.1] we observe that while using travel local-
ity increases the performance in general. Use of no radius or larger radius increases

the coverage.

The precision of smaller radius indicates numerically worse performance, however
when we compare the results to the upper bounds, we observe that it is not the case:
When we compare the results to the the upper bounds, the methods that do not use
travel locality idea reach about 25% Precision, 25.0% Ndcg, 63% HitRate and 99%
Coverage performance. For the case when travel locality is considered and radius
is set to 5 km, the methods reach 38% Precision, 27% Ndcg, 67% Hitrate and 89%
Coverage performance. when the radius is set to 100 km, the methods reach 29%

Precision, 27% Ndcg, 67% Hitrate and 96% Coverage performance. These ratios
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show that when we consider a smaller radius, the system cannot make recommenda-
tions to all of the users, but only to some of them (based on Coverage). However,
its prediction performance is better (based on Precision). These results indicate that
a recommendation system can use smaller radius to predict the venues that will be
visited by the target user, and can use larger radius for the users who cannot be given

any recommendation with smaller radius.

3.7.3.3 Evaluation Results: Multi-Objective Optimization Based Recommen-

dation Enhanced with Temporal Information

In this section, first, we present the configurations that are necessary for the evalua-
tion and then we present the evaluation results and discussions for methods that use

temporal information in non-dynamic and dynamic settings.

Configurations The necessary parameters that need to be pre-defined; namely the
number of neighbors, IV, and the output list size, k; are assigned to the same values

that are decided in Section[3.7.3.1l The N is set to 30 and k is set to 10.

Performance Results for Non-Dynamic Methods We give performance results of
the proposed method, which uses temporal information as well as other features, in
different settings. The recommendations in this section do not consider the dynamic
nature of user preferences. As in the previous experiments, only the locations that
are seen in the CheckinsJan data and the users who check in both in training and test
periods are taken into account. The upper-bounds of the performance metrics are as
follows: for Ndcg, Hitrate and Coverage, the upper-bound is 1.0 The upper-bound for
Precision metric is 0.489. In the tables showing the evaluation results, we presented
only the methods that are using time information as one of the criterion. The results
for other methods are already given in Section (3.7.3.1{and will be presented at the end

of this section while comparing the results.

In Table the results for recommendation methods that use time similarity as a
criterion are given. According to the table, using only temporal similarity leads to
very low performance results for Precision, Ndcg and Hitrate. However, for Cover-

age it is very informative and makes the recommendation system to be able to make
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Table 3.11: Results for non-dynamic methods using time similarity

Method Precision || Ndcg || HitRate || Coverage
CF-T 0.012 0.019 || 0.096 1.000
MO-CT 0.105 0.213 | 0.576 1.000
MO-CHT 0.107 0.220 || 0.599 1.000
MO-CHFT 0.108 0.221 | 0.603 1.000
MO-CHFIT 0.107 0.221 | 0.608 1.000
CF-T_W 0.012 0.019 | 0.096 1.000
MO-CT_W 0.103 0.211 || 0.570 1.000

MO-CHT_W 0.108 0.222 || 0.603 1.000
MO-CHFT_W 0.109 0.225 || 0.607 1.000
MO-CHFIT_W 0.108 0.223 | 0.613 1.000

CF-T_R 0.010 0.016 | 0.082 1.000
MO-CT_R 0.103 0.216 | 0.576 1.000
MO-CHT_R 0.107 0.224 || 0.601 1.000

MO-CHFT_R 0.107 0.226 | 0.607 1.000
MO-CHFIT_R 0.105 0.223 | 0.606 1.000
CF-T_RW 0.010 0.016 | 0.082 1.000
MO-CT_RW 0.103 0.215 || 0.573 1.000
MO-CHT_RW 0.108 0.225 || 0.607 1.000
MO-CHFT_RW 0.109 0.229 | 0.615 1.000
MO-CHFIT_RW 0.106 0.225 || 0.610 1.000

recommendations to any user. Adding historical check-in information to the time in-
formation provides a huge jump in all metrics. The methods that perform best are
the ones that uses check-in, home-town, friendship, influence and time information.
All of the methods which use temporal information can make recommendation to any
user, so the Coverage performance is 1.0. As previously observed, use of weight or

rate do not affect the performance results significantly.

In order to observe how time criteria affected the performance of the recommendation
system, we presented Table [3.12] The table shows the results of traditional recom-
mendation systems with single criterion, multi-objective optimization based methods
presented in Section[3.7.3.1]and the methods presented in this section. For all of them,
we present only the results for Base settings. In Table[3.12] the first group gives the
results of the traditional collaborative filtering based recommendation systems which

use a single criterion. The results of this group shows that using check-in information
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Table 3.12: Comparison of methods using temporal similarity or not

Method Precision || Ndcg || HitRate || Coverage

CF-C 0.114 0.242 || 0.621 0.955
CF-F 0.030 0.064 || 0.221 0.845
CF-1 0.033 0.067 || 0.226 0.873
CF-H 0.068 0.132 || 0.435 0.965
CF-T 0.012 0.019 || 0.096 1.000
MO-CI 0.102 0.213 || 0.572 0.993

MO-CFI 0.103 0.213 || 0.577 0.993
MO-CFIH 0.105 0.218 || 0.596 0.999
MO-CH 0.112 0.227 || 0.616 0.996
MO-CT 0.105 0.213 || 0.576 1.000
MO-CHT 0.107 0.220 || 0.599 1.000
MO-CHFT 0.108 0.221 || 0.603 1.000
MO-CHFIT 0.107 0.221 || 0.608 1.000

provides better performance in terms of Precision, Ndcg and Hitrate. However, use of
temporal information has the ability of covering all of the users. These results show
that the use of temporal information together with historical check-in information
is promising. The second group in the table includes the results of multi-objective
optimization based methods presented in Section These methods use combi-
nation of historical check-ins, home-town of users, friendship and influence relation
among users, but not temporal check-in similarity. These results show that com-
bining multiple criteria together increases the performance, especially for the ones
that use friendship only or influence only cases. The last group of the table belongs
to the multi-objective optimization based method using temporal information. We
observe that use of time information do not always increase the performance. For
example, while there is about 1.2% increase in Hitrate performance comparing the
methods MO-CFIH and MO-CHFIT, there is about 0.8% decrease in Hitrate perfor-
mance comparing the methods MO-CH and MO-CHT. However, the use of temporal

similarity is always useful to cover, to make recommendation, to all of the users.

Performance Results for Dynamic Methods In this section, we give performance
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Table 3.13: Upper bound of the metrics based on the given temporal preference

Temp. || # Users || Precision
WE_M 1526 0.208
WE_A 2803 0.217
WE_E 3914 0.246
WE_N 3297 0.238
WD_M 1994 0.297
WD_A 3902 0.338
WD_E 4756 0.343
WD_N 4117 0.318

results of the proposed method, which uses all the available criteria and gives dynamic
recommendations based on the target user’s temporal preferences. Even though we
used the Base setting for the experiments, it is possible to use other settings as well.
Similar to the previous results, we only considered the check-in locations that are
seen in the CheckinsJan data. Also, we limit the users to the ones who checked in
in the given temporal preference slot during the test interval, February. For example,
we did not take into account a user who asked for a recommendation for a weekend

afternoon, but never checked in on that time slot during February.

The number of users and the related precision upper bounds are given in Table [3.13]
where WE and WD represent weekend and weekday, respectively, and M, A, E and
N represent morning, afternoon, evening and night, respectively. From the table we
observe that users tend to check in more on the weekdays and the number of users
who check in increases from morning to afternoon and then decreases at the night.

For the other metrics, namely Ndcg, HitRate and Coverage, the upper bounds are 1.0.

Actually, for hit-rate metric, the maximum value for each time category is lesser
when collaborative filtering is used. In the collaborative filtering based methods, the
neighbors’ past preferences are used to make recommendations, and the evaluation is
performed by comparing the recommended venues to the ones visited during the test
period. If there is no possible neighbor in the data-set who visited the venues to be
predicted during the training period, it is impossible to give the right answers. For
example, assume that our target user is looking for recommendations for a weekend

morning and he/she visited only locA on a weekend morning in the test period. Also
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Table 3.14: Results for WD_M

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.032 0.146 | 0.266 0.950
DTP_CF-F 0.008 0.041 || 0.077 0.618
DTP_CF-I 0.009 0.041 || 0.081 0.868
DTP_CF-H 0.015 0.068 | 0.134 0.910
DTP_CF-T 0.004 0.015 || 0.034 0.943

DTP_MO-CI 0.029 0.128 || 0.240 0.995

DTP_MO-CFI 0.030 0.130 | 0.244 0.995
DTP_MO-CFIH 0.030 0.130 || 0.248 0.999
DTP_MO-CH 0.031 0.136 | 0.256 0.989
DTP_MO-CT 0.031 0.134 || 0.249 0.970
DTP_MO-CHT 0.031 0.137 | 0.255 0.980
DTP_MO-CHFT 0.031 0.136 | 0.254 0.986
DTP_MO-CHFIT 0.030 0.134 || 0.251 0.995

assume that there is no other user in the training set that has visited that location in a
weekend morning. So, for a collaborative filtering based method, it is not possible to
recommend [ocA to this target user, so it is impossible to have a hit in the recommen-
dation. Note that, if we consider this issue, the hit-rate upper bounds are reduced to
the following values: <WE_M: 0.541, WE_A: 0.581, WE_E: 0.732, WE_N: 0.705,
WD_M: 0.657, WD_A: 0.713, WD_E: 0.777, WD_N: 0.785>.

The evaluation results for different time categories are given in Tables -
All of the tables are divided into three groups, which are traditional methods using
single criterion, multi-objective methods without time criterion and multi-objective
methods with all the available criteria. The tables have similar patterns. According
to the tables, when we use a single criterion the most effective ones are check-in and
home-town information for this data-set. This observation follows the one made in
Section 3.7.3.1| as well. We observe that including multiple criteria at once helps to

increase coverage while preserving the performance for other metrics.

Table [3.22] show how temporal preference of users and dynamic recommendation af-
fects the performance. The table is divided into three sections containing results of
traditional methods using single criterion, multi-objective methods without time cri-

terion and multi-objective methods with all the available criteria. The performance
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Table 3.15: Results for WD_A

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.034 0.143 | 0.285 0.960
DTP_CF-F 0.008 0.035 || 0.076 0.730
DTP_CF-I 0.009 0.036 || 0.080 0.872
DTP_CF-H 0.020 0.081 || 0.176 0.952
DTP_CF-T 0.003 0.009 || 0.025 0.955

DTP_MO-CI 0.030 0.126 || 0.255 0.994
DTP_MO-CFI 0.030 0.127 || 0.260 0.995
DTP_MO-CFIH 0.031 0.128 || 0.268 0.999
DTP_MO-CH 0.034 0.136 || 0.285 0.993
DTP_MO-CT 0.032 0.129 || 0.269 0.973
DTP_MO-CHT 0.033 0.135 || 0.278 0.983
DTP_MO-CHFT 0.033 0.136 | 0.280 0.992
DTP_MO-CHFIT 0.032 0.133 || 0.275 0.997
Table 3.16: Results for WD_E

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.037 0.136 | 0.308 0.967
DTP_CF-F 0.009 0.036 || 0.086 0.815
DTP_CF-I 0.011 0.043 || 0.099 0.876
DTP_CF-H 0.023 0.079 || 0.203 0.963
DTP_CF-T 0.003 0.009 || 0.027 0.963

DTP_MO-CI 0.033 0.125 || 0.279 0.996
DTP_MO-CFI 0.033 0.126 || 0.280 0.996
DTP_MO-CFIH 0.034 0.127 || 0.288 1.000
DTP_MO-CH 0.036 0.129 || 0.302 0.997
DTP_MO-CT 0.035 0.126 || 0.288 0.979
DTP_MO-CHT 0.036 0.131 || 0.304 0.991
DTP_MO-CHFT 0.036 0.133 | 0.307 0.996
DTP_MO-CHFIT 0.035 0.131 || 0.298 0.998
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Table 3.17: Results for WD_N

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.031 0.112 || 0.261 0.966
DTP_CF-F 0.007 0.024 || 0.061 0.795
DTP_CF-I 0.008 0.027 || 0.076 0.865
DTP_CF-H 0.019 0.063 || 0.169 0.967
DTP_CF-T 0.004 0.010 || 0.035 0.955

DTP_MO-CI 0.027 0.099 || 0.235 0.994
DTP_MO-CFI 0.028 0.101 || 0.239 0.995
DTP_MO-CFIH 0.029 0.104 || 0.247 0.999
DTP_MO-CH 0.031 0.110 || 0.263 0.998
DTP_MO-CT 0.029 0.104 || 0.250 0.975
DTP_MO-CHT 0.030 0.107 || 0.260 0.987
DTP_MO-CHFT 0.031 0.106 || 0.262 0.994
DTP_MO-CHFIT 0.030 0.108 || 0.259 0.998
Table 3.18: Results for WE_M

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.014 0.068 | 0.130 0.953
DTP_CF-F 0.003 0.013 || 0.027 0.569
DTP_CF-I 0.004 0.019 || 0.033 0.839
DTP_CF-H 0.007 0.036 || 0.069 0.916
DTP_CF-T 0.002 0.008 || 0.017 0.947

DTP_MO-CI 0.012 0.062 || 0.116 0.991
DTP_MO-CFI 0.012 0.062 || 0.115 0.991
DTP_MO-CFIH 0.012 0.063 | 0.116 0.996
DTP_MO-CH 0.013 0.063 | 0.125 0.988
DTP_MO-CT 0.013 0.061 || 0.117 0.966
DTP_MO-CHT 0.012 0.061 || 0.115 0.976
DTP_MO-CHFT 0.013 0.062 || 0.116 0.982
DTP_MO-CHFIT 0.013 0.065 || 0.117 0.994

82



Table 3.19: Results for WE_A

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.016 0.086 | 0.149 0.960
DTP_CF-F 0.003 0.016 || 0.030 0.633
DTP_CF-I 0.003 0.020 || 0.032 0.859
DTP_CF-H 0.009 0.045 || 0.081 0.942
DTP_CF-T 0.001 0.005 || 0.011 0.956

DTP_MO-CI 0.013 0.068 || 0.118 0.993
DTP_MO-CFI 0.013 0.068 || 0.118 0.993
DTP_MO-CFIH 0.014 0.074 || 0.126 0.999
DTP_MO-CH 0.017 0.084 | 0.151 0.996
DTP_MO-CT 0.015 0.077 || 0.137 0.974
DTP_MO-CHT 0.015 0.080 || 0.139 0.985
DTP_MO-CHFT 0.015 0.077 || 0.136 0.989
DTP_MO-CHFIT 0.015 0.077 || 0.137 0.998
Table 3.20: Results for WE_E

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.018 0.075 || 0.165 0.965
DTP_CF-F 0.004 0.017 || 0.039 0.795
DTP_CF-I 0.005 0.020 || 0.046 0.873
DTP_CF-H 0.012 0.048 || 0.111 0.962
DTP_CF-T 0.001 0.004 | 0.014 0.955

DTP_MO-CI 0.015 0.065 || 0.137 0.994
DTP_MO-CFI 0.015 0.066 || 0.140 0.994
DTP_MO-CFIH 0.016 0.069 || 0.149 0.999
DTP_MO-CH 0.018 0.074 || 0.168 0.997
DTP_MO-CT 0.016 0.069 || 0.151 0.978
DTP_MO-CHT 0.018 0.072 || 0.163 0.988
DTP_MO-CHFT 0.018 0.074 | 0.164 0.995
DTP_MO-CHFIT 0.017 0.072 || 0.158 0.998
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Table 3.21: Results for WE_N

Method Precision | Ndcg || HitRate || Coverage
DTP_CF-C 0.019 0.078 | 0.170 0.970
DTP_CF-F 0.004 0.017 || 0.042 0.706
DTP_CF-1 0.005 0.019 || 0.047 0.854
DTP_CF-H 0.014 0.057 || 0.137 0.966
DTP_CF-T 0.001 0.004 || 0.012 0.964

DTP_MO-CI 0.016 0.069 || 0.147 0.994

DTP_MO-CFI 0.016 0.070 || 0.148 0.994
DTP_MO-CFIH 0.017 0.076 || 0.161 1.000
DTP_MO-CH 0.019 0.081 | 0.178 0.997
DTP_MO-CT 0.018 0.073 || 0.162 0.981
DTP_MO-CHT 0.019 0.079 | 0.173 0.991
DTP_MO-CHFT 0.019 0.078 || 0.172 0.994
DTP_MO-CHFIT 0.019 0.078 || 0.171 0.998

scores are the averages of the performance results calculated for each time category.
According to the results, when we use a single criterion, the most effective methods
are the ones that use check-in and hometown information. This observation follows
the one made in the previous sections as well. We observe that including multi-
ple criteria at once helps to increase coverage while preserving the performance for
other metrics. When we compare these methods to the ones presented in Table [3.12}
non-dynamic methods; we observe that considering dynamicity while giving recom-
mendation performs better in terms of Precision (note that for non-dynamic setting
the Precision upper bound is 0.489 and for dynamic setting it is 0.276, on the aver-
age). However, the Ndcg and Hitrate results show that it is much harder to give at
least one true recommendation to the target, when he/she indicates a temporal pref-
erence. This can be rooted from the fact that as we include more restriction on the
recommendation, the available data becomes much sparser and the process of making

recommendation becomes harder.

3.7.3.4 Evaluation Results: Multi-Objective Optimization Based Recommen-

dation Enhanced with Clustering

In this section, first, we present the configurations that are necessary for the evaluation

and then we present the evaluation results and discussions.
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Table 3.22: Comparison of dynamic results

Method Precision || Ndcg || HitRate || Coverage
DTP_CF-C 0.025 0.106 | 0.217 0.961
DTP_CF-F 0.006 0.025 || 0.055 0.708
DTP_CF-I 0.007 0.028 || 0.062 0.863
DTP_CF-H 0.015 0.060 || 0.135 0.947
DTP_CF-T 0.002 0.008 || 0.022 0.955

DTP_MO-CI 0.022 0.093 || 0.191 0.994
DTP_MO-CFI 0.022 0.094 || 0.193 0.994
DTP_MO-CFIH 0.023 0.096 | 0.200 0.999
DTP_MO-CH 0.025 0.102 | 0.216 0.994
DTP_MO-CT 0.024 0.097 || 0.203 0.975
DTP_MO-CHT 0.024 0.100 | 0.211 0.985
DTP_MO-CHFT 0.025 0.100 | 0.211 0.991
DTP_MO-CHFIT 0.024 0.100 || 0.208 0.997
CF-C 0.114 0.242 || 0.621 0.955
CF-F 0.030 0.064 || 0.221 0.845

CF-1 0.033 0.067 | 0.226 0.873
CF-H 0.068 0.132 || 0.435 0.965
CF-T 0.012 0.019 || 0.096 1.000
MO-CI 0.102 0.213 || 0.572 0.993
MO-CFI 0.103 0.213 || 0.577 0.993
MO-CFIH 0.105 0.218 || 0.596 0.999
MO-CH 0.112 0.227 | 0.616 0.996
MO-CT 0.105 0.213 | 0.576 1.000
MO-CHT 0.107 0.220 || 0.599 1.000
MO-CHFT 0.108 0.221 || 0.603 1.000
MO-CHFIT 0.107 0.221 | 0.608 1.000
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Table 3.23: Results of Base setting and Clustering based on hometown

Method Precision || Ndcg || HitRate || Coverage
CLH-CF-C 0.097 0.203 | 0.549 0.848
CLH-CF-F 0.025 0.050 || 0.180 0.530
CLH-CF-1 0.050 0.099 || 0.329 0.753

CLH-MO-CI 0.095 0.196 || 0.549 0.922
CLH-MO-CFI 0.095 0.196 || 0.551 0.923

Configurations There is a need for setting the number of neighbors, N, and the
output list size, k. In Section|3.7.3.1} we performed analysis on the data and decided

to set V to 30 and £ to 10. We directly used these values in this section.

Evaluation Results The upper bound is calculated for Precision as 0.489, and for
the other measures as 1.0. In Section [3.7.3.1} it is shown that more than 30% of the
users have 1 or 2 check-ins in the test period. This means that making the correct

recommendation to these users is a challenging task.

The results for Base setting while clustering on either home-town or friendship are
given, in Tables [3.23] and [3.24] respectively. According to Table [3.23] using histor-
ical check-in information provides the best result in terms of Precision and Ndcg.
According to Table [3.24] the best methods are CLF-MO-CH and CLF-MO-CIH. We
observed that after clustering users based on their friendship, the most informative
criteria are check-in and home-town. This result confirms the observation made in
Section For both clustering approaches, we observed that the multi-objective
based methods give better Hitrate and Coverage results while preserving Precision.
High Hitrate and Coverage performance indicate that these methods can make rec-

ommendations to more target users than single criterion based methods.

Reported in Tables and are the results of Weight Based setting when clus-
tering on home-town or friendship is applied. Similar to the previous table, cases
which use check-in and home-town information perform better than others and us-
ing multi-objective optimization methods help to increase coverage. Compared to the

Base setting, the use of weights generally improves the performance of the methods.
In Tables and [3.28] the results of Rate Based setting and in Tables and [3.30|
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Table 3.24: Results of Base setting and Clustering based on friendship

Method Precision || Ndcg || HitRate || Coverage
CLF-CF-C 0.032 0.068 | 0.216 0.400
CLF-CF-1 0.022 0.047 || 0.156 0.534
CLF-CF-H 0.025 0.050 || 0.179 0.530

CLF-MO-CI 0.030 0.063 || 0.216 0.620
CLF-MO-CH 0.034 0.072 | 0.238 0.608
CLF-MO-CIH 0.043 0.063 || 0.213 0.701

Table 3.25: Results of Weight Based setting and Clustering based on hometown

Method Precision || Ndcg || HitRate || Coverage
CLH-CF-C_W 0.101 0.209 | 0.558 0.848
CLH-CF-F_W 0.025 0.050 || 0.180 0.530
CLH-CF-I_W 0.049 0.099 || 0.325 0.753

CLH-MO-CI_W 0.094 0.196 || 0.543 0.922
CLH-MO-CFI_W 0.087 0.185 || 0.520 0.923

Table 3.26: Results of Weight Based setting and Clustering based on friendship

Method Precision || Ndcg || HitRate || Coverage
CLF-CF-C_W 0.033 0.071 || 0.222 0.400
CLF-CF-I_W 0.023 0.050 || 0.158 0.534

CLF-CF-H_W 0.025 0.050 || 0.179 0.530
CLF-MO-CI_W 0.034 0.072 || 0.234 0.620
CLF-MO-CH_W 0.036 0.075 || 0.244 0.608
CLF-MO-CIH_W 0.050 0.074 || 0.240 0.701
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Table 3.27: Results of Rate Based setting and Clustering based on hometown

Method Precision | Ndcg || HitRate || Coverage
CLH-CF-C_R 0.097 0.203 | 0.553 0.848
CLH-CF-F_R 0.027 0.056 | 0.192 0.530
CLH-CF-I_R 0.049 0.098 || 0.323 0.753

CLH-MO-CI_R 0.095 0.197 || 0.554 0.922
CLH-MO-CFI_R 0.095 0.197 || 0.555 0.923

Table 3.28: Results of Rate Based setting and Clustering based on friendship

Method Precision || Ndcg || HitRate || Coverage
CLF-CF-C_R 0.035 0.076 | 0.231 0.400
CLF-CF-I_R 0.025 0.053 | 0.170 0.534

CLF-CF-H_R 0.027 0.056 || 0.192 0.530
CLF-MO-CI_R 0.034 0.072 || 0.236 0.620
CLF-MO-CH_R 0.038 0.081 | 0.253 0.608
CLF-MO-CIH_R 0.035 0.075 || 0.245 0.701

the results of Rate and Weight Based setting when clustering on home-town or friend-
ship are given. Similar results to the previous tables are obtained: Use of check-in and
home-town information provides the best results. Use of multi-objective optimization
increases the coverage. Compared to the Base setting, use of rates slightly increases

the performance of the methods.

Table [3.3T] includes the results presented in Section and in this section (for
Base setting) to show how the clustering step affected the performance of the rec-
ommendation system. According to Table [3.31] the best precision results are usually

obtained by the methods which use historical check-in information. As already ob-

Table 3.29: Results of Rate and Weight Based setting and Clustering based on home-
town

Method Precision || Ndcg || HitRate || Coverage
CLH-CF-C_RW 0.102 0.214 | 0.563 0.848
CLH-CF-F_RW 0.027 0.056 || 0.192 0.530
CLH-CF-I_RW 0.047 0.096 || 0.316 0.753

CLH-MO-CI_RW 0.094 0.199 || 0.546 0.922
CLH-MO-CFI_RW 0.088 0.189 || 0.527 0.923
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Table 3.30: Results of Rate and Weight Based setting and Clustering based on friend-
ship

Method Precision || Ndcg || HitRate || Coverage
CLF-CF-C_RW 0.036 0.079 || 0.235 0.400
CLF-CF-I_RW 0.025 0.055 | 0.171 0.534

CLF-CF-H_RW 0.027 0.056 | 0.192 0.530
CLF-MO-CI_RW 0.038 0.082 || 0.251 0.620
CLF-MO-CH_RW 0.038 0.081 | 0.256 0.608
CLF-MO-CIH_RW 0.038 0.082 | 0.257 0.701

Table 3.31: Comparison of the results of the clustering methods to traditional and
multi-objective optimization methods

Method Precision || Ndcg || HitRate | Coverage

CF-C 0.114 0.242 | 0.621 0.955
CF-F 0.030 0.064 || 0.221 0.845
CF-1 0.033 0.067 | 0.226 0.873
CF-H 0.068 0.132 || 0.435 0.965
MO-CI 0.102 0.213 || 0.572 0.993
MO-CFI 0.103 0.213 || 0.577 0.993
MO-CFIH 0.105 0.218 || 0.596 0.999
MO-CH 0.112 0.227 || 0.616 0.996

CLH-CF-C 0.097 0.203 | 0.549 0.848
CLH-CF-F 0.025 0.050 | 0.180 0.530
CLH-CF-1 0.050 0.099 || 0.329 0.753
CLH-MO-CI 0.095 0.196 || 0.549 0.922
CLH-MO-CFI 0.095 0.196 || 0.551 0.923
CLF-CF-C 0.032 0.068 || 0.216 0.400
CLF-CF-1 0.022 0.047 || 0.156 0.534
CLF-CF-H 0.025 0.050 || 0.179 0.530
CLF-MO-CI 0.030 0.063 | 0.216 0.620
CLF-MO-CH 0.034 0.072 | 0.238 0.608
CLF-MO-CIH 0.043 0.063 || 0.213 0.701
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served, this shows that check-in information is the most valuable information for this
data-set. For all measures, the performance reduced when we apply the clustering
step. This indicates that considering only a subset of users is not helpful in terms
of accuracy (Precision/Ndcg) or coverage (Hitrate/Coverage). Further analysis of the
data showed that the number of users from the same home-town and the number of
friends a user has is limited (Figures[3.26] and [3.27); this leads to poor recommenda-

tion performance.

Figure shows the number of home-towns (y-axis) that contain given number of
users (x-axis). In the CheckinsJan data-set, the number of home-towns with only one
user is 311. The figure reveals that many home-towns contain few users (less than 8).
The data-set contains users from 583 different home-towns and 542 of them have less
than 30 users. This analysis shows that clustering based on home-town leads to few
users in each cluster. This leads to poor recommendations as the number of neighbors

to provide recommendation is very small.

Figure[3.27|shows the number of users (y-axis) with given number of friends (x-axis).
This figure reveals that in the CheckinsJan data-set most users have limited number
of friends (less than 12), while few of them have many friends (more than 32). In
this data-set 987 of the users do not have any friend, which is not shown in the figure
since it is in log, scale. The analysis shows that when we perform clustering on
friendship, the output clusters contain limited number of candidate neighbors. This
leads to poor performance as the number of neighbors who will recommend items to
the target is limited. We conjecture that performing clustering on different data-sets,
where number of users in a home-town or number of friends of a user is high, will

lead to better accuracy and coverage performance.

In order to observe the effect of clustering on scalability, we measured the time re-
quirements of the methods. Table [3.32] shows the total time used by the methods for
all users. We performed all the experiments on an Intel Core2 Duo - 3.17 GHz ma-
chine with 8GB RAM and using MySql database. Experimentally, we found that on
average the similarity calculations require 1.18 seconds. While similarity is calcu-
lated for all users in the reference methods based on Section [3.7.3.1} only elements

of the clusters are used in the proposed clustering based methods. We calculated
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Table 3.32: Time requirements for similarity calculations, recommendtion computa-

tion and total in seconds

Method Sim. calc. H Rec. comp. H Total
CF-C 8308*1.18 = 9803.44 6367.71 16171.15
CF-F 9803.44 4966.10 14769.54
CF-1 9803.44 10138.00 || 19941.44
CF-H 9803.44 6831.67 16635.11
MO-CI 9803.44 8663.89 18467.33
MO-CFI 9803.44 7234.28 17037.72
MO-CFIH 9803.44 7841.41 17644.85
MO-CH 9803.44 7768.91 17572.35
CLH-CF-C 14.25%1.18 = 16.82 5685.34 5702.16
CLH-CF-F 16.82 2515.83 2532.65
CLH-CF-I 16.82 4779.59 4796.41
CLH-MO-CI 16.82 6697.83 6714.65
CLH-MO-CFI 16.82 6814.51 6831.33
CLF-CF-C 7.94*%1.18 =9.37 1769.25 1778.62
CLF-CF-1 9.37 3081.61 3090.98
CLF-CF-H 9.37 2456.14 2465.51
CLF-MO-CI 9.37 3016.80 3026.17
CLF-MO-CH 9.37 2940.43 2949.80
CLF-MO-CIH 9.37 4739.75 4749.12

that, on average, clusters based on home-town contain 14.25 users and clusters based
on friendship contain 7.94 users. We reported these values for the related methods
in Table [3.32]in the similarity calculations column. Similarity calculations are per-
formed for each criterion for methods which use multiple criteria. As the similarity
calculation for each criterion is independent from others, we include the similarity
calculation time only once for those methods. The overall analysis on time require-
ments show that clustering improves the time performance of the recommendation

system by reducing the number of users who will be considered in the calculations.

3.7.3.5 Evaluation Results: Hybrid Recommendation Enhanced with Cluster-

ing

In this section, first, we present the configurations that are necessary for the evaluation

and then we present the evaluation results and discussions.
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Table 3.33: a i values

Method Qg aq Qo Qs
W-PV-S-HT-CH 091 0.1 - -
W-PV-S-HT-CI 0.9 1] 0.1 - -
W-PV-S-HT-CFI || 0.9 || 0.06 || 0.04 -
W-PV-S-HT-CFIH || 0.9 || 0.06 || 0.02 || 0.02
W-PW-S-HT-CH || 0.9 || 0.1 - -
W-PW-S-HT-CI 0.9 || 0.1 - -
W-PW-S-HT-CFI || 0.9 || 0.08 || 0.02 -
W-PW-S-HT-CFIH || 0.9 || 0.08 || 0.01 || 0.01

Configurations In this section, we aim to predict the check-ins of users in February
using the data in January, namely the CheckinsJan data. In the prediction step, there
is a need for setting the number of neighbors, IV, and the output list size, k. In
Section we performed analysis on the data and decided to set N to 30 and
k to 10. We directly used these values in this section. Another configuration we
need to decide on is criteria ranking which is needed for the Weighted hybridization
technique with Parameter and Rank based settings. We assigned the ranking as <
Check — in, Hometown, In fluence, Friendship >, based on the observations we

made on the results in Section

The last configuration is related to values of oy used by the Weighted hybridization
technique with Parameter and Search based settings. The value of a; of each criterion
is decided based on the methods explained in Section[3.6.2] Depending on the type of
scoring (Vote based or Weight based), the best ai values are found to be different (See
Table . In the table the abbreviations of the methods are used, the meaning of the
abbreviations are given in Section [3.6.3] In Table [3.33] the index of the values of ap
are in the same order as the features used in the related method. For example, for the
method W-PV-S-HT-CFI, the value of ai for Check-in(C) is 0.9, for Friendship(F) is
0.06 and for Influence(I) is 0.04.

Evaluation Results The upper bound is calculated for Precision as 0.489, and for the
other measures as 1.0. In Section it is shown that in the test period more than
30% of the users have 1 or 2 check-ins and less than 38% of the users have more

than 5 check-ins. These statistics indicate that it is a challenging data-set for venue

93



Table 3.34: Results of Mixed(M) technique

Method Precision | Ndcg || HitRate || Coverage
M-HT-CH 0.108 0.226 || 0.612 0.996
M-HT-CI 0.107 0.229 | 0.601 0.993
M-HT-CFI 0.107 0.229 | 0.602 0.993
M-HT-CFIH 0.105 0.223 || 0.608 0.999

recommendation task.

The results for the Mixed (M) technique are given in Table[3.34} these show that each
method has its own strength. While using all the features, i.e., M-HT-CFIH, we reach
the best Coverage; we obtain the best HitRate and Precision when we use M-HT-
CH. In terms of Ndcg, the best methods are M-HT-CI and M-HT-CFI. We observed
that the method which uses all the criteria can make recommendation nearly to all
users, however its Precision and Ndcg performance are lower than others. This can
be related to the fact that this method gives recommendation even to cold-start users
to whom giving recommendation is challenging. All other methods perform close to

each other in terms of Precision and Ndcg, with less than 0.3% difference.

The results for Weighted-Vote (W-V) and Weighted-Weight (W-W) techniques are
given in Table [3.35] We observed that combining the methods that use each available
criterion increases Coverage. Using votes instead of weights increases the perfor-
mance of the system. This may indicate that a less similar neighbor’s choice can
be important while making a recommendation. Also, giving equal weights to can-
didate neighbors from different recommendation methods can provide more diverse

neighbor lists and can be helpful to make better recommendations.

The results for Weighted-Parameter& Vote (W-PV) techniques with Rank (R) and
Search (S) approaches are given in Table [3.36} these results show that rank or search
based approaches perform better than equally weighted approaches (W-V). This means
that some of the criteria are more important than others. We used results of the pre-
vious section, Section to decide on the rank. The rank and search based
approaches perform nearly equally well, however searching the space needs an extra

time to decide on the value of o. This shows that knowing characteristics of the data

94



Table 3.35: Results of Weighted(W) and Vote(V)/Weight(W) techniques

Method Precision || Ndcg || HitRate || Coverage

W-V-HT-CH 0.105 0.219 || 0.607 0.996
W-V-HT-CI 0.103 0.221 || 0.591 0.993
W-V-HT-CFI 0.103 0.220 || 0.594 0.993
W-V-HT-CFIH 0.099 0.209 || 0.586 0.999
W-W-HT-CH 0.102 0.211 || 0.580 0.996
W-W-HT-CI 0.083 0.179 || 0.481 0.993
W-W-HT-CFI 0.085 0.182 || 0.498 0.993
W-W-HT-CFIH 0.099 0.204 || 0.571 0.999

Table 3.36: Results of Weighted(W) and Parameter& Vote(PV) techniques

Method Precision | Ndcg || HitRate || Coverage

W-PV-R-HT-CH 0.112 0.231 | 0.615 0.996
W-PV-R-HT-CI 0.112 0.233 | 0.612 0.993
W-PV-R-HT-CFI 0.112 0.233 | 0.613 0.993
W-PV-R-HT-CFIH 0.111 0.228 || 0.610 0.999
W-PV-S-HT-CH 0.112 0.231 || 0.615 0.996
W-PV-S-HT-CI 0.112 0.233 || 0.612 0.993
W-PV-S-HT-CFI 0.112 0.234 | 0.615 0.993
W-PV-S-HT-CFIH 0.112 0.231 | 0.615 0.999

beforehand is very valuable.

The results for Weighted-Parameter& Weight (W-PW) techniques with Rank (R) and
Search (S) approaches are given in Table Unlike the previous results, we ob-
served that searching the space to assign an importance value to each criterion is es-
sential compared to using preassigned rankings of the criteria. However, search based
results reported in Table don’t beat the results of the cases when we assigned
same importance values to neighbors (W-PV techniques). From this observation we
can conclude that if we want to use Weighted (W) technique it is better to give equal
importance to each neighbor and to use pre-assigned ai values for each method using
different criterion instead of searching the space to decide on the oy values (since it

is time consuming).

In order to observe the difference in performance between traditional recommenda-

tion methods, multi-objective optimization based recommendation methods and hy-
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Table 3.37: Results of Weighted(W) and Parameter& Weight(W-PW) techniques

Method Precision | Ndcg || HitRate || Coverage

W-PW-R-HT-CH 0.079 0.162 || 0.488 0.996
W-PW-R-HT-CI 0.084 0.182 || 0.483 0.993
W-PW-R-HT-CFI 0.086 0.186 || 0.503 0.993
W-PW-R-HT-CFIH 0.075 0.152 || 0.470 0.999
W-PW-S-HT-CH 0.104 0.218 || 0.590 0.996
W-PW-S-HT-CI 0.111 0.231 || 0.608 0.993
W-PW-S-HT-CFI 0.113 0.234 | 0.615 0.993
W-PW-S-HT-CFIH 0.112 0.229 || 0.612 0.999

brid methods, we show in Table the results presented in Section (for
Base settings) and in this section (the best results for Mixed(M) and Weighted(W)
techniques). From the results, we observed that in general the most informative cri-
terion of this data-set is historical check-in information. This is the same observation
conveyed in Section We observed that combining multiple criteria either
using multi-objective optimization or hybridization techniques preserves Precision,
Ndcg and Hitrate performance, with 0.7% difference. However, the strength of using
multiple criteria is seen in the Coverage performance which is increased about 3%
compared to the methods that used a single criterion. Among the hybrid methods,
weighted and parameter based (W-PW-S) performed better than mixed based (M).
We can conclude that weighted and parameter based (W-PW-S) hybrid methods are

effective when the oy values are decided for the data-set.

3.7.3.6 Evaluation Results: Comparison of Methods

In this section, the best performed methods and the baseline method, [34]], are com-

pared. First the configurations and then the comparison results are presented.

Configurations As already explained in the previous sections, we aimed to predict
future check-ins of each user using the CheckinsJan data and we needed to set the
number of neighbors, N, and the output list size, £ as the parameter of the methods.
In this section, we set /N to 30 and £ to 10, as suggested in Section|3.7.3.1l We also

compared the methods by setting the k into smaller values, i.e in the range of [1-10].
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Table 3.38: Comparing results of the hybridizaton methods to traditional and multi-
objective optimization methods

Method Precision || Ndcg || HitRate || Coverage
CF-C 0.114 0.242 | 0.621 0.955
CF-F 0.030 0.064 || 0.221 0.845
CF-1 0.033 0.067 | 0.226 0.873
CF-H 0.068 0.132 || 0.435 0.965
MO-CI 0.102 0.213 | 0.572 0.993
MO-CFI 0.103 0.213 || 0.577 0.993
MO-CFIH 0.105 0.218 || 0.596 0.999
MO-CH 0.112 0.227 | 0.616 0.996
M-HT-CH 0.108 0.226 || 0.612 0.996
M-HT-CI 0.107 0.229 || 0.601 0.993
M-HT-CFI 0.107 0.229 || 0.602 0.993
M-HT-CFIH 0.105 0.223 || 0.608 0.999
W-PW-S-HT-CH 0.104 0.218 || 0.590 0.996
W-PW-S-HT-CI 0.111 0.231 || 0.608 0.993
W-PW-S-HT-CFI 0.113 0.234 | 0.615 0.993
W-PW-S-HT-CFIH 0.112 0.229 || 0.612 0.999

Evaluation Results For the upper bound calculation, the venues are limited to the
ones that are seen in the CheckinsJan data and the users are limited to the ones that
check in both in January and February. The upper-bounds of the related metrics are
as follows: For the Ndcg, Hitrate and Coverage metrics the upper bound is 1.0. For

the Precision metric the upper-bounds are presented in Tables [3.39] [3.40| and [3.41]

In Table [3.39] the precision upper bounds for non-filtered; e.g. by travel locality or
time; approaches are presented. In the table, the precision upper-bound value is 1.0
when £ = 1 and it decreases as the k increases, since not all of the users have k-
many check-ins during the test period for larger £ values. In Table the precision
upper bounds when we consider travel locality are presented. Similar to the previous
table, the upper bound for precision increases as k decreases and reaches its maximum
value when &£ = 1. In Table the precision upper bounds when we consider time
categories are presented. Similar to the previous table, the upper bound for precision
increases as k decreases and reaches its maximum value when k£ = 1. For the cases
of consider travel locality and time categories, we considered all the users in the test
set, without limiting the target users to the ones that have at least one check-in in the

given travel radius or in the given time slot. Because of this, the upper bounds cannot
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Table 3.39: Precision upper-bound value for different k values

k || Upper-bound Precision
10 0.489
9 0.525
8 0.564
7 0.609
6 0.659
5 0.715
4 0.776
3 0.845
2 0.920
1 1.000

Table 3.40: Precision upper-bound value when travel locality is considered for differ-
ent k values

k =5 r=100
10 || 0.155 || 0.342
9 || 0.170 {| 0.370
8 || 0.187 || 0.401
7 || 0.208 || 0.437
6 || 0.233 || 0.477
5 || 0.264 || 0.523
4 {1 0.304 || 0.577
3 | 0.355 || 0.639
2 |1 0423 || 0.712
1 ] 0.519 || 0.792

reach to 1.0. For example, there are only 4117 users who have at least one check-in

on a weekday night and the hit-rate upper bound is around than 0.5.

For the comparisons, we chose the best performed settings for each of the approaches
and the evaluation metrics. For all of the approaches, the Base setting is used and
for dynamic temporal preference based methods the averages are presented. In the
following Figures, [3.28] - [3.31] the performance results of the methods are presented
for different & values. Also, the best results of each method for each evaluation metric
is presented in Tables @ - @ In the figures and the tables, the abbreviations that
are introduced in the previous sections are used to represent the methods. Newly in-

troduced abbreviations, namely Random, SVD, CCD++, Gao-H, Gao-S and Gao-SH,
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Table 3.41: Precision upper-bound value when time categories are considered for
different k values

k || WEM || WE_A || WE_E | WE_N || WD_M || WD_A || WD_E || WD_N
10 || 0.044 0.085 || 0.134 || 0.109 0.082 0.183 0.227 0.182
9 0.049 0.093 || 0.148 || 0.121 0.090 0.198 0.246 0.198
8 0.054 0.104 || 0.164 | 0.135 0.098 0.215 0.268 0.217
7 0.061 0.118 || 0.184 | 0.152 0.108 0.236 0.294 0.239
6 0.070 0.135 || 0.210 || 0.174 0.121 0.260 0.326 0.266
5 0.082 0.157 || 0.242 || 0.202 0.136 0.290 0.365 0.299
4 0.098 0.187 || 0.285 | 0.239 0.155 0.327 0.413 0.342
3 0.121 0.231 || 0.342 | 0.288 0.181 0.376 0.474 0.397
2 0.153 0.294 || 0.425 | 0.358 0.218 0.442 0.552 0.470
1 0.212 0.390 || 0.545 | 0.459 0.277 0.543 0.662 0.573

represent the methods explained in the related work section. The Random method
selects the recommended items randomly. It is executed for ten times for each k
value, and the average results are presented on the figues and the tables. Both of the
SVD method, proposed in [112], and CCD++, proposed in [137], are based on ma-
trix factorization, which decompose the input matrix into sub-matrices. Both of these
methods user-latent features relations (U) sub-matrix to decide on the neighbors and
then use neighbors’ previous preferences to make recommendations. Originally, these
methods are not used on LBSNs and they are adopted to location/venue recommenda-
tion in this thesis. The Gao-H, Gao-S and Gao-SH methods are proposed in the [34]
and they use historical preferences, social ties and their combinations, respectively,

to make recommendations.

According to the figures, all of the methods have a similar pattern for different met-
rics. While for Precision and Ndcg increase in the %k value decreases the performance,
for Hitrate it increases the performance. This behavior is expected since as k in-
creases the possibility of finding at least one match increases; i.e. increase in Hitrate;
but some of the users have less than k-many check-ins in the test period; i.e. decrease
in Precision. The Coverage performance of the methods does not change, as it is inde-
pendent of the £ value. According to the tables, the best performing method belongs
to Gao-H [34], which uses sequence of historical preferences of the users. The use of

travel locality (e.g. IL-CF-C) does not perform good, especially when a small radius
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Table 3.42: Comparison of methods (Precision)

Method k || Precision
CE-C 1 0.310
MO-CFIH 1 0.278
MO-CHFT 1 0.292
MO-CHFIT 1 0.290
M-HT-CFIH 1 0.286
W-PV-S-HT-CFI 1 0.295
W-PV-S-HT-CFIH || 1 0.286
CLH-CF-C 1 0.280
CLH-MO-CFI 1 0.259
CLF-MO-CH 1 0.090
CLF-MO-CIH 1 0.080
Random 1 0.0001
SVD 1 0.202
CCD++ 1 0.182
Gao-H 1 0.456
Gao-S 1 0.065
Gao-SH 1 0.449
DTP-CF-C 1 0.043
DTP-MO-CFIH 1 0.038
DTP-MO-CH 1 0.039
DTP-MO-CHFT 1 0.040
IL-CF-C(r=5) 1 0.224
IL-CF-C(r=100) 1 0.289
IL-MO-CFI(r=5) 1 0.210
IL-MO-CFI(r=100) || 1 0.264
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Table 3.43: Comparison of methods (Ndcg)

Method k || Ndcg
CE-C 1| 0.310
MO-CFIH 1| 0.278
MO-CHFT 1| 0.292
MO-CHFIT 1| 0.290
M-HT-CFIH 1| 0.286
W-PV-S-HT-CFI 1| 0.295
W-PV-S-HT-CFIH | 1 || 0.286
CLH-CF-C 1| 0.280
CLH-MO-CFI 1| 0.259
CLF-MO-CH 1| 0.090
CLEF-MO-CIH 1| 0.080
Random 1 || 0.0001
SVD 1| 0.202
CCD++ 1| 0.182
Gao-H 1| 0.456
Gao-S 1| 0.065
Gao-SH 1] 0.449
DTP-CF-C 1| 0.043
DTP-MO-CFIH 1| 0.038
DTP-MO-CH 1| 0.039
DTP-MO-CHFT 1| 0.040
IL-CF-C(r=5) 1| 0.224
IL-CF-C(r=100) 1| 0.289
IL-MO-CFI(r=5) 1| 0.210
IL-MO-CFI(r=100) || 1 || 0.264
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Table 3.44: Comparison of methods (Hitrate)

Method k || Hitrate
CE-C 10 || 0.620
MO-CFIH 10 || 0.598
MO-CHFT 10 || 0.603
MO-CHFIT 10 || 0.608
M-HT-CFIH 10 || 0.608
CLH-CF-C 10 || 0.550

CLH-MO-CFI 10 || 0.551
W-PV-S-HT-CFI 10 | 0.615
W-PV-S-HT-CFIH || 10 || 0.615
CLF-MO-CH 10 || 0.230
CLF-MO-CIH 10 || 0.212

Random 10 || 0.001
SVD 10 || 0.392
CCD++ 10 || 0.461
Gao-H 10 || 0.697
Gao-S 10 || 0.230
Gao-SH 10 || 0.721
DTP-CF-C 10 || 0.116

DTP-MO-CFIH 10 || 0.109
DTP-MO-CH 10 || 0.118
DTP-MO-CHFT 10 || 0.115
IL-CF-C(r=5) 10 || 0.348
IL-CF-C(r=100) 10 || 0.528
IL-MO-CFI(r=5) 10 || 0.333
IL-MO-CFI(r=100) || 10 || 0.508
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Table 3.45: Comparison of methods (Coverage)

Method k || Coverage
CF-C 1 0.955
MO-CFIH 1 0.999
MO-CHFT 1 1.000
MO-CHFIT 1 1.000
M-HT-CFIH 1 0.999
W-PV-S-HT-CFI 1 0.993
W-PV-S-HT-CFIH || 1 0.993
CLH-CF-C 1 0.848
CLH-MO-CFI 1 0.923
CLF-MO-CH 1 0.608
CLF-MO-CIH 1 0.701
Random 1 1.000
SVD 1 1.000
CCD++ 1 1.000
Gao-H 1 0.952
Gao-S 1 0.845
Gao-SH 1 0.992
DTP-CF-C 1 0.982
DTP-MO-CFIH 1 0.999
DTP-MO-CH 1 0.997
DTP-MO-CHFT 1 0.996
IL-CF-C(r=5) 1 0.943
IL-CF-C(r=100) 1 0.954
IL-MO-CFI(r=5) 1 0.935
IL-MO-CFI(r=100) || 1 0.966
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is chosen. Use of dynamic temporal preference of users (e.g. DTP_MO-CFIH) per-
forms poorly, which roots from the fact that use of time categories as filters makes the
data sparser and more challenging to produce good recommendations. We observed
that use of clustering does not improve the performance. Other methods, which use
traditional collaborative filtering (e.g CF-C), multi-objective optimization based ap-
proaches (e.g. MO-CHFT) and hybrid approaches (e.g. W-PV-S-HT-CFI) perform
close to each other. For Coverage metric, the multi-objective optimization based ap-
proaches (e.g. MO-CHFT) and matrix-factorization based methods perform the best.

In general, use of multiple features together increases the coverage performance.

3.8 Conclusion

Recommendation systems suggest items to users by estimating their preference. Most
of the recommendation systems are based on single criterion, such that they aim to
evaluate the item based on overall rating. In order to give more accurate recommenda-
tions, a recommendation system can take advantage of considering multiple criteria.
Location based social networks (LBSNs) are one of the resources that provide many
features/criteria at once. In this chapter, we used LBSNs as a source to obtain multiple

criteria and combined these criteria to make recommendations.

LBSNs provide diverse set of information about their users, such as their check-in
venues, check-in time, friends and home-towns. With the help of LBSNSs, it is pos-
sible to include all this into recommendation systems. In this chapter, we proposed
a new multi-objective optimization based recommendation method that combines all
these features, namely location, social networks, time information and dynamic pref-
erences of the users. In this method, the criteria are used to decide on the similarity
of the users and Pareto dominance idea is used to decide on the most similar users,
namely neighbors. Then, the traditional collaborative filtering method is followed to
recommend items; such that the neighbors’ past preferences are used to make recom-

mendations.

In this chapter, we examined several different combinations of criteria to make rec-

ommendations: Firstly, we used past preferences (check-ins), location (home-town),
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social network (friendship) of the users and their multiple combinations are used to
make recommendation. The evaluation results of these combinations showed that
combining multiple criteria with the help of multi-objective optimization approach
leads to increase in coverage while preserving precision. Secondly, we proposed a
method that infers the home/center location of the users and use that information in
recommendation process. Even though LBSNs give personal information of users,
such as their gender, age and home-town, not all of the available features provide
same amount of detail; e.g. the home-town information can be given in country, state
or city level; and their truthfulness cannot be controlled; e.g. the user may indicate
he/she is from a fake location. From this observation we concluded that to give bet-
ter recommendations there is a need to infer fine-tuned home/center location of users
and items. In the second method, the center locations of the users and the venues
are calculated as longitude-latitude pairs and then this information is used to make
recommendations which consider travel locality of the users. The evaluation results
of this approach showed that use of smaller radius, such that making recommendation
in closer distances, provides better performance in terms of precision, but it cannot
provide recommendations to all of the users. In order to make recommendation to any
user on the system it is better to use larger radius. Thirdly, we took into account the
temporal information available in LBSNs and used it in non-dynamic and dynamic
settings. In non-dynamic setting, time category, such as weekend morning, of the
check-ins are used to calculate the similarity of the users. Then, the proposed multi-
objective optimization based method is applied to make recommendations. In dy-
namic setting, the time category preferences of the users are taken into account. This
way, independent of the current time the users are able to ask for venue recommen-
dation for any time category and the system can make different recommendations for
different hours of the day or different days of the week. The evaluation results showed
that use of temporal information increases the performance results when it is used to-
gether with other criteria. These systems have the ability of giving recommendation to
any of the users. Besides, the evaluation results revealed that when dynamicity based
on temporal preference is introduced to the system, it becomes more challenging to

make recommendation, since data becomes sparser.

Two main dimensions that need to be paid attention while giving recommendation
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are accuracy and scalability. The accuracy is related to the fact that right recommen-
dations should be given to the target users, such that users should use the suggested
items in the future. The scalability of the system indicates that a recommendation
system should give a recommendation in a short time even though it deals with mil-
lions of users and items. Motivated by these challenges, we proposed two different
sets of methods to make location and social network aware recommendations. In
the first set of methods, we aimed to increase accuracy. We applied several different
single-criterion-based collaborative filtering methods and then combined them using
several different hybridization approaches. In the second set of methods, we aimed to
improve the scalability of the system and we extended the proposed multi-objective
optimization based recommendation method with a clustering step. The evaluation re-
sults showed that once the weights of the single criterion based methods are decided
using the data analysis or assigned by using prior knowledge on the data, the hybrid
recommendation systems are as effective as the multi-objective optimization based
methods. In terms of clustering, we found that clustering of users in the recommen-
dation process leads to decrease in accuracy and coverage performance. However, it
helps to deal with the scalability issue by making the methods to use only a subset of

users. Clustering helps to perform calculations more efficiently in terms of time.
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CHAPTER 4

MAKING RECOMMENDATIONS USING MULTIPLE SOCIAL
NETWORKS

Today, many different web-based platforms, such as social networks, review web-
sites, and e-commerce web-sites, use recommendation systems to serve their users.
For instance, Imdb is a movie review web-site that has a service called “Recom-
mended for you” which gives movie recommendations to its registered users. LinkedIn
is a social-networking site for professionals and has a service named “Jobs You May
Be Interested In” to suggest jobs to members based on their profiles. Each of these
platforms captures and uses proprietary information to model users’ preferences [77]].
However, considering only the data captured locally will lead to a limited perspective
which cannot be used to provide better service. Instead, more guided and informa-
tive recommendations are possible by forming a wider perspective by integrating data

from multiple sources.

People generally use different web-platforms for different purposes. For example,
even though both LinkedIn and Facebook are social networking platforms, people
use mostly LinkedIn for professional connections and Facebook for personal connec-
tions [92]. Thus, combining information from various platforms can help in modeling
users better [140]]. To realize this, it is possible to benefit from the reported research
on identity resolution which tries to connect identities of a single person across so-
cial networking platforms, e.g., [77,192, 140, 53} [122]. Jain et al.The work described
in [S3] stated that the solutions to the identity resolution can be adapted by different
application domains, such as security, privacy and recommendation systems. Some

research efforts in recommendation systems concentrate on recommendations across
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domains, e.g., [121}148.,160]. However, these cross-domain recommendation systems
focused solely on matching items and have not considered users’ preferences across
platforms. There are also recommendation methods that aim to combine multiple
features, such as past preferences on items, social relations among users, location and
temporal information, e.g., [32], [136], [135]], [81]. To the best of our knowledge,
even though these works use multiple features at once, none of them employs data
from multiple sources. Recently, in a challenge described in [15]], usage of linked
data in recommendation systems is introduced as a novel strategy. In the challenge
description it is stated that combining diverse information about users, items and their
relations can improve recommendation performance. However, the data-set intro-
duced in this challenge contains diverse/linked information on items, but not users.
Inspired from the above-mentioned research, in this thesis, we combined data col-
lected from multiple social networking platforms and created an integrated repository
that reflects users’ preferences. This may form better basis for more guided and in-
formative recommendations. To the best of our knowledge, our work is the first to
construct such kind of data repository which could be used to model users from a

wider global perspective by integrating data from multiple sources [83]].

For the evaluation process, we could not find an appropriate data-set because the ex-
isting data-sets used in cross-domain recommendations consist information on com-
mon items, but not on preferences or behavior of users. Further, the data-sets used
in identity resolution have information on users, but not on items that they rate or
interact with. To obtain information on users as well as the items they prefer, inspir-
ing from [[140], we collected information about users from the BlogCatalog website.
In this website bloggers can publicly share information about their accounts in other
websites. Using the shared account information, we collected publicly available in-
formation from Twitter, Flickr, Facebook, YouTube and LastFm. We anonymized the

collected data for privacy concern, and then we used it for the evaluation.

The rest of this chapter is structured as follows: The collected and prepared multi-
source data-set is described in Section The employed methodology is presented
in Section #.2] Lastly, the evaluation process and the performance results are pre-

sented in the Section[4.3] The chapter is concluded in Section 4.4]

110



4.1 Multi-source Dataset

Today, most social networking platforms and e-commerce websites provide applica-
tion programming interfaces (APIs) to researchers and developers in order to collect
data from these platforms. These platforms allow users to make the information about
themselves publicly available, or share it only with specific users or user groups. In
some of these websites, beside sharing their personal information (e.g., nickname,
real name, city, age, etc.), users can also share their account addresses on other plat-

forms.

Inspiring from [140], we referred to BlogCatalog which is a web-site where users
can publicly share their accounts on other web-sites and social networks in a section
called “My Communities”. The shared accounts may exist on social networking plat-
forms like Digg, Facebook, Flickr, Twitter, etc. The number of users from each social

network are reported in Figure {.1]
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Figure 4.1: Number of users on each social network

According to Figure {.1] there are three clusters of social networks based on the
number of users: The first cluster contains social networks with the highest amount
of users. From the first cluster, we collected data from BlogCatalog and Twitter.
We attempted to collect data from Technorati. However, the platform stopped its

previous services on May 2014 and the related data is not reachable anymore. The
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second cluster contains social networks with average number of users. We collected
data from Flickr, YouTube and Facebook, because of the publicly available data and
it is easy to use their APIs. We attempted to collect data from other platforms too.
However they either closed their services or they have very restrictive rules on data
collection. For example, LinkedIn platform does not allow developers to collect most
of the data without users’ permission and does not let them to save any collected for
future use. The last cluster contains limited number of users (i.e. less than 300). We
collected data from LastFm since it is easy to use its API and most of the data is

publicly available.

We mostly selected active social networking platforms, namely BlogCatalog, Twitter,
Flickr, YouTube, Facebook and LastFm, where the state of the network may change
over time. For example, a user may start to follow new users or may become member
to new groups. The data we collected represents only the state for the date it was
accessed. We collected publicly available data from BlogCatalog, Twitter and Flickr
on 19-20 February 2015 and from YouTube, Facebook and LastFm on 3-8 June 2015.

To help readers to better understand the environment used in this section, we briefly

explain the theme of each of the five platforms used in this study:

e BlogCatalog is a platform which allows bloggers to share information about
themselves and their blogs. Also users can search for blogs of their interest and
interact with other bloggers on the forums. Each blogger owns his/her own page
where he/she may post a brief self-description, share own hometown, commu-
nities and accounts on other platforms. Also the platform provides information
on recent visitors of bloggers’ personal pages, owned blogs, followers, fol-

lowees and reading list.

e Twitter is an online social networking platform which provides services to its
users to share short messages (tweets) with the public, send or receive directed
messages to other users and connect with other users. On their personal pages,
users may post own brief information and city information. This page contains
also information about written tweets, followers and followees, favorites and

lists.
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e Flickr allows its users to share their photographs, label them with tags, titles
and descriptions. Photos shared, albums created, and photos favored can be
seen on personal pages. Also, users may form groups, share their photos with

others, and discuss subjects of their choice.

e Facebook is an online social networking platform which provides services to
its users to create user profiles, connect to other users, exchange messages, post
status updates and photos, and form groups. The publicly available information

is chosen by the users themselves.

e YouTube is a video-sharing platform which provides services to users to upload,
view and share videos. On the video pages, the number of views, the number
of likes and dislikes and the comments are available. Registered users can
create their own channels, also they can subscribe to other channels to follow
new videos. Description of the channel, the uploaded videos and the play-lists

created by users are available on the channels.

e LastFm is a music platform in which users have their own profile pages. The
tracks users listened to, top artists and top albums they like are listed on profile
pages. LastFm uses this information, and many others, to make recommen-
dations to registered users regarding new tracks to listen to or other users to
connect to. It also provides services to users to form groups and add/search

events.

Recall that BlogCatalog has been used as our base platform based on the work de-
scribed in [140]. On BlogCatalog users may publicly share their accounts on other
social networking platforms. Using this information, we first found the mapping of
user-ids, and then we collected data about these users from other platforms by using
their APIs. During this process, we realized that it is not possible to collect informa-
tion about all users of each platform, since some users close their accounts or do not
publicly share their information. For example, on BlogCatalog 671 of 3179 users in-
dicate that they have a Flickr account. However, we could not collect any information
about 318 of them because their accounts are unreachable. We collected only pub-
licly available information and anonymized the collected data to avoid privacy issues.

Another challenge we faced is that each social networking platform structures its data
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in a different way. However, since we used their APIs, we were able to easily collect
the required information related to target users. Afterwards, based on users’ mapping
across social networking platform as obtained from BlogCatalog, we created our own
structure to save the data. The last challenge is related to privacy of the collected data.
We anonymized all the data and we assigned our own ids, which are unrelated to the

ids assigned by the accessed websites/social networks.

As mentioned earlier, the data-set contains data from six different social network-
ing platforms, namely BlogCatalog, Twitter, Flickr, Facebook, YouTube and LastFm.

Figure 4.2] presents all features collected from these social networking platforms.

DataSet 1&2 ‘
{ BlogCatalog ‘ Facebook LastFm ‘
* Userld * Userld * Userld
. U_ser-Clty * User-Last Activity Date * User-Country, Age,
* City-Region (User-Activity Level) Gender
* User-Followers * User-Friends
* User-Followees * User-Top Albums
) ) i i * User-Top Artists ) .
[ Twitter ‘ ‘ Flickr Youtube
* Userld * Userld * Userld
*  Account Creation Date * User-First Date of Photo *  Account-Number of Videos,
*  Account Verification Info. Sharing Views, Comments, Subscribers
*  User-Number of Favourites * User-Contacts *  Account-Publication Date
*  User-Number of Friends * User-Favourited Photos * User-Subscriptions
*  User-Followers *  Photo-Number of Views, *  User-Activity Date and Type
*  User-Followees Favourited, Comments *  User-Topic
* Photo-Tags * Topic-Freebase Topic

* User-Groups
*  Group-Number of Members,
Photos, Topics

Figure 4.2: The collected data

The collected information on these platforms is as follows: From BlogCatalog, we
collected (1) user-ids, (2) cities of users, (3) regions of cities, e.g., North America,
Europe, etc., (4) followers of users, and (5) followees of users. From Twitter, we
collected (1) user-ids, (2) account creation date, (3) account verification information,
(4) number of favorites of the users, (5) number of friends, (6) followers of the users,
and (7) followees of the users. From Flickr, we collected (1) user-ids, (2) first date
of photo sharing, (3) contacts, (4) favored photos, (5) number of views, favorites and
comments of photos, (6) tags of photos, (7) membership in groups, and (8) number of
members, photos and topics of groups. From Facebook, we collected (1) user-ids and
(2) account last update date. We did not collect other information since either they

may cause privacy issues (e.g., user name) or the information is not publicly available.
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We used last update date information as a measure to indicate user’s activity level.
Table [.1] presents number of users in the given update date ranges, in terms of year

or year-month, their ratio to all users and the label assigned to them.

Table 4.1: Last update dates on Facebook in the given date ranges

Date Count || Ratio Label
< 2014 or Unknown 103 0.137 Inactive (0)
2014 161 0.214 || Not very active (1)
< 2015 May 242 | 0.323 Active (2)
2015 May or June 245 0.326 Very active (3)

From YouTube we collected: (1) user-ids, (2) video, view, comment and subscriber
count of accounts, (3) account publication date, (4) user-ids of subscribed accounts
(i.e., following) and subscription date to those accounts, (5) user activity date and
type (i.e., Bulletin, PlayListltem, Like, Subscription or Upload) and (6) users topics.
Topics on YouTube are related to Freebase topics. Consequently, we collected from
Freebase the following information on topics: (1) topic ids, (2) topic names, (3) topic
notable ids, and (4) topic notable names. Notable topics can be thought of as upper
level representation of a topic. For example, both “Game show” and “Animated car-
toon” have the same notable topic “TV genre”. We further created the relationship
from user topics to Freebase notable topics to make the analysis easier. We used this
relationship during the conducted experiments. From LastFm, we collected (1) user-
ids, (2) country, age and gender, (3) friends, (4) top albums with their ranks, and
(5) top artists with their ranks.

For this study, we prepared two different data-sets that incorporate the above-mentioned
data collected from six different social networking platforms. In the first data-set,
firstly we limited the users to the ones which have accounts in the first three social
networks; namely BlogCatalog, Twitter and Flickr. Then we expanded it with the last
three social networks; namely Facebook, YouTube and LastFm. In the expansion,
we considered those users and expanded the data by covering new social networking
platforms. In the second data-set, we used all available users from all the six social
networking platforms regardless of the level of overlap. Detailed information related

to the data-sets is given next:
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Datasetl: From BlogCatalog we collected information of 22291 users whose city
information is known. However, only 3179 users explicitly indicate their accounts on
other social networks. Even though users share their accounts publicly on BlogCata-
log, we are not able to collect all of them; since some accounts are closed or private.
Among BlogCatalog users, only 2187 publicly shared their Twitter accounts and only
671 publicly shared their Flickr accounts. There are 241 users who have accounts
in all of the above mentioned three platforms. First, these 241 users are used to get
a subset of users. Then, we added to these selected 241 users when exists their re-
lated available information collected from Facebook, YouTube and LastFm. Some

information related to the selected 241 users could be expressed as follows:

e There are 241 users available in BlogCatalog data-set; they are from 66 differ-
ent cities, which are located in 6 different regions. Among them 133 users have

followees and 156 have followers.

e In Twitter data-set, there are 241 users available; 237 of the them have followers

and 234 have followees.

e In Flickr, there are 241 users available, and 160 of them have at least one con-
tact. Of the 241 Flickr users, 161 are members of at least one group. Total
number of Flickr groups in the produced data-set is 4802. Of the 241 users,
105 have at least one favorite photo, and the total number of distinct photos

favored by a member is 5067. These photos have 17611 different tags in total.

e Of the selected 241 users, 89 are available in Facebook data-set. Among these
89 Facebook users, only 15 have activity level inactive, 17 are not very active,

27 are active, and 30 are very active.

e In YouTube data-set, 118 of the selected 241 users are available. Among these
users 115 of them have at least one kind of activity, only 1 of them has a sub-
scription to other channels and only 1 of them are subscribed by other users. Of
the 118 YouTube users 103 of them indicated at least one topic as their inter-
est. Number of distinct topics is 118 and number of Freebase notable topics is
57. This indicates that even though most users have different topic tags as their

interest, they mostly share a common taste.
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e In LastFm data-set, 53 of the selected 241 users are available. These users
indicated that they are from 17 different countries; 10 of them are females, 30
are males, and 13 did not indicate any gender. Among the selected 53 LastFm
users, 37 have at least one friend and only 2 of them are friends of others. Of
the 53 LastFm users, 19 indicated their top albums and top artists. There are
14818 different albums and 7846 different artists listed in the top albums and
top artists lists; 13807 albums and 6297 artists are listed in top by only a single
user. This indicates that the collected LastFm users have mostly unique music

taste.

Dataset2: In the second data-set, instead of limiting the users to a subgroup, we used

all the available users.

e There are 22291 users in BlogCatalog who are used as base in this project. The
total number of names listed as users, followers or followees is 84467. The
22291 base BlogCatalog users are from 94 different cities from 6 different re-
gions. Among these users, 6990 of them follow some other users and 8912
of them are followed by other users. The ones who have following informa-
tion follow 61621 distinct users. The ones who have follower information are
followed by 31476 users.

e Even though there are 2187 BlogCatalog users who indicated having Twitter
accounts, we were able to collect information about only 1802 of them because
some users have closed their accounts or have private accounts. 1760 of these
users have at least one follower and 1738 of them have at least one followee.
None of the followers (but 884 of the followees) are among the base 1802

Twitter users.

e There are 349 Flickr users who have shared their accounts on BlogCatalog and
whose information is publicly accessible. Of the 349 Flickr users, 240 have at
least one contact and 13 of the contacts are among the selected 349 Flickr users.
189 of these users are members of at least one group. Total number of Flickr
groups which have at least one member is 7725. Of the 349 Flickr users, 150
have at least one favorite photo, the total number of distinct photos favored by

a member is 7451 and these photos have 24719 distinct tags in total.
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e On Facebook, we were able to collect information of 751 users. Among these
users, there are 103 inactive, 161 not very active, 242 active and 245 very active

users.

e There are 822 YouTube users who have shared their account on BlogCatalog
and whose information is publicly accessible. 792 of these users have an activ-
ity type and only 20 of them are subscribed to a channel. Of the 822 YouTube
users, 702 declared interest in at least one topic. Number of distinct topics and
number of Freebase notable topics indicated of interest to these users are 523

and 193, respectively.

e On LastFm, there are 234 users who have shared their accounts on BlogCatalog
and whose information is publicly accessible. These users are from 29 coun-
tries; 60 of these users are female, 115 are male and 53 haven’t indicate any
gender information. Of the 234 LastFm users, 168 have at least one friend; 81
of these users have at least one top artist and 78 have at least one top album;
19736 artists and 43066 albums are listed in top-artist or top-albums lists of

these LastFm users.

Finally, we conjecture that the constructed data-sets can be used for several differ-
ent purposes; such as tag prediction, item recommendation, link prediction, identity
prediction and location prediction. For instance, the behavior of a user in a single net-
work or multiple social networks can be used to predict his/her hometown. Further,
this information can be used by researchers and practitioners working on recommen-

dation systems, privacy and security, among other domains.

4.2 Recommendations Using Multiple Data Sources

Acquiring diverse and rich sets of features from a wide range of data-sources helps in
developing alternative recommendation systems capable of serving various purposes.
In this thesis, we exemplify two alternatives. Our first objective is to make recom-
mendations to Flickr users about groups they may join in future. For this purpose,

we use the first data-set introduced in Section As a second objective, we decide
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to make recommendations to BlogCatalog users regarding whom they can follow in

future. For this purpose, we use the second data-set described in Section [d.1]

Features 1.1 /ﬁ
—_—

Features 1.2
[
Data Source 1
Features 2.1
- D
Data Source 2 Features 2.2
- Output List
Recommendation Method | ——
|
Features P.1
[
Data Source P Features P.2
[

- J

Figure 4.3: The general structure of the system

Shown in Figure4.3|is the general structure of the system which shows how recom-
mendation methods function based on data from multiple data sources with multiple
features. Data sources are labeled from 1 to P, and each source is characterized by a
non-empty set of features which are used as an input to the recommendation method
to produce a list of alternative recommendations. For the study described in this
section, we decided to continue to use collaborative filtering, multi-objective opti-
mization based, hybrid and social-historical model based recommendation methods

to observe the effect of using data from multiple data sources.

)

Groups Collaborative
P Output List

Flickr —_— Filtering —_—
Method

- J

Figure 4.4: Collaborative filtering recommendation method

Collaborative filtering based recommendation: We used user-based collaborative
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filtering. In user-based collaborative filtering, neighbors are decided based on sim-
ilarities of users to the target user. Users who are most similar to the target user
are assigned as neighbors. Then recommended items are decided by using neighbors’
past preferences. In this step, different approaches to combine neighbors’ preferences
can be used: In voting based approach, all neighbors are considered equal and items
are chosen based on number of neighbors who have chosen them. In weighted ap-
proach, neighbors can be assigned different weights, e.g., based on their similarities,
and items are chosen based on number of the neighbors who have chosen items and
weights of the neighbors. Other approaches are also possible. In this study, we used
voting based approach. The user-based collaborative filtering method uses only a sin-
gle feature from a single data-source. The structure of the methodology is illustrated
in Figure 4.4] where a single data source, namely Flickr, and a single feature, namely

Flickr groups, is used to make recommendations.
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Figure 4.5: The multi-objective optimization based recommendation method

Multi-objective optimization based recommendation: We used the multi-objective
optimization based method proposed in this thesis. This method determines neigh-
bors by employing Pareto dominance method. For this purpose, similarities of users
are calculated for each feature. Then based on similarities, non-dominated users are
decided based on Pareto dominance results. Users who are non-dominated are as-
signed as neighbors. If a predefined number of neighbors should be chosen, an itera-

tive process can be employed by removing the already selected ones from the set and
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re-applying the approach on the new set. After selecting neighbors, past preferences
of neighbors are used to make recommendations as it is done in collaborative filter-
ing. In this thesis, we applied iterative Pareto dominance based process of neighbor
selection and voting based item selection. The multi-objective optimization based
method proposed in this thesis is capable of combining multiple features from a sin-
gle data-source or from multiple data-sources at once. The overall flow of the method
is depicted in Figure [4.5] where multiple data sources and multiple features are used
to make recommendations. For instance, to make Flickr groups recommendations to
Flickr users, we used all data from the six social networking platforms mentioned in
Section[d.1] Also, any features can be used from each platform without any limitation

on the number of features to be used or on the combination of features.
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Figure 4.6: The hybrid recommendation method

Hybrid recommendation: We used an item based hybrid approach which combines
the output of different recommendation methods. Even though several techniques
for hybridization are explained in [[11], in this study we combined only collabora-
tive filtering methods using different features. The combination of the results and the
ranking of items are decided based on the number of votes each item received. This
method is capable of combining multiple features once they are decided by a single
feature based collaborative filtering method. Since each recommendation method is

executed separately, there is no limit on the data-source, i.e., features from single
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data-source or from multiple data-sources can be used. The overall structure of the
methodology is represented in Figure 4.6 where first multiple collaborative filtering
based methods are used, then their output predictions are combined. Each collabora-
tive filtering based method, labeled from 1 to P, uses only one feature from a single
social network. The item based hybrid method uses predictions made by each collab-

orative filtering method to combine and create a prediction list.

Flickr Srowps

I
_ o Output List
Social-Historical
Model Based
Method
Contacts 3
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Figure 4.7: The social-historical model based recommendation method

Social-historical model based recommendation: We used the method proposed
in [34], which is one of the state-of-the-art methods described in the literature. It
originally aims to predict next check-in venue by combining users’ past check-ins
and friendship information in location based social networks. It models check-ins
by a language model. The combination of friendship information is performed by a
linear model. Also, it is possible to make recommendations using only past check-ins
or only friendship information. The social-historical model based recommendation
method [34]] proposed to combine two features at once. These features do not nec-
essarily need to be from a single data-source, i.e. features from multiple data-source
can be used. The structure of the methodology is illustrated in Figure 4.7, where data
from two sources are used to make recommendations. The method is able to combine
up to two features. These features may be collected from different social networking

platforms as well as a single one.
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Even though the data-set contains features from different social networking platforms,
in this section we used a subset of the features to demonstrate the effectiveness of in-
tegrating information from multiple sources. It is possible to add new features in
future experiments. The features used in this thesis and their source social network-
ing platform are explained next:

Flickr groups: In Flickr users can join different groups depending on their inter-
ests. A recommendation system can use knowledge about previously joined groups
to make predictions on the groups that these users may join in the future.

Flickr contacts: In Flickr users can connect with other members based on their real-
world interactions or on similar interests on the web-platform. A recommendation
system can use contacts’ past preferences to make predictions, as contacts most prob-
ably share similar interests.

Flickr common contacts: Similar to Flickr contacts, this feature uses past prefer-
ences of other similar users. However, for this feature similarities among users are
calculated based on common contacts rather than having direct connection.

Twitter followees: In Twitter, users mostly follow other users who they already know
(e.g., friends, family members, etc.) or who they like, admire or support (e.g., politi-
cal leaders, singers, etc.). Having common followees may indicate that two users are
similar to each other, and this can be used to make recommendations.

BlogCatalog followees: Similar to Twitter followees, users in BlogCatalog follow
other users based on similar interests. Information from other users who have similar
interests can be used to make recommendations to target users.

Facebook activity level: The source social networking platform of this feature is
Facebook. Some users in our data-set are actively using their Facebook account, and
some others are not. As explained in Section 4.1 we divided users into four groups
based on their activity level. Knowledge on this feature may help to group users to-
gether by their activity on social networks. For example, more active users may join
more recent groups while others tend to join well-established ones.
YouTube-Freebase topics: In YouTube users indicate their interested topics and
Freebase notable topic, i.e., the upper level representation of the topic, is available.
We used the combination of this information and found similarity of users on their
Freebase notable topics. We used this similarity to make recommendations to target

users.
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LastFm gender: The source social networking platform of this feature is LastFm.
Users of different genders may prefer different items to use/follow. This feature can
be used for making recommendations.

LastFm top-artists: Based on mostly listened tracks, LastFm provides a list of top-
artists for each user. Having common top-artists may indicate that users have similar

music taste, which can be used for making recommendations.

For all the selected features, except Flickr contacts, Facebook activity level and LastFm
gender, we calculated user-user similarity using Cosine Similarity measure. For
Flickr contacts, similarity between the target user and his/her contacts is assigned
the value 1.0, and for others the value assigned is 0.0. Similarly, for Facebook activ-
ity level is handled as follows: users at the same activity level are assigned similarity
value of 1.0, and others receive 0.0. Lastly, for LastFm gender, users of same gender

are assigned similarity value of 1.0, and others receive 0.0.

4.3 Evaluation of Recommendation using Multi-Source Social Networking

In this section we presented the evaluation process and results of making recommen-
dations using multiple social networks. The data-set and the evaluation results are

presented in Sections[4.3.1jand 4.3.2]

4.3.1 Multi-Source Social Networking Dataset

Information on the multi-source social networking data-set is already presented in
Section 4.1} Here, we only present a summary of the data-sets description: In the
data-sets publicly available information of users that have account in the BlogCata-
log, Twitter, Flickr, Facebook, YouTube and LastFm websites are collected. All the
collected data are anonymized to avoid privacy issues. The collected data from each

website is as follows:

e BlogCatalog: (1) user-ids, (2) cities of the users, (3) regions of these cities, e.g.,

North America, Europe, etc., (4) followers of users, and (5) followees of users.
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Twitter: (1) user-ids, (2) account creation date, (3) account verification infor-
mation, (4) number of favorites of the users, (5) number of friends, (6) followers

of the users, and (7) followees of the users.

Flickr: (1) user-ids, (2) first date of photo sharing, (3) contacts, (4) favored
photos, (5) number of views, favorites and comments of photos, (6) tags of
photos, (7) membership in groups, and (8) number of members, photos and

topics of groups.

Facebook: (1) user-ids (2) account last update date. The account last update
date information is further used to decide on the (3) activity levels of users as

explained in Section

YouTube: (1) user-ids, (2) video, view, comment and subscriber count of ac-
counts, (3) account publication date, (4) user-ids of subscribed accounts (i.e.,
following) and subscription date to those accounts, (5) user activity date and
type (i.e., Bulletin, PlayListltem, Like, Subscription or Upload) and (6) users
Freebase topics: topic ids and names, topic notable ids and names; i.e. higher
representation of topics. Further users’ topic preferences and Freebase topics

are mapped to each other to make computations easier.

LastFm: (1) user-ids, (2) country, age and gender, (3) friends, (4) top albums

with their ranks, and (5) top artists with their ranks.

To create the training and test set we applied the same approach on the two data-

sets. For each data-set, we created two disjoint sets on the related feature, one for

training and the other for testing. The sets are created by selecting users with at least 5

items, and we randomly selected 20% of their items from the data-set. The randomly

selected items are collected as the test set and the rest are used as the training set.

For the first data-set, we set our objective as making Flickr group recommendations.

In the original data-set there are 126 Flickr users where each is a member of at least

one group. After creating the training and test sets, we had 126 users in the training

set and 86 users in the test set. On average, these users are members of 56.008 groups

for the training set and 12.628 groups in the test set.
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For the second data-set, we set our objective as making BlogCatalog followee recom-
mendations, i.e., whom to follow. In the original data-set there are 6990 BlogCatalog
users who follow at least one other BlogCatalog user. After creating the training and
test set, the number of users were found as 6990 and 3670, respectively. The average

number of followees in the training and test sets are 39.073 and 17.304, respectively.

4.3.2 Evaluation Results

We implemented several methods with a variety of features from the collected data-
sets. In Table [4.2] we present the list of methods together with the used features and
their abbreviations. These abbreviations will be used in the rest of this section. When-
ever multiple features from a single social networking platform are used, e.g., Flickr
groups and Flickr Contacts, the method uses data from a single source, e.g., Flickr,
and whenever the features are from different social networking platforms, e.g., Flickr
groups and BlogCatalog followees, the method uses data from multiple sources, e.g.,

from Flickr and BlogCatalog.

Table 4.2: The abbreviations used in this section

Methods Abbreviation
Collaborative filtering CF
Multi-objective optimization MO
Hybrid HI
Social-historical SH
Features Abbreviation
Flickr Groups FG
Flickr Contacts FC
Flickr Common Contacts FCC
Twitter followees TF
BlogCatalog followees BCF
Facebook activity level FbA
YouTube-Freebase topics YT
LastFm gender LG
LastFm top-artists LAr

In order to evaluate the performance of the methods we used Precision @k, Recall @k
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and Fl-measure. We explained precision previously in Section In this section,

we only explain recall and F1-measure.

e The Recall@k metric is presented in Equation In the equation tp;, rep-
resent true positives and fny represents false negatives in the given output list
with size k. False negatives are the ones that are not listed in the output list but
are actually should be on the list, such that the venue visited in the future by the
target user is not presented on the output list or the actually connected genes
are not predicted. While giving the evaluation results, we presented the average

of the Recall;, values.

Ik
tpr + fru

e The F1-Measure is presented in Equation It is the harmonic mean of

Recall;,, = “4.1)

Precy, and Recally, values.

Precision * Recall
F1— =2 4.2
measure * Precision + Recall (4.2)

Details of the evaluation results on our two objectives, namely recommendations

of Flickr groups and recommendations of BlogCatalog followees, are given in Sec-

tions[4.3.2.7)and 4.3.2.7] respectively.

4.3.2.1 Recommendation of Flickr groups

Our first example recommendation system aims to recommend Flickr groups to users.
For the experiments, we need to assign neighbors count (V) and the output list size
(k), which can affect the performance of the methods. We first started with some
arbitrary values of these parameters and decided on the method that performs the
best. Afterwards, we decided on the best values of N and k using only the selected
method. To be fair to the other methods, lastly, we performed the analysis on all the

methods using the determined /N and £ values.

First, we assigned N and k to 5. We did not want to assign a larger value to N

because we only have 126 users. We assigned to & the value 5 based on experi-

127



ence because we observed in our daily life that most recommendation systems pre-
fer to present a small number of items as recommendations to their users. Eval-
uation results of the methods with the assigned values of N and k are shown in
Figure 4.8] where the method and features combination are reflected in the form
Method — Featurel_Feature2_Feature3. For example, the combination HI —
FG_TF_BCF_LG refers to the Hybrid method combined with the features Flickr
groups, Twitter followees, BlogCatalog followees and LastFm gender. Also, hit-rate
has been scaled to its 10% in order to have a better representation together with the

other metrics.

According to Figure 4.8] using data from the same social networking platform and
same features do not necessarily lead to better performance. For example, CF_FCC
(collaborative filtering using Flickr common contacts) performs better than CF_FG
(collaborative filtering using Flickr groups). Methods that use information from a dif-
ferent social networking platform only, suchas CF_BCF or CF_LG, don’t perform
better than methods that use information from the target social networking platform.
This may be related to the fact that people use different web-platforms for different
purposes [92] and may behave differently in different social networks. Using the
Social-Historical model [34] did not show good performance when the output list
size is set to 5. Using multiple features at once (HI and MO methods) performs better
than using a single feature (CF methods). Hybridization of item recommendations (HI
methods) showed best performance when Flickr groups, Flickr common contacts and
BlogCatalog followees are used altogether. Our multi-objective optimization based
recommendation method performed the best when Flickr groups, Flickr common con-
tacts or when additionally Twitter followees are used together. Other metrics, namely
recall, F1-measure and hit-rate, follow similar patterns to the precision results. Ac-
cording to these results, the best performing method is HI — FG_FCC_BCF} itis

actually used to decide on the best values of the two parameters /V and k.

We decided on the best value of N by considering the range [1,62] with 1 increment.
We stopped at 62 neighbors at most since this is half of the candidate neighbors.
We used the method HI — FG_FCC_BCF only because it is the best performing
method we found in the previous experiment. We kept the value of k set to 5 as

in the previous experiment. The evaluation results for different N values are given
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in Figure {1.9] which shows that the performance of the algorithm deviates based on
neighbors count. If the method uses only few neighbors, it cannot make good rec-
ommendations. Similarly, assigning many users as neighbors produces poor perfor-
mance because they may introduce noise to the methods. Besides depending on the
method, choosing many neighbors may cause time and memory problems. For ex-
ample, in collaborative filtering based algorithms the candidate items are selected by
looking at the historical preferences of each neighbor. If there are many neighbors,
the number of candidate items will be high, and this will lead to longer computations.
Interestingly, the hit-rate performance remains nearly the same for most of the neigh-
bors count, except few spikes. This may indicate that independent of neighbors count,
predicting at least one true recommendation is possible, however a tuned number of
neighbors can help to increase the number of true predictions for each user. Based on
Figure 16 has been determined as the best performing N value for this data-set;

this value actually provides the best precision, recall and F1-measure performance.

EVALUATION RESULTS (HI-FG_FCC_BCF, K=5)
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Figure 4.9: Evaluation results for different values of NV

After deciding on the value of N, the next step is to decide on the value of k, the
output list size. Using the method HI — FFG_FCC_BCF and setting N to 16, we
searched for the best value of £ in the range [1,30] with increments of 1. We set the
upper bound as 30 items because it is usual for recommendation platforms to present
smaller number of recommendations. Also, it is known that in search engines usually
one outcome is composed of 15 results and users tend to select the results in the first

few reported pages. The evaluation results for the best & value are presented in Figure
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The results show that for different measures, different values of &k perform
better. The best value of k for precision is 4, it is 27 or 28 for recall, and it is 12
for F1-measure. As expected, when the value of k increases, precision decreases but
recall increases, since larger number of recommendations are presented. The hit-rate
performance follows a pattern similar to recall, since it is expected that both of these

measures perform better as k increases.

EVALUATION RESULTS (HI-FG_FCC_BCF, N=16)
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Figure 4.10: Evaluation results for different values of %

Lastly, we performed the analysis on all methods with the selected values of param-
eters NV and k. We discarded Flickr contacts feature since it does not provide any
successful recommendations as reflected in Figure 4.8] The evaluation results of the
methods when N is set to 16 and £ is set to either 4, 27 or 12 are presented in Fig-
ures 4.11] @.12) and #.13] When k& = 4, i.e., the value that produces the highest

precision in the previous experiment, collaborative filtering that uses the target fea-

ture, namely Flickr groups, and hybridization of item based methods (HI methods)
perform best. As observed in the previous work, we observe that change of neighbor
and output list size affect the performance of the methods, and hence they should be
tuned carefully. Mostly, recall, F1-measure and hit-rate results follow patterns similar
to precision results while using different methods and features. These results confirm
that using data from multiple sources (e.g., social networks) improves recommenda-
tion performance. When k£ = 27, i.e., the value that produces the highest recall in

the previous experiment, generally precision performance of the methods decreases
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while recall performance increases. This is the expected behavior, since the increased
output list size makes it easier to list true recommendations on the output, however
it also leads to include more false recommendations in the output list. According to
Figure[d.12] the best performing methods belong to the social-historical model. How-
ever unlike other methods and the results of previous experiments, there is a larger
gap between hit-rate and recall performance. This may indicate that these methods
are able to give better recommendations for certain users as k increases. Besides,
the social-historical model based method and methods that use multiple features at
once (HI and MO methods) perform equally good to or better than methods that use
single feature (CF methods). When k£ = 12, i.e., the value that produces the high-
est F1-measure in the previous experiment, results similar to the previous experiment
(k = 27) are observed. There is a decrease in precision and increase in recall and
F1-measure compared to the case k£ = 4. As explained previously, longer output list

leads to higher recall and F1-measure.

Even though we performed experiments that favor each of the metrics, i.e., preci-
sion, recall, and F1-measure, it is more important to make true recommendations to
as many users as possible, i.e., higher hit-rate; and to present in the limited length
output list one or more items that the user is expected to use in the future, 1.e., higher
precision. Based on our analysis, for shorter output lists and when precision and
hit-rate are considered more important, the best performing method is the hybridiza-
tion method which combines information of multiple features from multiple social
networking platforms. This way, the method can model its users with other aspects

which are not obvious for a single social networking platform.

4.3.2.2 Recommendation of BlogCatalog followees

Our second example recommendation system suggests new links, i.e., new followees,
to BlogCatalog users. Similar to the experiments performed in the previous section,
we started with a guess on values of parameters NV and £ and found the best perform-
ing method, then we decided on best NV and £ values using the selected method, and

lastly we conducted experiments on all methods with the decided NV and k values.

First, we assigned N and £ to 5, as we did in the previous experiment. Evaluation
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results of the methods with our initial assigned values of N and % are shown in Fig-
ure 4. 14| with the same naming pattern, i.e., M ethod— Featurel _Feature2_Feature3.
Similar to the previous figures, hit-rate has been scaled to its 10% in order to have a

better representation of the other metrics.

According to Figure the best performing methods are collaborative filtering
method that use the target feature, i.e., CF_BCF, and methods that use combina-
tion of features from multiple social networking platforms. We observed that HI-
FG_FCC_TF_BCF_LG, which is based on hybrid itemization method using Flickr
groups, Flickr common contacts, Twitter followings, BlogCatalog followings and
LastFm gender features performs slightly better than other methods. For instance,
it performs 0.1% better than others in terms of recall, F1-measure and hit-rate. We

chose this method to decide on the best /N and & values.

Using the HI-FG_FCC_TF_BCF_LG method, first we decided on parameter /N by
setting its value in the range [1,50] with 1 increment. Even though there are 6990
users, we stopped neighbor count at 50. During the experiments we didn’t use any
parallelization technique, and higher /V value required more resources. In the future
we will move our implementation to a parallelized implementation to observe the
performance with higher N values. Results from the experiment are shown in Fig-
ure According to the figure, after increasing N from 1 to 3-4 there is a balance
on performance up to N = 36. After N = 36, there is a small increase in perfor-
mance of the evaluation metrics. However, it is not obviously seen, that hit-rate ratio
increases as N increases. For example, when N = 1 hit-rate is 0.0000012339, it is
0.0000022346 when N = 36, and it is 0.0000025742 when N = 50. Even though

these values are really small, we preferred to set N to 50.

After deciding on N = 50, the next step is to decide on k£ value. We conducted
experiments using HI-FG_FCC_TF_BCF_LG method and by setting £ values in the
range [1,30] with 1 increment. We limited maximum output list size to 30, since in
real life most recommendation systems present shorter lists, such as 10 or 15 elements
in a page at most. Results of the experiment are shown on Figure .16] According to
the figure, precision performance increases up to k = 11, then it stays in balance, and

finally starts to decrease after £ is around 16. Performance of recall, F1-measure and
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hit-rate increase as k increases. As a result of these observations, we decided to set k&
to 15, which is one of the values that provide best precision performance, and to 30

which provides best recall, F1-measure and hit-rate performance.

We conducted experiments on all methods using the parameters N = 50, £ = 15 or
k = 30. The results are presented in Figures and respectively. The figures
show that the best performing methods are collaborative filtering which uses Blog-
Catalog followee feature, i.e., CF_BCF, and methods that use combination of fea-
tures from multiple social networking platforms. Multi-objective optimization based

methods perform slightly better than others in terms of hit-rate when k& = 30.

From the previous experiments, we observed that collaborative filtering method that
use the BlogCatalog followee feature, i.e., CF_BCEF, and hybridization of items meth-
ods (HI methods) and multi-objective optimization based methods perform equally
well. We further analyzed their performance on different types of users. For this
purpose, we selected CF_BCF, HI-FG_FCC_BCF and MO-FG_FCC_BCF methods.
We compared these methods for N = 50 and k£ = 15; similar analysis can be eas-
ily performed for other settings too. All these methods have nearly the same overall
precision performance and the latter two of them use features from multiple social

networking platforms. Analysis results are reported in Tables 4.3 and 4.4]

Table 4.3: Comparison of methods ( CF_BCF vs. HI-FG_FCC_BCF)

Analysis Avg. upper bound Avg. no. of followees
(test set) on the train test

Perform equally well 0.447 73.771

Perform equally well 0.666 178.875
(At least one true rec.)

Perform equally well 0.359 31.343

(No true rec.)
CF_BCEF performs better 0.850 66.000
HI-FG_FCC_BCF 0.400 21.000
performs better

According to the results, collaborative filtering and hybrid method perform equally
well on users whose precision is around 0.445; this means they can perform equally

good for users who have on average 6.7 followees in the test set (Found by multi-

139



0€

[T

(samofroj SoreredSo1g) 0s=A7 Pue poyw T 409 AL D4 DA-TH 10§ SHNSII UOHEN[eAT 9] ' SMS1

8T

LT

a9t

oz

¥z

T

Tz

0T/ IH—8— aIrsEayTi—8— |EBY UDISI3Rd —8—

Ic o0 6T 8T LT 9T ST &I €T T 1T OT &

(0S=N ‘O7 426 41 204 94-IH) s1nsay uonenjeny

0000
Z00'0
000
900°0
#00°0
0100
€100
¥10°0
9100
8100
0Z0°0
ZZ0'0
¥Z0'0
9z0'0
BZ00
0e00
TED0
¥ED'0
9E0°0
BED'0
000
Z¥o

140



(seamorjoj Sore1eDSo[g) ST=Y pue OS=A/ J0J SINS3I uonen[eAq :/ |4 2InS1]

OT/51HYHE SUERSTI M IEBYE  UOISI3SIdE

& o
s o
& & & & N N N
-5 P o -~ IS % ¥ % ¥
GG S G S P R S o A S
) . S o ]
- LN P 47y o ¥ 2 e
\mw . oy o RN \JJa o & 3 .y g 5
$ L S > g SO
By £
\% \ﬁo & %@9 \% $ wo 3% \v% :% s».uw :% % \Va %

[

(6T=Y ‘05=N) s1nsay uonen|eny

,yo

141



(soamorroy 3orered301g) O¢=% pue ()S=,/ JOJ SINsaI uoneneay :81{ N3

OT/51EHUH W SUMEESWI4M [ERHW  UDISIEI4m

& @ o @ ®
Iy fs) < > R >
e A e M S N - S A AN
e P o I el I d o > P s *
£ \JJ 1Y s ¥ # \_\mv oY \JJ ¥ 5 X
s g e I eid . S e IS, 1G]
- % oY IS -3 & ﬂ.\u ~» % - s IS4 i 7Y s
\w.M/ \m.wv \d \% O%vv \d \_.u \J.m/ \.wv \y \vmw uvv \ \.v mv .%u J
N & s &

.%

Iy

(0€=) ‘05=N) synsay uonen|eny

b

0000
€000
9000
6000
100
ST00
#1000
100
oo
LIOD
0E00
EE0D
9E0°0
GE0D
FaL )
SF00

142



Table 4.4: Comparison of methods (CF_BCF vs. MO-FG_FCC_BCF)

Analysis Avg. upper bound Avg. no. of followees
(test set) on the train test
Perform equally well 0.439 39.813
Perform equally well 0.663 105.865
(At least one true rec.)
Perform equally well 0.355 32.319
(No true rec.)
CF_BCF performs better 0.717 205.292
MO-FG_FCC_BCF 0.562 33.119
performs better

plying k by average precision, i.e., 15 * 0.445 = 6.7). Also, these methods perform
equally well when there are about 74 followees information in the train set. Sim-
ilarly, comparison of collaborative filtering and multi-objective optimization based
method reveals equal performance when there are about 6.6 followees in the test set
and around 40 followees in the train set. When we further analyzed the case of equal
performance, we observed that all three methods are unable to make true recommen-
dations for users who have on average 5.3 followees in the test set and about 32
followees on average in the train set. This indicates that these methods perform better
for users with more followees in the training and test sets. When we looked at the
cases where CF_BCF performs better, we observed that this method performs better
for users with 10-12 followees in the test set. On the other hand, both hybrid (HI)
and multi-objective optimization based (MO) methods are better than collaborative
filtering based method for users with less number of followees in the test set. Also
they are able to model the target user better than collaborative filtering based method
when there are less number of followees information in the train set. For example,
MO-FG_FCC_BCEF performs better than CF_BCF when there are on average 33 fol-
lowees in the train set. The analysis shows that using multiple features from multiple
social networking platforms helps the system to model users more effectively, espe-

cially for users with less information.
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4.4 Conclusion

Beside combining multiple criteria from a single data source, we aimed to combine
multiple criteria from multiple data sources. Restricting the analysis only to a single
source may miss some vital information about the users and it is more beneficial
and rewarding to consider integrated information from multiple sources to have more

complete information about each user.

In this chapter, we integrated information collected from multiple different social net-
working platforms to create an integrated model of individuals and to make recom-
mendations to them. For this purpose, we collected data that contains information col-
lected from BlogCatalog, Twitter, Flickr, Facebook, YouTube and LastFm web-sites
and created two different data-sets. We used the created data-sets to make recommen-
dations to target users on different platforms, i.e., recommending to Flickr users new
groups to follow, and recommending to BlogCatalog users other users to follow. We
implemented several different types of recommendation methodologies to observe
their performance. These methods include collaborative filtering, multi-objective op-
timization based recommendation, hybrid and social-historical model based recom-

mendation methods.

We compared the performance of these recommendation methodologies while using
single versus multiple features from a single versus multiple sources. The conducted
experiments showed that using multiple features from multiple sources improved the

recommendation performance.
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CHAPTER 5

INFERRING GENE REGULATORY NETWORKS VIA
MULTIPLE DATA SOURCES AND MULTI-OBJECTIVE
OPTIMIZATION

Network modeling has numerous applications in different branches of science. For
example, in sociology researchers study on friendship networks, in information tech-
nology researchers work on world wide web, which is a network of web pages, or in
biology scientists study on interactions among genes and proteins [[128]. The structure
of the network can reveal various information which are unknown or hard to exper-
iment in a laboratory. For example, in biology it is very costly to directly observe
the gene relationships by experiments [[128]. However, it is easier to measure gene
expression levels, which can be used to computationally decide on the connections

among genes.

In biology, there are numerous available data on DNA, RNA, proteins and metabo-
lites interactions, which can be used to infer interactions among these biological
components [108]]. Gene regulatory networks (GRNs) are composed of these compo-
nents and their interactions. The most common approaches to infer (reverse engineer)
GRNs are based on Boolean networks, Bayesian networks, relevance networks, dif-
ferential and difference equations [[108]]. Recently, integration of prior knowledge to

this process is presented to the literature ([108} 91, 120, 46]).

The methods that aim to infer GRN should consider the properties of GRNs, which
are sparseness, scale-free topology, modularity and structurality of inferred networks

[46]. The GRNs are sparse, such that the number of connection among genes are
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limited. Some genes regulate many other genes while some others regulate only few
or no other genes, which is related to the scale-free topology feature. It is shown that
GRN s follow the power distribution function of the connectivity ([94, 147]]). In [46],
it is shown that the GRNs are structurally decomposable into network motifs. The
modularity feature of GRNSs indicates that there are clusters of genes which are highly
co-expressed and/or have similar functions [[108]. We observed that the GRNs and the
recommendation systems have similar features. For example, both of them are sparse
and have a topology that usually follows power distribution function ([136} 34, [7]).
Also, recommendation systems usually contain clusters of users and/or items which
is mostly used to predict the future preferences of the users by the recommendation

methods.

In the following sections, the employed methodology is presented in Section [5.1] and
the evaluation process and the results are presented in Section [5.2] The chapter is

concluded in Section 331

5.1 Pareto dominance and collaborative filtering based prediction

Observing the similarities between GRNs and recommendation systems and with the
purpose of constructing GRNs using information from multiple data-sets, we applied
the proposed multi-objective optimization based method explained in Section [3.1] to
infer the GRNs. In the original approach, target users are recommended with the
items, which are predicted to be preferred by the user in the future. In this section, we
mapped the target users into genes and the output is mapped to the predicted genes
that the target user interacts (regulates). We decided to use this method since it is able
to combine information from multiple features from multiple data-sets. The method
is composed of 3 main steps: Similarity calculation, neighbor selection and regulated

genes (item) selection.

e Similarity calculation: Similarity among genes are calculated using the features
available in data-set(s). Features don’t have to exist in a single data-set and
features from multiple data-sets can be used. In the literature there are various

similarity or correlation calculation methodologies, such as Euclidean distance,
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Pearson correlation and Cosine similarity. In this section we preferred to use

Cosine similarity, the Equation[5.1]

In the Equation [5.1] the genes are shown as A and B. Genes can have multi-
ple features and each feature is indicated by the subscript i. The subscript j
indicates the values of each feature. For example, assume that A and B repre-
sent the genes ACE2 and ASH1, respectively. In the Spellman’s data-set [119],
these genes are represented by 77 different measures. These measures are fur-
ther divided into three phases by the [9]. Each of these phases contains different
number and kind of measures. So, ACE2 and ASH1 are represented by three
phases, which can be thought to be features (i in the equation) and these phases

contains a list of (vector of) values (j in the equation).

sim(A;, By) = —— _ (5.1)

Neighbor selection: The neighbors are the ones that behaves most similar to
the target gene. Knowing these genes and their connections in the graph can
be used to predict the connections of the target gene. In order to decide the
most representative neighbors, the similarity values calculated in the previous
step and Pareto dominance relation are used (Equation [5.2)). In the equation
g; and g; represent genes and f indicates the different features. According to
the equation, if the gene g; has at least one higher similarity value and no lower
similarity values than the gene g;, then the gene ¢g; dominates the gene g;. Atthe
end, the non-dominated genes are assigned as the neighbors of the target gene.
Note that this equation and the Equation [3.5] are same, except the meaning of

the parameters.

1.0 Vfg(f)>g;(f)and
dom(g;, g;) = 3f 9i(f) > g;(f) (52)

0.0 otherwise

For example, in Figure [5.1] a multi-dimensional data is given. This example

figure is similar to Figure[3.1] except in this figure we use genes instead of users.
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In the example given in Figure [5.1] similarities of seven genes to the target
gene are given. The f; values are the calculated similarities in the previous step
for three different features. After constructing the dominance matrix using the
Equation [5.2] the non-dominated genes are decided. The genes whose column

sum equals to 0.0 are the non-dominated genes.

o1 | g |8 | &4 |85 | B | &7

Target  Ceme fi £ 6 2110.0[0.0[0.0[0.0[0.0]0.0[0.0
ene: o0 2]0.0]0.0][00]00][00][0.0][0.0
gene J i 01 2/ 00]00][00]00]00]00]00
g1,<0.7, 0.6, 0.1> 2,]0.0/0.0[1.0/00]0.0[0.0]0.0
2, <0.5, 0.9, 0.1> gs1.0[1.0[1.0[1.0][0.0]0.0][0.0
<0 _ P > |gs]1.0]0.0[1.0[1.0[0.0][0.0][0.0
Input 2,<0.2, 03, 0.2 2]0.0]0.0[0.0]0.0[0.0[0.0]0.0
similarities { 84 <0.2, 0.7, 0.2>
gs,<0.8, 0.9, 0.3> Dominance Matrix:
g6, <0.9, 0.8, 0.3> Vf € features g,(f) = g;(f) and
g7,<0.9, 0.0, 0.4> If € features ﬂgt(f )> 9,
Non- gs,<0.8, 0.9, 0.3> <:| Non-dominated solutions:
dominated | 86> <0.9, 0.8, 0.3> Have a zero in the column total in
users g7, <0.9, 0.0, 04> dominance matrix

Figure 5.1: Example input and non-dominated solutions for prediction of GRN

In order to collect as many neighbors as predefined, an iterative process of
neighbor collection is applied. First, we apply the method of finding non-
dominated genes as explained previously. If the number of non-dominated
genes is less than the given neighbor count, we remove the selected genes from
the data representation and re-apply the method of the finding non-dominated
genes. We continue this process until the given number of neighbor count is

reached.

e Regulated genes (Item) selection: The genes that the target gene has a con-
nection are decided by using collaborative filtering. In this process, the known
connections of neighbor genes are used to decide on best matching gene to
be predicted as the regulated gene by the target gene. The genes which are
already known to be regulated by the neighbor genes are assigned as the can-
didate genes. For each candidate gene a connection score is calculated by the
Equation [5.3] The higher connection score indicates that the candidate gene

is more promising to be regulated by the target gene. In the Equation [5.3] the
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score represents the connection score, t represents the target gene, n represents
the neighbor gene and c represents the candidate gene. In the calculation the
similarity among the target and neighbor genes (sim(¢,n)) and binding proba-

bilities of the neighbor and candidate genes (b(n, ¢)) are used.

score(c) = Z sim(t,n) x b(n,c) (5.3)

In each step, different settings can be used. The explanations and the abbreviations of

these settings are given as follows:

e Multi-Objective Optimization Type (MOT): This setting is related to the step
of neighbor selection. As explained in Section [3.1.2] predefined number of
neighbors can be selected in multiple iterations. Also it is possible to run only
a single iteration and collect the non-dominated genes on a single iteration or
after running multiple iterations the method may or may not prune the number

of neighbor genes to match with the given neighbor count.

— Only_Dominates (OD): Find non-dominated neighbors in a single iter-
ation. The number of non-dominateds genes is not set and it depends

directly on the similarity values.

— N_Dominates (ND): Find exactly N neighbors by running multiple itera-

tions and pruning when necessary.

— At_Least_N_Dominates (AND): Find at least N neighbors by running
multiple iterations. Unlike N_Dominates setting, no pruning is applied

in this setting.

e Outlist Type (OT): This setting is related to the regulated genes (item) selection
step. The output of the method may contain a fixed sized list or may depend on
threshold on the similarities, binding probabilities or connection scores of the

genes, which are used in the Equation [5.3]

— Fixed_Length (F): Recommend k items.

— Threshold_Based (T): Recommend items whose connection score are larger

than the threshold T. In this setting, also the candidate genes whose bind-
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ing probability to the neighbors are less than T are removed from the

candidate list.

e Regulated genes (Item) Selection Method Type (IST): This setting is related to
the regulated genes (item) selection step. Even though we presented a general
equation to calculate the connection scores of genes to the target gene, different

values can be used for similarities and binding probabilities used in the Equa-

tion

— Sum (SUM): Without considering similarities between the target and the
neighbor genes, the binding scores for each candidate gene is summed,

such that sim(t,n) = 1 for all neighbors.

— Average (AVQG): After summing up values -as done in SUM method-, the
result is divided into the number of neighbors that suggest the candidate

gene.

— Maximum (MAX): For each candidate gene, the maximum binding prob-
ability is used, without considering similarity between the target gene and

the neighbor genes.

— Weighted Average (WAVG): AVG method is performed by additionally
using the similarities among the target and the neighbor genes. So instead
of dividing the summation into the number of neighbor genes, it is divided
into the summation of the similarities between the target and the neighbor
genes. In the application we used binding probabilities between target and

neighbor gene, instead of calculating similarities, such that sim(t,n) =

b(t,n).

In Figure an example is given to show how different regulated genes (item)

selection method affects the predictions.

In the figure the aim is to predict a single gene that the target gene (g0) regu-
lates. The neighbors are given as g1, g2 and g3. the binding probabilities of the
neighbors and the candidate genes (g4 and g5) are also given. Based on differ-
ent regulated genes (item) selection method, different genes are predicted to be
regulated by the target gene. For example, when summation is used, the gene

g4 1s predicted since its connection score is 1.6 and the score of the gene g5 is
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Target: g0, Predicted gene to be regulated is:

Neighbors: g1, g2, g3 *  Sum:gd

Candidates: g4, g5 » Avg:gs

Binding prob: *  Max: g5

gl> g4:0.8 *  Weighted avg: g4 or g5 (Depending on the
02> 54:0.8 similarities between the target and neighbor
23> 25:0.9 genes)

Figure 5.2: Example for regulated genes (item) selection method

0.9. However, when averages are used the average score of g4 is 0.8 and the
average score of g5 is 0.9, so g5 is predicted to be regulated. For weighted aver-
age method, the similarities between the target gene, g0, and the neighbors, g1,
g2 and g3, affects the prediction results and depending on these values either

g4 or gb can be predicted to be regulated by the target gene.

5.2 Evaluation of Gene Regularity Network Structure Prediction

In this section we presented the evaluation process and results of GRN structure pre-

diction. The data-set and the evaluation results are presented in Sections [5.2.1] and

5.2.1 Bio-informatics Datasets

For the evaluation of GRN predcition, we run two different experiments. In the first
one, we combined two different data-sets, namely microarray data from Spellman et
al.[119]] and transcription factor (TF) binding data from Lee et al. [66], to observe the
performance of our method. In the second experiment, we used the Dream4 In Silico
Network Challenge data-set [[14] to see the performance of our method on different

sizes of data-sets. We present the details of these experiments in the subsections

B21Tand 3212
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5.2.1.1 Microarray and Transcription Factor (TF) Binding Datasets

The first data-set [[119] contains time series gene expression data, in which there are
6178 genes and 77 time steps. In [9] these time steps are divided into three phases. In
this section we used each phase as a different feature, rather than using each time step
as a feature. The second data-set [66] contains binding location data of 6270 genes
and 106 TFs. Even though the data-sets contain many more genes, in the [[120] 25 of
them are chosen based on the studies in [9]]. Following that work, we also worked on

the same 25 genes.

In [120] a commercial tool is used to collect the golden data. Unlike them, we pre-
ferred to use a public tool named as GeneMANIA [37]. GeneMANIA provides var-
ious information based on interaction types: Genetic interactions, Co-localization,
Co-expression, Physical interactions, Shared protein domains, Other. We collected
information for the selected 25 genes for all the interaction types from GeneMANIA
on March 10, 2015. If not explicitly stated otherwise, we presented the average of all

interaction types as the evaluation results.

5.2.1.2 Dream4 In Silico Network Challenge Dataset

Dream4 In Silico Network Challenge [14] is prepared by researchers from the Lab-
oratory of Intelligent Systems of the Swiss Federal Institute of Technology in Lau-
sanne and the IBM T.J. Watson Research Center in New York [[87, 186, [105]]. Its
goal is defined as reverse engineering the GRNs from simulated steady-state and
time-series data, such that inferring the directed gene network. In the challenge
three sub-challenges are defined, which are InSilico_Sizel0, InSilico_Size100 and
InSilico_Size100_Multifactorial. In this thesis, we attacked the InSilico_Size10 and
the InSilico_Size100 sub-challenges, with the aim of observing the performance on
data with different sizes. For all of the sub-challenges, information for five different
networks are provided and rankings of the teams are decided based on the predictions
made for all five networks. Their rational to provide multiple networks instead of
one is that they wanted to measure the consistency of the methods on independent

networks with different topologies. They provide the golden data and the evaluation
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scripts for the researchers after the end of the challenge.

The InSilico_Size10 sub-challenge five networks containing 10 nodes are provided.
The data provided with this challenge are wild-type, knockouts, knockdowns, mul-
tifactorial perturbations, and time series data. Similarly, The InSilico_Size100 sub-
challenge contains five networks with 100 nodes. The data provided are same, except
for this data-set the multifactorial perturbations data is not included. All the data pro-
vided corresponds to noisy measurements of mRNA levels, in which the maximum
normalized gene expression value is 1. We chose to use knockdowns, knockouts,
multifactorial perturbations;if available; and time series data to performs the simi-
larity calculations. In the original data-set time series data contains 5 different time
series for the network sized 10 and 10 time series for the network sized 100 and each
time series contains 21 time points. We combined the time series information by
getting average of the similarities, which are calculated independently for each time

series.

5.2.2 Evaluation Results

For the evaluation on microarray and transcription factor (TF) binding data-sets [[119],
[66]], we used Precision@k, Recall@k and F1-measure, which are commonly used
metrics in the literature. In order to evaluate our method on the Dream4 In Silico
Network Challenge [[14] data-set, we used the evaluation scripts and the golden data
provided in the challenge website [14]. For the scoring the area under the precision
versus recall curve, precision at 1%, 10%, 50%, and 80% recall, and the area under
the ROC curve are calculated. The ranks of the teams in the challenge are decided
based on the overall performance. In this report, we used the overall score to present

our results as well.

We present the evaluation results for the two data-sets, namely microarray and tran-
scription factor (TF) binding data-sets [119], [66]land Dream4 In Silico Network

Challenge [14] data-set, in the following sections.
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5.2.2.1 Evaluation Results for Microarray and Transcription Factor (TF) Bind-

ing Datasets

Before evaluation, we executed the same pre-processing steps performed in the [120]

on the data-set:

e Filling the missing values in the microarray data-set [119]]: The missing values
existing in the data-set for the selected 25 genes are filled by applying the k-

nearest neighbors algorithm with k = 10, same as it is done in [120].

e Converting p-values in the binding data [66] into probability values: The bind-
ing data [66] gives information on the p-values, which indicates the confidence
of TF bindings to the genes [120]. Smaller p-values indicates the higher con-
fidence. As suggested in [120], we converted the p-values into probabilities of
existence of connections. For this purpose Equation [5.4] are used, which is de-
scribed in [9]]. In the equation, F; represents one of the edge/connection in the
graph G. P;; is the p-value of the edge £;; which connects the genes 7 and j.
TheAy and \p, are the highest and lowest bounds of the A\, which is a parameter
of exponential distribution. The ¥;; is the short form for P(E;; € (), such that
V;; = P(E;; € G). We assigned the values of Ay, Az, and ¥;; to 10000, 0.1 and
0.5 respectively, as suggested in [9] and [120].

P(E €GP =p)=— / : — dA
’ =P )\H_)\L A )\€7>‘p19ij—|—<1—67)‘)(1—19¢j)

(5.4)

e Filling missing probabilities in the binding data [66]: Among the selected 25
genes, 10 of them exist as TFs in the the binding data. In the previous step, only
for those 10 TFs/genes the probabilities are calculated. For the rest of them, we

set their binding probabilities to 0.50, as done in [120]].

We combined the microarray data[119] and the binding data [66] in two different
ways. In the first of them, we used the three phases extracted from the microarray data

for the similarity calculations step, and the binding data for the regulated genes (item)
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Table 5.1: The best results for the F1-measure and with the 3F_Exp

N [ k [ T|MOT || OLT | IST [ Precision || Recall | FI

1 |23 -] ND F SUM 0.183 0.953 || 0.300
1 |23 -] ND F AVG 0. 183 0.953 || 0.300
22 || 21 || - || AND F MAX 0.199 0.943 || 0.321
1 |23 -] ND F WAVG || 0. 183 0.953 || 0.300

selection step. In the second of them, we added the binding data to the similarity
calculations step. As a result, for the first experimental setting, we used three features
and for the second one we used four features. In the following paragraphs we will

refer these setting as 3F_Experiment and 4F_Experiment, respectively.

In the experiments, depending on the settings explained in the previous section, we
need three variables to be assigned, which are neighbors count (N), the output list
size (k) and threshold (T). The performance of the methods may differ based on these
parameters. We performed tests by assigning different values to these parameters:
For N, we assigned the range to [1,25], where 25 is the total number of the genes.
Similarly, for k we assigned the range to [1,25], where 25 is the total number of the

genes. For T, we used the range of [0.51,1.00], with 0.03 increments.

We present the best results for each regulated genes (item) selection method type
(IST), using 3 or 4 features (3F_Experiment or 4F_Experiment). Depending on the
evaluation metric; precision, recall and F1-measure; different parameters provides the

best results. We present the best results for different metrics in the following parts.

In Table [5.1] we present the best results for the F1-measure and with the 3F_Exp.
According to the table the best performing method is the one that chooses at least N
many neighbors (AND) when using the MAX as the item selection approach. How-
ever, this approach uses nearly all of the genes as the neighbors; such that chooses 22
out of the 25 genes as the neighbors; and presents most of the genes in the output list;

such that 21 out of the 25 genes.

In Table[5.2] we present the best results for the precision and with the 3F_Exp. Ac-
cording to the table the best performing method is the one that chooses N many neigh-
bors (ND) when using different item selection approaches. In the best setting the

number of neighbor genes to be selected is 12 and the output list size is set as 2.
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Table 5.2: The best results for the precision and with the 3F_Exp

N [[k | T | MOT || OLT | IST || Precision | Recall | FI

12/ 2)-] ~o | F || suM || 0301 [ 0157 || 0.198
122 -] ND | F | AVG | 0301 | 0.157 || 0.198
3 |1]|-||AND | F | MAX | 0402 | 0.092 || 0.145
122 -] ND | F | WAVG | 0301 | 0.157 || 0.198

Table 5.3: The best results for the recall and with the 3F_Exp

N | k [ T[] MOT | OLT || IST | Precision || Recall || FI

6 |24 | - | AND F SUM 0.181 0.981 | 0.299
6 |24 | - | AND F AVG 0.181 0.981 | 0.299
22 || 24 || - || AND F MAX 0.181 0.983 || 0.300
6 (|24 - || ND F WAVG 0.181 0.978 | 0.298

In Table [5.3] we present the best results for the recall and with the 3F_Exp. Accord-
ing to the table the best performing method is the one that chooses at least N many
neighbors (AND) when using MAX as the item selection approach. In the best setting
the number of neighbors to be selected is 22 and the output list size is set as 24, such

that all the genes are presented.

According to the results for precision, recall and F1-measure for the 3F_Exp, we
observe that F1-measure and recall favor selection of many neighbor genes and pre-
dicting too many, nearly all, genes as being regulated by the target gene. Since it is
known that the GRNs are sparse, this tendency does not seem to be correct. So, we

decided to use precision as our main objective in the rest of this section.

In Table [5.4] we present the best results for the precision and with the 4F_Exp. Ac-
cording to the table the best performing method in terms of precision is the one that
chooses N many neighbors (ND) when using MAX as the item selection approach.
In this setting the number of neighbor genes to be selected is 3 and the output list size
is set as 1. For recall and F1-measure, the best performing method is the one that
chooses at least N many neighbors (AND) when using WAVG as the item selection
approach. In this setting the chosen N and k values are 5 and 2, respectively. Com-
paring the performance of 3F_Exp and 4F_Exp, we observe that adding the binding

data for the similarity calculations increases the performance slightly.
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Table 5.4: The best results for the precision and with the 4F_Exp

N || k[ T[ MOT|[ OLT | IST | Precision || Recall || FI

6|2]-[AND| F | sum || 0301 | 0.157 | 0.198
6||2| -|AND| F | AVG || 0301 | 0.157 | 0.198
31| -| ND | F | MAX | 0404 | 0.097 || 0.151
52| -|AND| F || WAVG || 0310 | 0.161 || 0.203

Table 5.5: The results for the undirected graph

N [k [ T|MOT | OLT || IST | Precision || Recall | Fl

L[1] -] No || F | sum | 0275 | 0.124 |/ 0.163
1 |[1]-| ND | F | AVG | 0275 | 0.124 |/ 0.163
5|1]-]|AND | F | MAX | 0333 | 0.098 || 0.146
1 [1] -] ND | F | WAVG | 0275 | 0.124 || 0.163
6 4] -/AND[ F | SuM || 0248 | 0.470 | 0.299
6 (4] -|AND| F | AVG || 0248 | 0.470 | 0.299
10|1|-| ND | F || MAX | 0342 | 0.085 || 0.132
6| 4] -| ND | F | WAVG| 0250 | 0.464 | 0.300
-1-01-1 - - - 0213 || 0.193 |/ 0.203

Our method provides the directed graph, such that it predicts which gene regulates the
others. However, in [[120] the only graph provided in the paper is undirected. Since
we want to compare our result to theirs, we also converted our directed graph into
undirected by adding the reverse directions of the edges to the graph. In Table[5.5] we
present the results for 3F_Exp, 4F_Exp and [[120]], in the order of the sections seen
in the graph. According to the table, the best method in terms of precision is the one
that uses N many neighbors with MAX as the item selection method. For recall the
best method is the one that chooses N neighbors by using SUM or AVG as the item
selection method. For Fl-measure, the best method uses ND with weighted average
approach. For all of the measures, the best results belong to the 4F_Exp setting. We
can conclude that adding the binding data to the similarity calculations step increases

the performance.

We observed from the tables that for directed graphs weighted average (WAVG)
method for choosing items works better when we consider all the measures; i.e. pre-
cision, recall, F1-measure. For undirected graph, there is no single winner for the

item selection method. For all of the experiments, using a fixed length output list (F)
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performed better than using a threshold (T). Also we observed that using exactly N
many neighbors (ND) mostly performed better than other approaches. The next thing
we want to decide is the best values for N and k. In Figures[5.3|and[5.4] we present the
plot of precision values for different N and k values for the experiments using three
or four features. For both of the experiments, we observe that increase in k decreases
the precision. For the 3F_Exp, the best precision is obtained when N is set to 12 and
k to 2. For the 4F_Exp, the best precision is obtained when N is set to 6 and k to
2. Even though the performance results of both experiments are similar, adding the
binding data to the similarity calculations (i.e. 4F_Exp) help the system to reduce the
calculations by decreasing the necessary number of neighbors to choose. Note that
for both of the experiments the number of genes to be regulated by the target gene
(i.e. k) is found to be 2, which is a small value. This observation matches with the

sparsity feature of GRNs.

Using 3 features

=

Figure 5.3: The precision results for ND and WAVG with different N and k (3F_Exp)

To be fair to all of the multi-objective optimization types, we also get the results
using weighted average (WAVG) method for choosing items and fixed length output
list, where N is set to 6 and 12 and k is set 2, based on the results observed from
the previous figure. In Tables[5.6)and [5.7] the precision results are given. The results
for the 3F_Exp are shown on the upper parts of the tables, while for the 4F_Exp
are shown on the lower parts. According to the tables, when N is set to 6, the best

performance is obtained by ND with four features (4F_Exp) and when it is set to 12
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Using 4 features

m010-0.12 m0.12-0.14 0.14-0.16 0.16-0.12 wm0.18-0.20 w0.20-0.22 w0.22-0.24 m0.24-0.26 w0.26-0.28 w0.28-0.30 m0.30-0.32

Figure 5.4: The precision results for ND and WAVG with different N and k (4F_Exp)

Table 5.6: The results for N=6 and k=2 with WAVG item selection method

N[ k| T|MOT|OLT | IST [ Precision || Recall | FI

-2 -1 op F || WAVG || 0.263 0.126 || 0.164
6|2 -] AND| F || WAVG | 0.284 | 0.148 || 0.186
62 -1 ND F || WAVG | 0.279 || 0.146 || 0.183
-2 -1 op F || WAVG | 0255 | 0.128 || 0.164
62 -|AND || F | WAVG || 0.288 || 0.149 | 0.188
62| -1 ND F || WAVG | 0.302 | 0.155 || 0.196

the performance is obtained by ND with three features (3F_Exp). These results are
consistent with the previous results and shows that fixed number of neighbors and
using multiple features from multiple sources are useful approaches to predict the

genes to be regulated.

Lastly, we present the results for each interaction type provided by GeneMANIA,
which are genetic interactions, co-localization, co-expression, physical interactions,
shared protein domains, other. Based on the results of the previous experiments we
chose to present the results of 4F_Exp using ND, WAVG, N=6 and k=2. Based on
the results presented in Table[5.8] our method performs well for Genetic interactions,
Physical interactions, Shared protein domains and Other, but relatively less well for

Co-localization and Co-expression.
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Table 5.7: The results for N=12 and k=2 with WAVG item selection method

N [[k | T | MOT || OLT | IST || Precision | Recall | FI

- [[2]]-] op | F |[WAVG | 0263 | 0.126 | 0.164
122 -|AND || F || WAVG | 0267 | 0.142 | 0.177
122 -] ND | F | WAVG | 0301 | 0.157 || 0.198
- [[2]-] ob | F || WAVG || 0255 | 0.128 | 0.164
12{[2] - | AND || F | WAVG || 0242 || 0.133 | 0.165
122 -] ND | F | WAVG | 0263 | 0.141 || 0.176

Table 5.8: The results for ND, WAVG, N=6 and k=2

Int. Type H Precision H Recall H F1
Genetic interactions 0.469 0.192 | 0.273
Co-localization 0.125 0.060 || 0.081
Co-expression 0.318 0.084 | 0.133

Physical interactions 0.227 0.179 || 0.200
Shared protein domains 0.300 0.273 || 0.286
Other 0.375 0.140 || 0.204

5.2.2.2 [Evaluation Results for Dream4 In Silico Network Challenge Dataset

As in the previous experiment, for Dream4 In Silico Network Challenge [14] data-set
we need to set neighbors count (N), the output list size (k) and threshold (T) variables.
We performed tests by assigning different values to these parameters: For N and k,
we assigned the range to [1,M], where M is the total number of the nodes provided in
the data, such that 10 or 100. However, for the InSilico_Size100 data-set we limited
the M as 15, as it would take long time to run the experiments up to 100 and we have
observed in the previous experiments that less number of neighbors can capture the

necessary information. For T, we used the range of [0.51,1.00], with 0.03 increments.

In Table @], based on the overall score, the best five settings for InSilico_Sizel10
challenge are presented. For this result, we used the average time series similarities as
the parameter (b(n, ¢)) to be used in the regulated genes (item) selection step. Based
on the table, we observed that the best performing setting N is set to 9, k is set to 6,
at least N many neighbors are selected (AND) and as MAX is used as the regulated
genes (item) selection type. Using these settings, we performed the same calculations

while using different data as the regulated genes (item) selection parameter. From
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Table 5.9: The top 5 results for InSilico_Size10 challenge (Avg. Time series)

N[ k[ T|[ MOT| OLT | IST || SCORE
oflef-[AND| F [ MAX| 1119
96| -| ND | F | MAX| 1119
86| -|AND| F | MAX || 1.001
97| -|AND| F | MAX| 0902
97| -] ND || F || MAX| 0902

Table 5.10: The results for InSilico_Size10 challenge

Type | SCORE
Avg. Time 1.119
Knockdowns 1.078
Knockouts 1.119
Multifactorial pert. 1.119

Table [5.10] we observe that except knockdowns information, all the data performs
equally well.

We performed the similar calculations for the InSilico_Size100 challenge. According
to Table [5.11] the best performance is obtained when N is set to 11, threshold based
calculations are done with the threshold value of 0.99, the best performing method
is ND, which choose exact N many neighbors, and the best item selection type is
weighted average (WAVG). In Table[5.12] we present the results while using 11 neigh-
bors with ND and WAVG settings. Instead of directly using the threshold obtained
while using average time series similarity as the binding probability, we searched for
the best threshold value. According to this table, best feature to be used for binding

probability is the similarity on knockouts.

Table 5.11: The top 5 results for InSilico_Size100 challenge (Avg. Time series)

N[ k[ T [[MOT||OLT | IST | SCORE

11 -1 099 || ND T WAVG || 3.108
8 | -1 0.99 || AND T WAVG || 3.043
9 1| -1 0.99 || AND T WAVG || 3.033
9 1 -1099| ND T WAVG || 3.023
10 || - || 0.99 || AND T WAVG || 2.967

161



Table 5.12: The results for InSilico_Size100 challenge

Type | N[ k| T |MOT|OLT| IST | SCORE
Avg. Time 11 ] - 1099 | ND T WAVG 3.108
Knockdowns || 11 || - || 0.54 || ND T WAVG || 2.039
Knockouts 11 ] - 1099 | ND T WAVG || 3.211

The scores and the rankings of the teams attended to the challenge are given in the
challenge web-page [[107]. The number of teams attended to the InSilico_Size10 chal-
lenge is 29 and to the InSilico_Size100 challenge is 19. Based on our best performing
settings, if we were attended the challenge, our rank would be 25 for InSilico_Size10
challenge and 17 for InSilico_Size100 challenge. Even though the results show that
our method performs better than some other methods in the literature, we observed
that not having the information on which genes are regulated by the neighbor genes
diminishes the performance of our method. Since the data-sets of this challenge is
produced only for the challenge and are not correspond to real world/experimentally
known genes, it not possible to map the genes known genes and collect information

on those genes via some other resources, such as GeneMANIA.

5.3 Conclusion

Recommendation methods can also be used by different applications related to dif-
ferent branches of science. Gene regulatory network (GRN) inference, from biology,
is one of these applications. In this chapter, observing the common features of rec-
ommendation systems and GRNs, we used the proposed multi-objective optimiza-
tion based recommendation method to predict the gene relationships; such that which
genes regulates the others. For the purpose of GRN re-construction, instead of tar-
get users we used target genes and instead of making item recommendations to be
used in the future we predicted the genes that are regulated by the target gene. For the
evaluation we used several different data-sets. The results showed that using informa-
tion from multiple sources improves the performance. Also, we observed that use of
an approach from recommendation systems performs well. We anticipate that other

recommendation approaches can be used in GRN inference problem in the future.
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CHAPTER 6

DRUG REPOSITIONING USING PARETO DOMINANCE AND
COLLABORATIVE FILTERING

The aim of this work is to predict new uses of known drugs by analyzing multiple
features and multiple data sources. For this purpose, we adapted a recommendation
system based method which has been successfully applied in other domains. Fortu-
nately, the results reported from this study clearly demonstrate the effectiveness and
applicability of recommendation methods for drug repositioning because the process
could be easily mapped to recommending an existing drug for handling a new disease
by studying characteristics of news diseases in link to already known diseases and
their associated drugs. Zhang el al. [[145]] stated that similar drugs are indicators for
similar diseases. Accordingly, in their work they used similar drugs’ indications to
re-position the target drugs. Realizing the fact that this approach is similar to col-
laborative filtering in the recommendation systems domain, we adapted our proposed
method in this thesis to drug re-positioning problem. We present the proposed method
in general and we detail steps of the method in Sections [6.1]and [6.2] We present the
evaluation process and the results in Section [6.3] The chapter is concluded in Sec-
tion [6.4]

6.1 Pareto dominance and collaborative filtering based prediction

The method that we proposed for recommendation uses Pareto dominance and col-
laborative filtering approaches to predict future venue preferences (i.e, check-in lo-

cations) of target users. Its idea is based on the observation that similar users tend
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to visit similar venues, and recommending to the target user venues that have been
visited by similar users performs well. We also applied to the bioinformatics domain
for predicting the structure of gene regulatory networks as described in the previous
section. In that section, instead of target users, target genes are used and regulated
genes are predicted. The achieved results confirmed promising aspects of mapping a

recommendation system to discover gene regulation.

Input Data 1
—_—

(single feature)
Input Data 2
—_—
(single feature) . . . . .
Pareto Dominance Neighbour List ltem Selection Output List Drug-
Module > Module Disease List
Input Data R

—_—
(single feature)

Figure 6.1: Design of the proposed method

The study of gene regulatory networks motivated us to investigate the applicability of
recommendation systems to drug re-positioning. The overall design of the proposed
method for drug re-positioning is shown in Figure where the modules and their
interactions, are presented. The proposed method is composed of three main steps,
namely similarity calculation, neighbor selection and item (disease) selection. In
the similarity calculation step, each feature is used to determine similarity between
drugs. Then, similarities are used to find most similar drugs, namely neighbors, by
a Pareto dominance based method. Then known connections among neighbor drugs
and indicated diseases are used for prediction. At the end, we present a prediction list

of target drugs and predicted diseases which could be treated by target drugs.

6.2 Details of the proposed method

For the calculations, we used three main features: namely chemical properties of
drugs, protein targets, and side-effect profiles. In this section, we explain details of
the various steps of the proposed method and how the above-mentioned features are

used.
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Similarity calculation: In this step, similarity between drugs is calculated for each
type of features. We used several similarity measures in the calculation, namely Co-
sine similarity, Jaccard similarity and a similarity score based on Smith-Waterman
sequence alignment. In this section, we present how these similarity measures are
calculated. In the evaluation section, we present how we used these similarity mea-

sures, how we combined them, and their performance results.

Equation[6.I|presents how Cosine similarity is calculated, where drugs are denoted by
A and B. Drugs may be represented as vectors, such that a vector contains one value
per feature to reflect how a drug is related to the specific feature. In the equation the
subscript j refers to individual values of a feature vector. For instance, for the “chem-
ical properties” feature, a drug may be represented as a binary vector where values
represent the existence/non-existence of a chemical structure. Similarity between two
drugs can be calculated based on common chemical structures and the length of the

feature vector.

sim(A, B) = —— (6.1)

||M:
||M:

Equation [6.2] presents how Jaccard similarity is calculated. In the equation, drugs are

indicated by A and B. Here, represents length of the drug feature vector and |AB)|

represents size of common elements in the feature vector. This similarity measure is

also called Tanimoto index/similarity when the feature vector is binary.

|AB|

A, B
sim(A.B) = A B =48]

(6.2)

In the work of Zhang et al. [145]], a similarity score based on Smith-Waterman se-
quence alignment is used. In this study we also applied the same similarity measure
when possible. As explained previously, drugs may be represented as a feature vec-
tor. Entries/elements of a vector themselves can be represented as sequences. For
instance, a drug can be represented as a vector of proteins. Proteins themselves may

be represented as a sequence of smaller biological elements. Similarity of these se-
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quences, e.g. protein sequences, can be calculated by Smith-Waterman sequence
alignment method. After having Smith-Waterman sequence alignment score, similar-

ity among drugs can be calculated by the formula given in Equation |6.3]/'

In Equation drugs are indicated as A and B. V (A) represents the feature vector
for drug A, and |V (A)| represents the length of that vector. In the equation, each
vector element is composed of a sequence of smaller elements, where these elements

are represented as V;(A). Smith-Waterman sequence alignment score computed in
Equation [6.3]is denoted simsW (Vi(A), V;(B)).

1%
>

)

(A)] [V(B)]
> simsW(Vi(A),Vi(B))
-1 j=1

sim(A, B) = (6.3)

V(A > [V(B)]

Neighbor selection: In this step, most similar drugs to the target drug (i.e., its neigh-
bors) are selected. Neighbors are decided by using the similarities calculated in the
previous step and by applying a Pareto dominance based method. In this method
drugs that are not dominated by other drugs are selected as neighbors. Dominance
relation among drugs is decided by Equation where d; and d; represent drugs
and f indicates features. According to the equation, if drug d; has at least one higher
similarity value and no lower similarity values than drug d;, then drug d; dominates

drug d;.

1.0 Vfdi(f)>d;(f)and
dom(d;, dj) = 3f di(f) > d;(f) (6.4)

0.0 otherwise

An example input and non-dominated solutions are given in Figure where the
data-set is composed of eight drugs and the target drug is identified as drug dy. The
similarities between drugs for each feature f; is also listed. First, based on these
similarities dominance matrix is created using Equation [0.4 Then non-dominated
drugs (i.e., drugs with zero column total in the dominance matrix) are selected as
neighbors. In the example, ds, dg and d; are selected as most similar drug to the

target drug.

1 'We used Uniprot to collect protein sequence information and ClustalX2 for protein sequence alignment.
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di (d» |d3 ds |ds ds g7
di 0.0 0.0/0.0 0.00.0 0.0 0.0

Target Drug  fi b 3
drug: d0 ﬂ ﬂ_ ﬂ ﬂ d> 0.0 0.0 0.0 0.0 00 00 00
ds 0.0 0.0 0.0 00 00 00 00

di, <0.7, 0.4, 0.1> ,—> d 0.0 0.0 10 0.0 00 0.0 0.0
dy, <04, 0.5, 0.1> ds 10 1.0 10 0.0 0.0 0.0 0.0

ds;, <0.2, 0.3, 0.2> de 10101010 00 0000
d47 <037 077 02> 6 . . . . . . .

f:

Input ds. <0.8. 0.5. 0.3> d; 0.0 /0.0 0.0 0.0 0.0 0.0 0.0
similarities 5 500, 1D, U . K

dg, <0.7, 0.8, 0.3> Dominance Matrix:

d7, <0.9, 0.0, 0.4> Vfdi(f) > d;(f) and

Afdi(f) > d;(f)

ds, <0.8, 0.5, 0.3> @

Non-
dominated ds, <0.7, 0.8, 0.3> <::| Non-dominated solutions:
drugs d7.<0.9. 0.0, 0.4> Have a zero in the column total in

dominance matrix

Figure 6.2: Example input and non-dominated solutions

As explained previously, the application of Pareto dominance based approach on a
single iteration may provide less than the predefined number of neighbors. In order
to collect as many neighbors as predefined, an iterative process can be applied. In
each iteration, first, non-dominated neighbors are found and are removed from the
first set of candidates. Then iterations are executed until the predefined number of
neighbors are collected. At the end, if the collected number of neighbors is more than
the predefined number; i.e., more than expected non-dominated drugs are found in the
last iteration, neighbors can be pruned into exact number of neighbors or neighbor list

may remain as it is.

e Only_Dominates (OD): Execute single iteration to find non-dominated neigh-
bors. The number of non-dominated drugs is not set, and it depends directly on

similarity values.

e N_Dominates (ND): Execute multiple iterations to find non-dominated neigh-
bors. The number of non-dominated drugs is set exactly to N, i.e. pruning is

applied when necessary.

o At_Least_N_Dominates (AND): Execute multiple iterations to find non-dominated
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neighbors. The number of non-dominated drugs is set at least to N, i.e. pruning

is not applied.

Item selection: In this step, items to be recommended are selected. In the problem
investigated in this study, items selected in this step are diseases for which the target
drug could be re-positioned. In this step, first candidate items are identified by col-
lecting items with which neighbors are related, i.e. diseases are listed as indicators for
neighbor drugs. For each candidate item (disease) a score is calculated by Equation
[6.5] where the score is denoted score(c,t), the candidate item (disease) is denoted c,
the target is denoted ¢, and the neighbor is denoted n. Similarity between the target
and neighbor drugs is given as sim(t,n). The function f(n,c) represents neighbor
drug-candidate disease relationship score given in the input data. This score can be
different than zero and one, but our data-set is represented as binary vectors, i.e. a
drug has a relation with a disease or not and the values of f(n,c) is either one or zero.
Higher item selection score means the target drug has a more promising relation with

the candidate disease.

score(c,t) = Z sim(t,n) x f(n,c) (6.5)

n&Nghb

For computing the score, two different settings can be used. We called them Item

Selection Type (IST) settings which could be described as follows:

e Sum (SUM): Without considering similarities between the target and neighbor
drugs, votes (summation of f(n,c) values) are calculated for each candidate.
Items (disease) which have highest number of votes are presented in the output

list. This setting is already presented in the previous sections.

e Weighted Sum (WSUM): For the summation, sim(t, n) value is also included,
such that more similar drugs have more weight on the prediction. Items (dis-

ease) which have highest scores are presented in the output list.

168



6.3 Evaluation of Drug Repositioning

In this section we presented the evaluation process and results of identification of new
indications for known drugs, drug re-positioning. The data-set and the evaluation

results are presented in Sections[6.3.1/and [6.3.2]

6.3.1 Drug Repositioning Datasets

As the golden data-set, we used the drug-disease data provided by Zhan et al. [145]];
the same data-set was also used by Li et al. [69]. The data-set integrates three data

sources, namely chemical data source, protein data source and side-effect data source.

e The chemical data source contains information about drug and PubChem [127]
chemical substructures relationships. It contains relationship between 1007
drugs and 881 PubChem chemical substructures; number of associations (i.e.

edges) is 122022. Sparsity of the data-set is about %86.25.

e The protein data source contains information about drug and UniProt target
proteins relationships. It contains relationship between 1007 drugs and 775 tar-
get proteins. Number of associations in this data-source is 3152, which means
that the data-source is %99.60 sparse. For this data-source, target drugs are

generated by using DrugBank [[132]].

e The side-effect data-source contains information about drugs and side-effects.
In the data-source there are 888 drugs and 1385 side-effects. Number of asso-
ciations in this data is 61102 and sparsity ratio is %95.03. Information on this

data-source is generated from SIDER [39].

Each data source contains information about a single feature and these features are
represented as a binary vector. The drugs listed in each data source are not nec-
essarily the same. Based on this, the overall data-set (combination of all the three
data-sources) contains more than 1007 drugs. Since drugs in each data source may be

different, drugs may have missing information about one or more features.
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In this section, after obtaining the data-set of Zhang et al. [145]], we applied a pre-
processing step to collect a list of drug names and the mapping to drug names in
chemical, protein and side-effect data sources. During this process, we noticed that
some drugs may have different names (synonyms). For example, we found that one
drug is referred to as Ursodiol in chemical data source, while it is referred to as Ur-
sodeoxycholic acid in protein and side-effect data-sources. We looked up synonyms
from DrugBank website [26]. As a result of the preprocessing step, we obtained 1224
different drugs with the mappings of their namesE]

The golden data-set contains relationship information among 799 drugs and 719 dis-
eases, with 3250 treatment relations (edges). However, not all drugs listed in this
data-set are listed in the input data sources (chemical, protein and side-effect data).
Since it is nearly impossible to predict indications of a drug without any prior in-
formation, we did not consider those drugs as targets. The resulting golden data-set

contains 781 drugs, 719 diseases and 3179 relationsﬂ

6.3.2 Evaluation Results

In order to evaluate the performance of the methods we used Precision @k, Recall @k
and Fl-measure. Figure [6.3] shows the upper bounds of precision, recall and F1-
measure for different k values. As expected, precision is at its best when k is smaller
and it decreases as k increases. Recall has reverse behavior compared to precision,
i.e., it increases as k increases. F1-measure, which is the harmonic mean of precision
and recall, reaches its best value when £ is equal to 4. We stopped the evaluation

when k = 20, since recall has already reached 0.9966.

Setting the output list size to exactly &k has one drawback. Not all drugs in the golden
data-set have association with k-many diseases. If we set output list size exactly to k,
then some predictions will always be wrong. For example, assume that £ is set to 10,
and for target drug d;, disease associations in the golden set is 5. Then precision will
be at most 0.5. However, if k is set to 10 in a loosely way to allow the methods to

predict at most 10 items, precision may become 1.0. Our proposed method has this

2 We plan to share the mappings of names on our website.
3 We will share the golden set on our website.
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Figure 6.3: Upper bounds recall, precision and F1 measures

ability, it can predict at most k£ associations and does not make any random guess.
We argue that making random guesses for drug re-positioning is not an appropriate
idea. It will reduce the benefits of computational drug re-positioning compared to tra-
ditional methods. Figure[6.4] shows upper bounds of precision, recall and F1-measure
when random guess is not allowed. In this figure, precision is always 1.0, as expected.
The recall increases as k increases and this leads to increase in F1-measure. Here it
is worth noting that the process of making at most £ predictions (without guess) is
more challenging, since the method should decide on the best output list size for each

target, in addition to making the best prediction.

We conducted experiments using several settings. We used different similarity met-
rics, Multi-Objective Optimization Type (MOT), and Item Selection Type (IST). For
similarity type settings, we concentrated on four different settings that use Cosine
similarity, Jaccard similarity or Smith-Waterman sequence alignment based similar-
ity scores for various features, namely chemical, protein and side-effect features. In
the first setting (CCC), Cosine similarity is used for all features. In the second setting
(JJJ), Jaccard similarity is used for all the features. In the third setting (JJC), Jaccard

similarity is used for chemical and side-effect features and Cosine similarity is used
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Figure 6.4: Upper bounds of recall, precision and F1-measure when random guess is

not allowed

for protein feature. For the last setting (JJS), Jaccard similarity is used for chemical
and side-effect features and Smith-Waterman sequence alignment based similarity is

used for protein feature.

In the experiments, we need to set two variables, namely neighbors count (N) and
output list size (k). We set maximum neighbor count and output list size to 20. Instead
of testing with a single value, during the experiments we set N and k to 1, 4, 8§,
12, 16 or 20 and conducted experiments using the combination of N and k values.
Figures [6.5] [6.6] and [6.7] present the best performance of the proposed method with
different settings. The presented results are calculated for each N x k combinations,
but only results of best performing values for the related setting are used. The settings
are presented on the x-axis and each line reflects a similarity type (e.g. CCC), MOT
(e.g., ND) and IST (e.g., SUM), respectively.

Figures[6.5]and [6.6|reveal that using weighted summation for item selection (WSUM)
performs equally well or better than summation (SUM). ND and AND settings as
MOT type perform equally well; they perform better than OD which has the limita-
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tion of choosing non-dominated neighbors on a single iteration and lead to selection
of few neighbors. ND and AND have ability to choose more neighbors and perfor-
mance results show that choosing more neighbors is more informative. Using differ-
ent similarity measures during the calculations don’t effect the performance much.
Using Smith-Waterman sequence alignment based similarity score for protein feature
similarity (JJS) performs slightly better than others in terms of precision. Figure[6.7]
shows that the performance of all settings are nearly equal. Considering all figures,
the observation of performance on F1-measure indicates that methods which perform
good on precision do not perform good on recall or methods which perform good on

recall do not perform good on precision.

Performance Result (Precision)
0.5000

0.4500
0.4000
0.3500
0.3000
0.2500
0.2000
0.1500
0.1000
0.0500
0.0000

ccC | MC | U s - CCC MC | M) WS - CCC MNC M) WS - CCC MC | M) WS | - ccC lC J s - ccC uC | | s
SUM  SUM SUM SUM - WSUM WSUM WSUM WSUM -  SUM SUM SUM SUM - WSUM WSUM WSUM WSUM - | SUM SUM SUM SUM -  WSUM WSUM WSUM WSUM
ND | ND ND ND | -  ND ND ND ND -  OD OD OD OD -  OD OD OD OD - | AND AND AND AND = - | AND AND AND AND

Figure 6.5: Performance results (Precision)

Performance Result(Recall)
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Figure 6.6: Performance results (Recall)

Table [b.1] reports best performance of the settings which use different similarity met-
rics in more detail. The performance result of each setting is grouped together and in
each group we present the approach that produced best precision, best recall and best
Fl-measure scores. As expected, precision performed better when there are fewer

predictions and recall performed better when there are many predictions. While list-
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Performance Result (F1-Measure)
0.5000

04500
0.4000

0.3500

0.3000
02500
02000
0.1500
0.1000
00500
0.0000
ccc | Me M WS - Cce JJe UM NS | - coC MC W WS - [ cec MJc 4l WS - coc | MC M M8 - cec e U Js

SUM  SUM  SUM SUM - WSUM WSUM WSUM WSUM -  SUM SUM SUM SUM - | WSUM WSUM WSUM WSUM - | SUM SUM SUM SUM -  WSUM WSUM WSUM WSUM
ND | ND ND ND | - | ND ND ND ND | - | OD OD OD OD - | OD OD OD OD | - |AND AND AND AND | - | AND | AND  AND AND

Figure 6.7: Performance results (F1-Measure)

ing only one disease for a target drug produced better precision, listing many (20)
diseases as the prediction produced the best recall. We observed that using ND or
AND method as Multi-Objective Optimization Type (MOT) performed better com-
pared to OD. During the experiments, we observed that OD (Only dominates) type
usually finds a few neighbors. We further observed that having more neighbors is
more useful for making better prediction. When we look at the Item Selection Type
(IST) we observe that using weighted sum (WSUM) performs better than using sum
(SUM). This indicates that it is more informative to integrate similarity between the

target drug and its neighbors.

We observed that many of the studies described in the drug re-positioning literature
prefer to present AUC-ROC (Area Under Curve - Receiver Operator Characteristic)
results. However, it is stated in that for highly skewed data using precision-recall
is more informative than using ROC curves. Prediction based on data which has fewer
positive relations while having many negative relations is commonly referred to * in
the information retrieval literature as “searching for a needle in haystack’. The golden
data we used has similar characteristics, where there are only 3179 positive relations

and 558360 negative relations.

Table[6.2] reports the calculated AUC-PR scores of the proposed method and settings.
The results show that using Jaccard and Smith-Waterman sequence alignment based
similarity scores perform better than other methods, especially when the output list

size is limited to few predictions (e.g. k = 1).
We also compared our proposed method to the methods described in the literature; the
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Table 6.1: The best results when different similarity metrics are used

SimType N || k || MOT IST Prec. Recall F1

CCC-Prec. || 20| 1 ND || WSUM || 0.4723 || 0.0884 || 0.1489
CCC-Recall || 20 || 20 || AND || WSUM || 0.1894 || 0.4017 || 0.2575
CCC-F1 4 1 ND || WSUM || 0.2636 || 0.3762 | 0.3100
J1J-Prec. 12 || 1 || AND || WSUM || 0.4716 | 0.0862 || 0.1457
JJJ-Recall || 20 || 20 || ND || WSUM || 0.1891 || 0.3888 || 0.2544
J1J-F1 4 1120 | ND | WSUM | 0.2621 || 0.3649 || 0.3051
JIC-Prec. 12 || 1 || AND || WSUM | 0.4723 || 0.0859 || 0.1453
JIC-Recall || 20 | 20 || ND || WSUM || 0.1889 | 0.3885 || 0.2542
JIC-F1 4 1120 || ND || WSUM || 0.2629 || 0.3652 || 0.3057
JJS-Prec. 12 | 1 || AND || WSUM || 0.4864 || 0.0846 || 0.1442
JJS-Recall | 20 || 20 || ND || WSUM || 0.2036 || 0.3671 || 0.2619
JIS-F1 4 1120 || ND || WSUM || 0.2753 || 0.3473 || 0.3071

results are reported in Table[6.3] Actually, we compared our method to state of the art
methods which were evaluated using the same data-set we used in this study, namely
Li and Lu [69], Chiang and Butte [20] and Zhang et al. [[145)]. For the proposed
method, we presented two of them which produce the best precision and best recall.
Since we observed that the methods in the literature usually use ROC and AUC-
ROC, we decided to include sensitivity (recall), specificity and AUC-ROC measure
as well as precision, recall and F1-measure. Sensitivity (recall) and specificity are
used to create ROC. Equation [6.6] shows how specificity (SPC) is calculated. In the
equation tn is true negative, i.e, not predicted and actually not indicated diseases,
and fp is false positive, i.e., predicted but actually not indicated diseases. Specificity
(SPC) measures performance of the methods on negative links (i.e., no indication for
a disease). Finally, to calculate AUC-ROC values of the proposed methods we used
ROCR library in R.

tn

SPC =
tn+ fp

(6.6)

Table shows that the proposed method with JJS setting performs better than other
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Table 6.2: AUC-PR results when different similarity metrics are used

SimType N || k || MOT IST AUC-PR
CCC-Prec. || 20 || 1 ND || WSUM || 0.2178
CCC-Recall || 20 || 20 || AND || WSUM | 0.0584
CCC-F1 4 1 ND || WSUM || 0.2123
JJJ-Prec. 12| 1 || AND || WSUM | 0.2181
JIJ-Recall || 20 || 20 || ND || WSUM || 0.0595
J1J-F1 4 20| ND || WSUM || 0.0850
JJC-Prec. 12| 1 || AND || WSUM || 0.2184
JIC-Recall || 20 || 20 || ND || WSUM || 0.0595
JIC-F1 4 120 | ND || WSUM || 0.0852
JJS-Prec. 12| 1 || AND || WSUM || 0.2252
JJS-Recall || 20|/ 20 || ND || WSUM || 0.0662
JIS-F1 4 |20| ND || WSUM || 0.0917

methods in terms of precision and specificity. This indicates that this method is able to
make true predictions for positive and negative relations; i.e. its ¢p and tn values are
high. However, it has low recall, indicating that it cannot predict all true drug-disease
relations. Other methods have higher recall and AUC-ROC values. This reflects that

those methods were able to predict many drug-disease relations, but they also listed

many false relations (since their precision is lower).

Table 6.3: Comparison of the proposed method to other state of the art methods from

the literature

Type Prec. || Recall F1 SPC AUC
Li and Lu [69] - 0.7700 - 0.9200 || 0.8880
Chiang and Butte [20] - 0.7400 - 0.8500 -
Zhang et al. [1435]] 0.3452 || 0.6505 || 0.4510 - 0.8949
Proposed Method - JJS || 0.4864 || 0.0846 || 0.1442 || 0.9995 || 0.5421
Proposed Method - CCC || 0.1894 || 0.4017 || 0.2575 || 0.9902 || 0.6960
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The golden data we use is very skewed and very sparse with %99.44 sparse; i.e.
there are many diseases that are irrelevant to the target drug. We would argue that
precision is more important than recall for this data-set and for the drug re-positioning
problem in general; i.e. making the right prediction for drug-disease relations is more
important than finding all the relations. Comparing our method to other state of the
art methods from the literature shows that the method proposed in this study can
achieve higher precision, i.e. when it predicts a drug-disease relation, nearly half of

the predictions are true.

6.4 Conclusion

Another application area that recommendation methods can be applied is drug reposi-
tioning. Drug repositioning can be defined as identifying new indications for known
drugs [69]. It is a good alternative to traditional drug discovery approaches, since

drug re-positioning can reduce the risks,cost and required time to identify new drugs.

In this chapter, we adapted our proposed multi-objective optimization based recom-
mendation method to drug re-positioning. For this purpose, the most similar drugs to
the target drug are identified and these neighbor drugs are then used to predict new
indication of the target drug. Also, we applied several different settings that effect the
calculations and compared their performance to each other. The experimental results
indicated that the proposed method is able to achieve high precision performance and
nearly half of its predictions are true. Comparison to the methods in the literature
showed that the proposed method is better at making the right predictions. In general,
the results demonstrated that use of recommendation method for drug re-positioning

problem is promising.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

We summarize the ideas and findings explained in thesis in Section|[/.1|and give ideas

about future work in Section

7.1 Summary and Conclusion

In this thesis, four subjects are studied in general: 1) Use of multiple criteria from
a single source to make recommendations, 2) use of multiple criteria from multi-
ple sources to make recommendations, 3) use of recommendation methods to predict
gene regularity networks and 4) use of recommendation methods to identify new in-

dications for known drugs.

Firstly, we proposed a new multi-objective optimization based recommendation method
that makes point of interest recommendations to target users. In this method, several
different criteria, such as past preferences, location, social network and time, are com-
bined together. We also expanded the proposed method by inferring the home/center
location of the users and including travel locality idea, by making dynamic recom-
mendations based on users’ temporal preferences and by grouping users in terms
of their home-town or their friendship relation. The evaluation results showed that
combining multiple criteria with the help of multi-objective optimization approach
leads to increase in coverage while preserving precision. We also observed that using
smaller radius while using the travel locality idea, such that making recommendation
in closer distances, provides better performance in terms of precision, but it cannot

provide recommendations to all of the users. When we make dynamic recommen-
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dations based on users’ temporal preferences, we observed that the recommendation
process becomes more challenging, since data becomes sparser. In terms of cluster-
ing, we found that clustering of users in the recommendation process leads to decrease
in accuracy and coverage performance. However, it helps to deal with the scalability

issue by making the methods to use only a subset of users.

Secondly, we aimed to combine multiple criteria from multiple data sources. In this
thesis, we integrated information collected from multiple different social networking
platforms to create an integrated model of individuals and to make recommenda-
tions to them. For this purpose, we collected data from BlogCatalog, Twitter, Flickr,
Facebook, YouTube and LastFm web-sites and created two different data-sets. We
used the created data-sets to make recommendations to target users on different plat-
forms, i.e. recommending to Flickr users new groups to follow and recommending to
BlogCatalog users other users to follow. We implemented several different types of
recommendation methodologies to observe their performance. We compared the per-
formance of these recommendation methodologies while using single versus multiple
features from a single versus multiple sources. The conducted experiments showed
that using multiple features from multiple sources improved the recommendation per-

formance.

Thirdly, observing the common features of recommendation systems and GRNs, we
applied the proposed multi-objective optimization based recommendation method to
predict the gene relationships; such that which gene regulates the others. For the
purpose of GRN re-construction, we used target genes and we predicted the genes
that are regulated by the target gene. For the evaluation we used several different
data-sets. The results showed that using information from multiple sources improves
the performance. Also, we observed that use of an approach from recommendation

systems performs well.

Lastly, we adapted our proposed multi-objective optimization based recommendation
method to drug re-positioning problem which is defined as identification of new indi-
cations for known drugs. For this purpose, the most similar drugs to the target drug
are identified and these neighbor drugs are then used to predict new indication of the

target drug. The experimental results indicated that the proposed method is able to

180



achieve high precision performance and nearly half of its predictions are true. The
results also demonstrated that using recommendation method on drug re-positioning

problem is promising.

7.2 Future Work

The four subjects that are studied in this thesis have several different dimensions that

can be studied further.

For the first subject, use of multiple criteria from a single source to make recommen-
dations, several different ideas can be further studied: In the future we want to work
on several other features available in LBSNs and add them to the recommendation
process. For example, age group, gender, marital status and affiliation of the users
may affect their check-in preferences. The information may also be used to give dy-
namic and group recommendations. Also, we want to study more on the noisy or
unreliable data; such that we want to improve the performance of home/center loca-
tion inference by introducing personal distance thresholds. Another idea that we want
to work more on is to use different criteria for different users. We observed that there
is no single combination of criteria that performs well for all the users. We conjecture
that based on the user-profiles; such as having many friends/not, having many check-
ins/not; different set of criteria can be used for each user and better reccommendations

can be made.

For the second subject, use of multiple criteria from multiple sources to make rec-
ommendations, we want to integrate identity resolution methods into our work and
produce an end-to-end recommendation system. We also want to use more features to
be captured from other social networking platforms not covered in this thesis. Finally,
we want to try some other recommendation methods to observe their effectiveness

while using a multi-source data-set.

For the last two subjects, use of recommendation methods to predict gene regularity
network and to identify new indications for known drugs, we want to use other known
recommendation methods. Also we want to apply our proposed method on other data-

sets to observe its performance in depth.
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