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ABSTRACT

DERIVATION OF SITE-SPECIFIC UHS BASED ON SIMULATED GROUND
MOTIONS AND ITS PARAMETRIC EFFECTS ON BUILDING FRAGILITY

Azari Sisi, Aida
PhD. Department of Civil Engineering
Supervisor: Assoc. Prof. Dr. Aysegiil Askan Giindogan
Co-Supervisor: Prof. Dr. Murat Altug Erberik

May 2016, 254 pages

Estimation of seismic demands is essential for the purpose of structural seismic
design and analyses. It is significant to obtain reliable ground motion amplitudes to
estimate seismic damage on structures in a realistic manner. The ground motion
simulation methodologies provide a physical approach to estimate seismic demands

in the regions with sparse recording data and scarce networks.

This dissertation consists of two main parts: In the first part, site-specific uniform

hazard spectrum (UHS) of Erzincan region in Eastern Turkey is derived based on a



stochastically-generated earthquake catalog and simulated ground motions. During
the generation of the catalog, Monte Carlo simulation methodology is employed to
determine spatial and temporal distribution of events. The magnitude of each event is
obtained through Gutenberg-Richter recurrence relationship. Stochastic point-source
and finite-fault simulation methodologies are used to calculate ground motion
amplitudes. The effects of near-field forward directivity and alternative site

amplification functions are studied on the proposed UHS.

In the second part, the effect of proposed seismic hazard is studied on structural
response and fragility. The selected ground motions from the first part are applied for
nonlinear time history analyses of equivalent single degree freedom systems
(ESDOF). ESDOF systems are developed such that they represent typical low-rise
and mid-rise residential buildings in Erzincan. Fragility curves of building groups are
then calculated based on demand predictive models. The effects of site conditions,
near-field forward directivity, alternative site amplification functions and structural

variability are studied on fragility functions.

This study is an alternative approach to estimate seismic hazard for the regions with
sparse data in which ground motion prediction equations (GMPE) may not be
adequate. The proposed approach produces a regional UHS based on physical
properties and complex seismicity parameters. The derived UHS mostly yield lower
ground motion amplitudes than classical probabilistic seismic hazard analysis
(PSHA) due to large aleatory variability inherent in PSHA. The effects of near-field
forward directivity and detailed local site conditions are investigated on seismic
hazard and building fragility in a practical manner. Additionally, this study provides
a complete simulated ground motion database based on regional characteristics
which are applied to perform sensitivity analyses of fragility functions to seismicity

parameters.

Keywords: Uniform hazard spectrum, Ground motion simulation, Monte Carlo

simulation, Single degree of freedom system analysis, Fragility curves
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0z

SENTETIK YER HAREKETLERI ILE SAHAYA OZEL SABIT TEHLIKE
SPEKTRUMU CIKARILMASI VE BINA KIRILGANLIK EGRILERI
UZERINDEKI PARAMETRIK ETKILERI

Azari Sisi, Aida
Doktora., Insaat Miihendisligi Boliimii
Tez Yoneticisi: Dog. Dr. Aysegiil Askan Giindogan
Ortak Tez Yoneticisi: Prof. Dr. Murat Altug Erberik

Mayis 2016, 254 sayfa

Sismik talep tahmini, yapisal sismik tasarim ve analiz i¢in gereklidir. Gergekei bir
sekilde yapilarin sismik hasarini tahmin etmek i¢in, giivenilir yer hareketi elde etmek
onemlidir. Yer hareketi simiilasyon metodolojileri seyrek veri kayd: ve kit aglari olan

bolgelerde, sismik taleplerini tahmin etmek i¢in fiziksel bir yaklagim saglamaktadir.

vil



Bu tez, iki ana boliimden olusmaktadir. Ik boliimde, stokastik olarak olusturulan
deprem katologu ile sentetik yer hareketlerine dayanarak Erzincan bolgesi i¢in
sahaya-0zel sabit tehlike spektrumu ¢ikarilmistir. Monte Carlo simiilasyon yontemi
depremlerin zamansal ve mekansal dagilimini tanimlamak icin kullanilmistir.
Depremlerin magnitiid dagilimi ise Gutenberg-Richter magnitiid-tekerriir iliskisi ile
tiretilmistir. Yer hareketleri olusturmak icin, stokastik nokta kaynak ve sonlu fay
simiilasyon yontemleri uygulanmistir. Yakin saha ileri yirtilma-yonii ve zemin
biiylitme fonksiyonlar1 etkileri, Onerilen sabit tehlike spektrumu {izerinde

incelenmistir.

Tezin ikinci boliimiinde ise, Onerilen sismik tehlike degerlendirmesinin etkisi yapisal
tepki ve kirllganlik iizerine calisilmistir. ilk boliimde secilen yer hareketleri, tek
serbestlik dereceli sistemlerin zaman tanim alaninda nonlineer analizi igin
uygulanmustir. Tek serbestlik dereceli sistemleri Erzincan'da tipik az ve orta kath
binalar1 temsil edecek sekilde gelistirilmistir. Yapr gruplarinin kirilganhk egrileri
talep tahmini modellere dayanarak hesaplanmistir. Kirillganlik egrileri {izerinde saha
kosullari, yakin saha ileri yirtilma-yonii etkisi, detayli yerel zemin kosullar1 ve

yapisal degiskenlik etkileri arastirilmistir.

Onerilen yontem, az veriye sahip olup yer hareketi tahmin denklemlerinin yeterli
olmadig1 bolgeler icin alternatif bir yaklasimdir. Onerilen yontem, fiziksel 6zellikler
ve karmagsik sismik parametrelere gore bolgesel sabit tehlike spektrumu iiretir.
Tiretilmis sabit tehlike spektrumu cogunlukla klasik olasiliksal sismik tehlike
analizinin dogasinda olan biiyiik belirsizlikten dolayi, klasik olasiliksal sismik
tehlike analizinden daha kiiciik yer hareketi degerleri vermektedir. Yakin saha ileri
yirtilma-yonii ve ayrintili yerel zemin kosullarinin etkileri pratik bir sekilde sismik
tehlike ve bina kirilganlik {izerinde incelenir. Ayrica, bu ¢alisma kirilganlik egrilerini
incelemek icin bolgesel Ozelliklere dayali tam bir sentetik yer hareketi veritabani

saglar.

Anahtar kelimeler: Sabit tehlike spektrum, Yer hareketi simiilasyonu, Monte Carlo

simiilasyon, Tek serbestlik dereceli sistemler analizi, Kirillganlik egrileri
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CHAPTER 1

INTRODUCTION

1.1 General

Earthquakes cause structural, economical and human losses every year all over the
world. Most of these losses such as fatalities are irreversible so it becomes crucial to
mitigate earthquake loss in seismically active regions. A major percentage of land in
Turkey is located in earthquake prone regions. The 1939 and 1992 Erzincan
earthquakes, 1999 Kocaeli and Diizce earthquakes and 2011 Van earthquake are
some examples of major earthquakes in Turkey during the last century, which caused
major destruction and a vast number of fatalities. Thus, the significance of proper
seismic design for new structures as well as seismic risk assessment of existing
structures, with the ultimate purpose of retrofitting and rehabilitation, becomes clear.
Accordingly, it becomes essential to estimate the potential seismic demands on

structures for reliable seismic design and risk assessment.

In order to identify the seismic demands on a structure in detail, actual ground
motions recorded in recent earthquakes are commonly employed. Use of ground
motions with regional characteristics is essential. However, in some regions, due to
lack of recorded ground motions in the study region, engineers and researchers
employ ground motion records from other regions. In some cases, this practice might
cause bias due to seismotectonic differences among regions. Thus, use of simulated

ground motions has recently become popular.

Seismic hazard assessment is another common tool to estimate potential seismicity.
Traditionally, Deterministic Seismic Hazard Assessment (DSHA) is applied for
identifying seismic activity. This methodology consists of limited earthquake
scenarios, which may not be indicative of possible future earthquakes. Alternatively,

probabilistic techniques insert the whole possible ground motion scenarios into



seismic hazard assessment. Therefore, Probabilistic Seismic Hazard Analysis
(PSHA) has been preferred recently. The fundamental step in PSHA to estimate the
ground motion amplitudes is the use of Ground Motion Prediction Equations
(GMPEs). GMPEs are derived by fitting a regression model to existing regional or
global ground motion databases. GMPEs are proved to be more successful in regions
with sufficient past ground motion data. These equations produce a single spectral
ordinate for a ground motion scenario hence they do not yield full waveform series

while also neglecting seismic wave propagation characteristics.

As mentioned previously, ground motion simulation methodologies provide
alternative approaches (and time series) to estimate seismic hazard of regions with
sparse data. Besides, these techniques account for complex regional seismicity
parameters to characterize full seismic wave propagation. Ground motion simulation
methods are divided into three main groups: deterministic, stochastic and hybrid
approaches. Deterministic approaches model the wave propagation in an accurate
manner while yielding relatively lower frequency ground motions (<1 Hz). They
require well-resolved velocity models along with considerable computational effort.
Stochastic methods consider ground motion randomness in the calculations. They are
more practical and they do not require as detailed velocity profiles as the
deterministic approaches. Stochastic methods mostly yield accurate high frequency
ground motions (>1 Hz). Hybrid methods combine motions from deterministic and

stochastic methods to overcome the shortcomings of both.

The effect of simulated ground motions on structural seismic analysis needs further
investigation. The simulated ground motions are implemented by researchers in
seismic loss studies mostly within deterministic frameworks. The combination of
probabilistic techniques in seismic hazard assessment and ground motion simulation
is a novel subject. The aforementioned applications could benefit from the
advantages of both probabilistic seismic hazard analysis and ground motion

simulation methodology.
1.2 Literature Review

Ground motion characterization of seismically active regions is an essential and
significant part of seismic damage and loss assessment. Probabilistic seismic hazard

analysis, a common approach for modeling potential seismicity of a region, was first



introduced by Cornell (1968) and extended later by numerous researchers (e.g.:
McGuire and Arabasz, 1990; Kramer, 1996; Thenhaus and Campbell, 2003;
McGuire, 2004). The concept was widely used in seismic loss estimation studies
(e.g.: Cao et al., 1999; Luco et al., 2007; Eads et al., 2013; Farsangi et al., 2014). It
was stated in these studies that a single deterministic scenario is not able to capture
the characteristics of future events thoroughly. Therefore a probabilistic framework

should be developed to estimate the possible future earthquake scenarios.

Although PSHA is a powerful tool for estimating potential seismicity in a region, it
is known to have a few shortcomings: Naeim and Lew (1995) referred to the
unrealistic energy content of uniform hazard spectrum (UHS) as PSHA considers a
wide range of aleatory variability. Later on Baker (2011) argued that UHS from
classical PSHA is not suitable for ground motion selection and defined Conditional

Mean Spectrum (CMS), which is generally observed to lie below UHS.

According to Bommer and Crowley (2006), PSHA also neglects intra-event
variability. These authors proposed the use of stochastically generated earthquake
catalogs with Monte Carlo Simulation (MCS), which were later employed by
Crowley and Bommer (2006) for earthquake loss estimation. Assatourians and
Atkinson (2013) defined a PSHA toolbox called EqHaz, which also employs the
MCS approach. Musson (2000) referred to the most important advantages of MCS-
based hazard functions as powerful handling of uncertainty and simplicity of
deaggregation. Assatourians and Atkinson (2013) also pointed to flexibility and
simplicity of Monte Carlo simulation approach to be implemented in PSHA

calculations.

GMPEs (called attenuation models formerly) are the most common tools for
estimating Ground Motion Intensity Parameters (GMIPs) in PSHA studies. By the
help of GMPE:s, it becomes possible to predict GMIPs such as spectral acceleration
(SA), as a function of selected seismicity parameters like magnitude, source to site
distance, site class and focal mechanism. The parametric curves of GMPEs are
obtained by regression analyses. GMPEs require a large ground motion dataset for
regression models to produce reliable results. The most popular local GMPEs for
Turkey are Kalkan and Gulkan (2005), Akkar and Bommer (2010) and Akkar and
Cagnan (2010). The most widespread GMPEs worldwide are Next Generation



Attenuation (NGA) models: They consists of five predictive equation sets, which
belong to Boore and Atkinson (2008), Campbell and Bozorgnia (2008), Abrahamson
and Silva (2008), Chiou and Youngs (2008) and Idriss (2008).

Wen and Wu (2001) followed the above-mentioned MCS approach to generate
earthquake catalog for western, central and eastern United States. The difference was
that Wen and Wu (2001) computed ground motion intensity parameters through
simulated time histories instead of ground motion prediction equations. This
methodology was later shown to produce agreeable estimates of linear and nonlinear
structural demands by Gu and Wen (2007). Hence, it was used for the derivation of
fragility functions for selected building structures (Ellingwood et al., 2007). In
addition to Wen and Wu (2001), several researchers studied MCS-based seismic
hazard assessment using simulated ground motions as well (e.g.: Shapira and Eck,
1993; Collins et al., 1996; Datta and Ghosh, 2008, Hashash and Moon, 2011;
Papoulia et al., 2015).

Using simulated ground motions rather than ground motion prediction equations to
estimate GMIP facilitates to take into account the complex source effects (such as
forward directivity), path effects (such as duration) and detailed local site effects in
seismic hazard and risk assessments. Besides, GMPEs are sometimes not capable of
producing satisfactory results in regions with sparse data (e.g.: McGuire, 2004;
Akansel et al., 2014; Raschke, 2014). In particular, the effective role of site response
in seismic hazard assessment was highlighted in previous studies (e.g.: Cramer,
2006; Hashash and Moon, 2011). Yet, most ground motion prediction models
consider rough site categories as rock and soil (e.g.: Ambraseys et al., 2005; Akkar
and Bommer, 2010). As a result, use of simulated ground motions instead of ground
motion prediction equations in probabilistic seismic hazard analyses becomes a valid
option. Accordingly, ground motion simulation was also applied to estimate seismic
loss by several researchers previously (e.g.: Ellingwood et al., 2007; Ansal et al.,

2009; Ugurhan et al., 2011).

Seismic damage assessment of structures is one of the most important applications
and outcomes of seismic hazard analysis. Calvi et al. (2006) summarized the damage
assessment methodologies over the past 30 years. They divided the related

approaches into two general categories: empirical and analytical. Empirical methods



are based on post-earthquake observations expressed in the form of discrete damage

probability matrices (DPM) and continuous fragility functions (Whitman, 1973).

Analytical methods, however, define a physical model for any structural system and
estimate the damage state of the structure by conducting nonlinear analysis. Damage
probabilities derived from analytical simulations are generally represented in the
form of fragility curves. Fragility functions represent the probability of exceeding a
predefined limit state as a function of GMIP (e.g.: Porter, 2003; Wen et al., 2004).
Considering the seismic fragility of Turkish structural systems, Erberik (2008a)
derived fragility curves of typical reinforced concrete (RC) buildings in Turkey by
using the structural data from damaged building databases that was developed right
after the two catastrophic earthquakes in Marmara region in 1999. Fragility functions
for typical Turkish masonry buildings were developed by Erberik (2008b) by
considering the damaged building database after the 1995 Dinar earthquake and field
database obtained during the Earthquake Masterplan Studies in different provinces of
Istanbul. Gencturk et al. (2008) studied the fragility functions of wood frame
buildings. Fragility functions of Turkish typical reinforced concrete buildings were
also developed by Ay and Erberik (2008) by using different generation techniques

and local damage conditions.

Some researchers model the actual structures by using multi degree of freedom
(MDOF) systems (e.g.: Erberik and Elnashai, 2004; Ramamoorthy et al., 2006;
Ramamoorthy et al., 2008; Ay and Erberik, 2008; Celik and Ellingwood, 2010; Bai
et al.,, 2011). Some other researchers however idealize the whole structure with
equivalent single degree of freedom (ESDOF) systems (e.g.: Akkar et al., 2005;
Erberik, 2008a; Ozmen et al., 2010; Ugurhan et al., 2011). MDOFs represent the
structure more accurately but they require higher computational efforts for time

history analyses.

Nonlinear time history analysis of structural models is an essential part of seismic
damage assessment. Seismic demands of the structural model (e.g.: maximum
displacement) are derived from analysis results. Fragility functions are then obtained
using structural demand versus GMIP statistics. Fitting a statistical distribution on
structural demands given any level of GMIP, is a common approach to compute

exceedance probabilities (e.g.: Erberik, 2008a; Ay and Erberik, 2008; Silva et al.,



2013; Pejovic and Jankovic, 2015). Alternatively, in some studies regressing
analyses on demand-GMIP scatters are performed in order to compute seismic
fragilities (e.g.: Ramamoorthy et al., 2006; Ellingwood et al., 2007; Ramamoorthy et
al., 2008; Bai et al, 2011). It is possible to investigate the effect of different seismic
parameters on structural demand through predictive regression models. Besides, this

approach makes seismic fragility calculations more practical.

The importance of displacement demand in damage evaluation was highlighted by
Calvi (1999), leading to the concept of displacement-based earthquake loss
assessment (DBELA). Crowley et al. (2004) derive a formulation for displacement
capacity of building classes including the height of structures. Silva et al. (2013)
obtained fragility functions of typical reinforced concrete Turkish buildings using
DBELA as well. A displacement-based approach was also followed by Akkar et al.
(2005) to compare the field observations with analytical fragility functions of typical

reinforced concrete structural systems in Turkey.

The sensitivity of fragility curves to different parameters is also an important issue.
Erberik (2008a) addressed the considerable effect of degradation characteristics and
limit state definitions on fragility functions of Turkish RC frame buildings. Celik and
Ellingwood (2010) studied the impact of structural uncertainties on demand
predictions and fragility functions. The same authors derived two sets of structural
models from mean parameters and parameter uncertainties. Then, they compared the
fragility curves related to two separate models. Similarly, the sensitivity of bridge
fragility assessment to uncertain bridge parameters was investigated by Padgett and
DesRoches (2007). Jeon et al. (2015) discussed the impact of masonry infills on
fragility functions of RC frames. Crowley et al. (2005) performed intensive
sensitivity analyses for seismic loss estimation of typical building structures in
Marmara region, Turkey. The uncertainties, which were used in that study, are
related to site classification definitions, building classifications and demand
spectrum. Among the uncertainties which affect structural vulnerability, some of
them are more important than the others. This issue was investigated thoroughly by

Rohmer et al. (2014) for structural loss assessment in France.

Following the mentioned studies, this thesis aims to contribute to the existing

literature by tackling a less-studied topic: a combination of PSHA theory with



stochastic catalogs and simulated ground motions as well as their use in fragility
functions is studied herein. The following section provides the objective and scope of

this dissertation in detail.
1.3 Objective and Scope

This dissertation consists of two parts. In the first part, a novel approach is employed
to derive site-specific uniform hazard spectrum based on stochastic ground motion
simulation. Monte Carlo simulation method is applied to determine temporal and
spatial distribution of the earthquakes in the selected region. After presenting the
initial results obtained from the proposed method, sensitivity analyses are performed
with respect to near-field forward directivity and site amplification models. The
proposed UHS are then used to select sets of spectrum-complying simulated ground
motions. The combination of probabilistic seismic hazard assessment and ground
motion simulation in this study is a new approach. The proposed study provides an
alternative method for regional seismic hazard assessment in regions with sparse
earthquake recordings. In addition, through the use of simulated motions in this

study, the shortcomings of GMPEs are eliminated.

In the second part, an application of the proposed regional UHS in earthquake
engineering is presented in terms of structural demands and fragility. The fragility
functions are obtained through demand predictive equations, which resulted from the
selected simulated ground motions in the first part. The main aim of the second part
is to observe the sensitivity of fragility functions to some local seismic parameters
which are related to the first part. The effects of site conditions, near-field forward
directivity, site amplification models and structural variability are investigated on
fragility functions. Erzincan region in Eastern Turkey is studied in this dissertation.
Figure 1.1 shows the procedures applied in this dissertation in detail within a

flowchart.
The outline of the thesis is as follows:

¢ In Chapter 2, the ground motion simulation techniques, which are used in this
study are described. Stochastic point source and finite-fault models are
explained in detail. The source, path and site functions, which are the

principle parts of ground motion simulation, are defined. This chapter also



contains the approach to calibrate stress drop parameter of point-source
simulation used in this dissertation.

In Chapter 3, the methodology for construction of UHS is proposed based on
MCS approach and stochastic ground motion simulation. The proposed UHS
in this study are compared to those from classical PSHA. The effects of near-
field forward directivity and site amplification models on the proposed
seismic hazard assessment are studied in detail. Ground motion selection with
respect to UHS is performed in this chapter as well. The acceleration time
histories for use in structural analyses are selected from the simulated ground
motions which were employed to construct the UHS.

In Chapter 4, the selected ground motions in the previous chapter are used to
perform nonlinear time history analysis of structural models. The typical
structural systems in Erzincan are modeled using equivalent single degree of
freedom (ESDOF) systems. Structural response statistics resulted from the
time history analyses are shown in this chapter. Predictive equations are also
developed for structural demands as functions of ground motion intensity
parameters.

In Chapter 5, the demand prediction equations in Chapter 4 are applied to
calculate the fragility functions of each building class that is represented by
the corresponding ESDOF model. The effects of site conditions, near-field
forward directivity, site amplification models and structural variability are
investigated on fragility functions. This chapter shows how simulated ground
motions incorporating the regional seismotectonics influence structural
damage assessment in the region.

Chapter 6 presents a brief summary followed by the conclusions,
contributions and limitation of this study. Recommendations for future

studies are also presented.
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Three sites are selected inside the region with different distances
to NAFZ, site classes and forward directivity characteristics.

‘ The seismic zones are determined inside the region (Deniz, 2006).

‘ The effective area is specified as a circle around the site. ‘

k™ simulation is initiated for each seismic zone. ‘

‘ k=k+1 ‘ ‘ The number of earthquakes in the time span of ¢ years is determined. ‘

s the catalog complete?

‘ The epicenters are uniformly distributed within the boundaries of each seismic zone. ‘

‘ The magnitude of each event is calculated using Gutenberg-Richter recurrence model. ‘

The ground motion time histories are generated for each source and each site using stochastic

ground motion simulation methodologies.

(Point-source method and finite-fault model based on dynamic corner frequency)

‘ Ground motion amplitudes are calculated for some periods. ‘

‘ Annual exceedance rate of each ground motion amplitude is calculated. ‘

‘ Site-specific UHS are constructed and they are compared to those of classical PSHA. ‘

The effect of near-field forward directivity is
studied (Mavroeidis and Papageorgiou, 2003).

The effect of site amplification models is studied.
(Theoretical site amplification vs. generic site amplification)

‘ The ground motions are selected from the simulated ground motion catalog with respect to UHS. ‘

‘ Nonlinear time history analysis is performed using the selected ground motions and the ESDOF models. ‘

‘ Prediction equations are developed for the structural demands with respect to the ground motion amplitudes. ‘

‘ Fragility functions are calculated using the demand prediction equations and the reliability formulation. ‘

The effect of site
conditions is studied.

The effect of near-field
forward directivity is studied

The effect of site amplification
models is studied.

The effect of structural
variability is studied

Figure 1.1. Flowchart for step-by-step procedures in this dissertation
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CHAPTER 2

GROUND MOTION SIMULATION METHODOLOGY

2.1 Introduction

In this chapter, ground motion simulation techniques which are used in this thesis are
described. Stochastic point-source model is applied for simulating the ground
motions regarding areal seismic sources. Stochastic finite-fault model based on
dynamic corner frequency is used for modeling ground motions radiating from
extended faults. Both stochastic point-source and finite-fault models are explained in

detail in Sections 2.2 and 2.3, respectively.

The input simulation parameters for the study region are adopted from the literature.
Hence calibration of simulation parameters with respect to observed data is beyond
the scope of this study. Stress drop of point-source model is the only parameter
which is estimated in this chapter through sensitivity analyses between simulated and

observed data.
2.2 Stochastic Point-Source Model

In general, there are three categories for ground motion simulation methods:
deterministic, stochastic and hybrid approaches. Deterministic methods mostly
involve numerical solutions of wave propagation equation in heterogeneous media
(e.g.: Frankel, 1993; Olsen et al., 1996). These techniques model the physical process
accurately; however they require well-resolved velocity models and considerable
computational effort to simulate frequencies of engineering interest (lower than 1

Hertz).

Stochastic approaches account for the inherent randomness in ground motions. They

are practical but do not involve models of the physical processes as refined as in the

11



deterministic approaches (e.g.: Boore, 1983; Beresnev and Atkinson, 1997; Boore,
2003). Yet, stochastic methods have been employed effectively in particular for
higher frequencies that are of engineering interest (higher than 1 Hertz) (e.g.:
Roumelioti et al., 2004; Yalcinkaya, 2005; Shoja-Taheri and Ghofrani, 2007;
Ugurhan and Askan, 2010; Rodriguez-Perez et al., 2012; Ugurhan et al., 2012;
Ghofrani et al., 2013). For regions without detailed source descriptions and well-
resolved velocity models, stochastic methods are particularly preferred (e.g.:

Zafarani et al., 2009; Chopra et al., 2012; Askan et al., 2013).

Hybrid methods are developed more recently to overcome shortcomings related to
both deterministic and stochastic techniques (e.g.: Graves and Pitarka, 2010; Mena et
al., 2010). These techniques mainly combine motions derived from deterministic and
stochastic methods for the low and high frequencies, respectively and generate

reliable broadband synthetics.

Stochastic method, which deals with high-frequency portion of ground motions, is
implemented confidently in this study as it effectively simulates the frequency band
for low-rise and mid-rise residential buildings with fundamental periods mostly
shorter than one second. Stochastic point-source model of Boore (2003) is used for
areal zones since those seismic sources are considered as a single point. This model
is mostly preferred when dimensions of the source are negligible with respect to
distance to site (Boore, 2009). This point is taken into account in this study for areal

sources that are far away from the observation sites and for events with relatively

small magnitudes (M, <5.8).

The stochastic point-source methodology is based on a deterministic ground motion
amplitude spectrum combined with a random phase spectrum which is then
converted to time domain with a specified duration (Hanks and McGuire, 1981). The
main goal of stochastic simulation is to generate a shear-wave time series whose
amplitude spectrum is the deterministic S-wave amplitude spectrum stated as

follows:

Y(M,,R,f)=EM,,T).P(R,).G(f).I(f) 2.1

12



where M, R and f are seismic moment, source to site distance and frequency,

respectively. Seismic moment is related to moment magnitude (M ) via the

following empirical relationship by Hanks and Kanamori (1979):

M, = 2logM, —10.7 (2.2)

w

In Equation 2.1, E, P and G are frequency-dependent source, path and site
functions, respectively. These functions are described in detail in the following

sections. I is the type of ground motion which is calculated as follows:
I(f) = (2xfi)" (2.3)

where n =0,1,2 for ground displacement, velocity and acceleration, respectively and
i=v—1.

Figure 2.1 is a schematic representation of ground motion decomposition into source,

path and site factors.

a(t)

N —

A
Site
a®) Softer Soil Layers Effects
____________________ )
Bedrock
Path
a(t) Effects
MBA,T, ........................................... |
Source Source
Effects
A

Figure 2.1. Schematic representation of source, path and site factors in surface

ground motion amplitudes
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2.2.1 Simulation of Acceleration Time History

Hanks and McGuire (1981) fundamentally stated that high-frequency shear-wave
motion is a band limited, finite duration white Gaussian noise. The generated random
noise is then windowed and transformed into Fourier amplitude spectrum (FAS).
FAS of white noise is later normalized to square root of mean square amplitude
spectrum. This normalized spectrum is multiplied by theoretical deterministic
(target) amplitude spectrum (Equation 2.1). The product is transformed into time

series. Figure 2.2 shows the main steps in simulation of stochastic time series.

N b} windowed noise

a) noise

4 1 1 1 1 - 1 1 1 1
o E] 10 15 20 23 o 5 10 15 0 25
Tired (s0e) Tima (snc)
1000 ¢ - - O
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[of windowed nolse [ amplitudes

100 |
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g ol v el o peel i 00
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|snaped-nnise spectra r

A //‘H’ .'ﬁrq{
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Figure 2.2. Flowchart for stochastic time series simulation (Boore, 2003)
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Windowing function may be either box or exponential shape. Saragoni and Hart

(1974) developed an exponential windowing function as follows:
w(t,en,t,) =a(t/t,) exp(—c(t/t,)) (2.4)

where parameters b, ¢, a and t, are obtained from Equations 2.5, 2.6, 2.7 and 2.8

respectively:
b=—(lnn)/[1+&(Ine—1)] (2.5)

c=b/e (2.6)

a=(exp(l)/¢e)’ .7)

ty = Frgm X Ty (2.8)

Based on the original observations of Saragoni and Hart (1974), the parameter

values are set as follows: €=0.2, n=0.05 and f,, =2.0.

2.2.2 Random Vibration Theory

Random vibration theory is a practical and quick way of predicting peak responses
without solving the entire time history. The ratio of peak response (y, .. ) and root-
mean-square response (y,) 1S estimated through this technique. The

aforementioned ratio is given by Cartwright and Longuet-Higgins (1956) as follows:

Tnas 2 o[ {1-[1-Eexp(—z))]™ Jdz 2.9)

Yrms 0

where E=N_/N_. N, and N, are number of zero crossings and extrema,

respectively. Equation 2.9 is solved for larger N as follows:

0.5772

Y max _ 1/2
=A% =[2In(N R —T
[2In(N)]"" + 2T

yrms

(2.10)
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Number of zero crossings and extrema is related to frequencies of zero crossings (f,)

and extrema (i) as well as duration (T ) via the following equation:

N, =2f T (2.11)
where
~ 1
f =—(m,/m,)"? (2.12)
2T
~ 1
f =—(m,/m,)"? (2.13)
21

where m, is moment of the squared amplitude spectrum. This is the most critical

parameter in random vibration theory.
m, =2[ @rH)*Y(F)[ df (2.14)
0

where Y is deterministic amplitude spectrum which is defined in Equation 2.1.

Even though random vibration theory needs further investigations when oscillator
period is much longer than ground motion duration and when damping is small, it
yields applicable response spectra. Therefore this technique is preferred in this

dissertation for stochastic point-source simulations due to its efficiency and speed.
2.2.3 The Source Function

Single corner frequency w-squared model of Aki (1967) is the most widespread

method to identify the source spectrum. Aki (1967) derived a relationship (scaling

law) between seismic moment (M, ) and corner frequency (f,) as shown in Figure

2.3 expressed as follows:

Mofg = Constant (2.15)
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Figure 2.3. Single corner frequency w-squared source spectrum proposed by

Aki (1967)

Brune (1970) and Brune (1971) derived a relationship between corner frequency and

stress drop parameter (AG ). Therefore corner frequency is formulated accordingly:
f, =4.9x10°B,(Ac/M,)"’ (2.16)
where [, is shear-wave velocity in vicinity of the source.

The source spectrum is directly related to size of earthquake and it is expressed as

follows:

EM,.f)=CM,S(M,,f) (2.17)
where C is a constant which is given as follows:

C=(ROP)VF/(4mp BIR,) (2.18)
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where <R®<1)> is radiation pattern, V is partition of shear-wave into horizontal

components (=1/ V2 ), F is free surface effect (=2), R is reference distance (=1),

p, and B, are density and shear-wave velocity in the vicinity of source, respectively.
S(M,,f) is the source displacement spectrum defined as follows:
S(M,,f)=S,(M,,f)xS, (M,,f) (2.19)

where S, and S, are seismic moment-based and frequency-based shape spectra. For

w-squared source model, the following shape function of Frankel et al. (1996) is

preferred:

1
T 1+(f/1,)?
S,(M,,f) =1 (2.20)

S.(M,,f)

where f, is corner frequency. This corner frequency parameter is defined by

Equation 2.16.
2.2.4 The Path Function

Seismic waves radiating from sources propagate through the crust which can be
expressed in the frequency domain with the path function. Path effect consists of
intrinsic attenuation, geometrical spreading and duration function. The mathematical

formulation of path function is as follows:

P(R,f) = Z(R)exp(—nfR / Q(f)B, ) (2.21)

—7nfR/Q(f)B, is intrinsic or anelastic attenuation where Q(f) is frequency-
dependent quality factor and R 1is source to site distance. Z(R) is geometrical

spreading which is a stepwise function of distance defined as follows:

18



% R<R,
Z(R )(&)p‘ R, <R <R
Z(R) = YR 1 -2 (2.22)
L
Z(R, ()" R <R

R is generally the closest distance to rupture but it is equivalent to hypocentral
distance when the dimensions of rupture are small with respect to source-to-site

distance.

Frequency-dependent quality factor (Q(f)) is derived through averaging of weak-
motion observations. Aki (1980) put forward the general shape of Q as a piecewise
trilinear segments (Figure 2.4). Two outer lines are characterized by intercepts (Qri
and Qrz) and slopes (s1 and s2). These two lines are simply connected by a middle

line at joining frequencies (fti and ft).

107

107

(fr1, Qrt)

10-4 T T T T TTTT] T T T TTTT] T T T T TTTT] T T T T TTTT
102 10 10° 10" 10°

Freq (Hz)

Figure 2.4. General shape of Q function in log-log space proposed by Aki (1980)
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Geometrical spreading and quality factor are mostly obtained from observed data
simultaneously. Because combined effect of these two parameters is inserted into
waveform calculations. Q is generally expressed as a single function for s> branch in
Figure 2.4 due to data insufficiency in the long-period range. Equation 2.23

demonstrates general functional form of Q:

Q(f)=Q,,f* (2.23)

The third path parameter is the duration function: Duration model contains
contributions from both source and path. Source-dependent duration is generally the
reciprocal of corner frequency according to Frankel et al. (1996) model. Atkinson
and Boore (1995) proposed the path-dependent part as stepwise linear functions of
distance. Path duration may be expressed as a single straight line as function of

distance according to Herrmann (1985).
2.2.5 The Site Function

The site function is the product of amplification function, A(f), and diminution

function, D(f), in the frequency domain:
G(f)=A().D(f) (2.24)

Site amplification factors are mainly defined as the frequency-dependent ratios of
surface motion to bedrock motion. There are various methods to model amplification
function: Empirical, theoretical site-specific and theoretical generic methods.
Empirical methods are useful particularly when there is plenty of well-quality
accelerometer data. One of the common empirical methodologies is Horizontal to
Vertical Spectral Ratio (HVSR) (Nogoshi and Igarashi, 1971; Nakamura, 1989). This
approach is derived from the assumption that vertical components are less amplified
than horizontal components. Theoretical site amplification considers detailed soil
conditions at a site of interest in order to determine amplification function. Generic
site amplifications are also commonly used and they are based on quarter-
wavelength method as proposed by Boore and Joyner (1997). Both generic and
theoretical site amplifications along with effect of site response in simulated ground

motions is described in Chapter 3.
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Site diminution is a path-independent attenuation function based on high-frequency
loss of seismic energy due to site features. Anderson and Hough (1984) proposed an

exponential model for the diminution function known as the kappa model as follows:
D(f) = exp(=mK,f) (2.25)

where ¥, is high frequency spectral decay (kappa) factor obtained through empirical

linear models of the amplitude decay. Figure 2.5 shows total site effect (combination

of amplification and diminution) for generic rock site and different x, values. It is

obvious that high-frequency amplitude is reduced as K, increases for softer soils.
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Figure 2.5. Combination of generic site amplification and different diminution

factors (Adopted from Boore and Joyner, 1997)
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Finally, the entire set of calculations related to stochastic point-source model are
performed using SMSIM program. This code is developed by Boore (2003) and is

freely available via http://www.daveboore.com/pubs_online.html.

2.3 Stochastic Finite-Fault Model

Point-source model is not very effective for simulations of ground motions from
large earthquakes at close distances. Therefore finite-fault model is preferred for
bigger events occurring on larger fault dimensions. The significance of finite-fault
effects on ground motions is highlighted by several researchers (e.g.: Hartzell, 1978;
Joyner and Boore, 1986; Somerville etal, 1991; Beresnev and Atkinson, 1998a). For
modeling the rupture propagation on large faults, Hartzell (1978) puts forward the
idea of expressing the total ground motion in terms of contributions from smaller
sources. Hence finite fault model divides the entire fault into subfaults where each
subfault is modeled as a point source. The ground motion radiating from each
subfault is calculated using the stochastic point-source model which was discussed in
the previous section. The resulting ground motions are then summed up considering

a proper time delay as follows:

nl  nw

a(t) = zzaij(t+Atij) (226)

i=1 j=1

where a(t) is ground motion amplitude of the entire fault, a; is ground motion

amplitude of ij™ subfault, At is time delay of ij'" subfault, n, and n are number

of subfaults along length and width of extended fault, respectively. Figure 2.6

illustrates rupture propagation on a finite-fault source model.

22



X (North)

Free Surface
@ Y (Observation Station)

Strike Direction

Fault Origin

Figure 2.6. Rupture propagation on a finite-fault source model and subfaults

(Adopted from Hisada, 2008)

Ground motion amplitude related to each subfault is obtained from the following

equation:
A, ={eMy et L+ (8, Hexperfio expeniR, /QEB)ADZR )} (2.27)

where M, R and f; are seismic moment, distance to site and corner frequency

0ij 0ij
related to ij™ subfault. All the other parameters are as introduced in the previous
section. Seismic moment of each subfault is obtained from seismic moment of entire
fault divided by the number of subfaults (N) if the subfaults are identical (

My; =M, /N). Otherwise, seismic moment is distributed among subfaults with

respect to their relative slip weights as follows:

_ MOSij
0ij — “nl nk
ZZSH (2.28)

I=1 k=l

M

where S; is relative slip weight of the ij" subfault. Corner frequency of each
subfault is obtained from Equation 2.16 while M ; is considered as seismic moment

of the ij™ subfault.
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Ground motion amplitude of entire fault is shown to be dependent on number of
subfaults in this classical finite-fault model (Joyner and Boore, 1986; Beresnev and
Atkinson, 1998b; Motazedian and Atkinson, 2005). Motazedian and Atkinson
(2005) investigated this issue for an arbitrary fault with a moment magnitude of My
7 and an area of 800 km?. The authors of that study calculated square of Fourier
amplitude spectrum, which is representative of received energy, for different subfault
sizes (or number of subfaults). Figure 2.7 shows the variation of received energy for

subfault lengths of 1, 2, 6 and 10 km.
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Figure 2.7. Dependency of radiated seismic energy on subfault size in finite-fault

model (Adopted from Motazedian and Atkinson, 2005)

It is obvious from Figure 2.7 that when number of subfaults is increased (i.e. subfault
size is decreased), the energy content is decreased for lower frequencies and it is

increased for higher frequencies. Total energy for subfault size of 1 km (i.e. 800
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numbers of subfaults) is higher than the one with subfault size of 10 km (i.e. 8
numbers of subfaults). Motazedian and Atkinson (2005) then provide a solution for
this problem by introducing the concept of dynamic corner frequency in which
corner frequency is dependent upon time. The basic idea is that the corner frequency
is inversely proportional to rupture area and rupture area increases with time
according to finite-fault model. Hence Equation 2.16 is modified to involve the effect

of ruptured area up to time t as follows:

£, () =N, (1) 49x10°,(Ac/ M, / N)""* (2.29)

ij

where N (t) is cumulative number of ruptured subfaults at time t. The concept of

dynamic corner frequency causes corner frequency to move towards lower
frequencies with time. This trend leads to a reduction of high-frequency energy
content. Hence a scaling factor is required to conserve high-frequency ground motion

amplitudes. Motazedian and Atkinson (2005) introduce scaling factor (H;)

considering that total radiated energy is N times the radiated energy of each subfault:
H, = N a6, B e s, 2 (2.30)

It is significant to be cautious about maximum active pulsing area in this finite-fault
model using dynamic corner frequency concept. As time passes, number of ruptured
subfaults increases until it becomes constant after a specified time. In other words,
all the subfaults are not active during rupture. Maximum active pulsing area is
expressed as a percentage of total fault area and it governs low-frequency part of
ground motion. This parameter is based on “Self-healing” model of Heaton (1990)
although there are some differences: The main difference is that “Self-healing”
model points to very short duration at any location of fault with respect to total
rupture duration. Pulse duration is not increasing during rupture in “Self-healing”
model in contrary with the dynamic corner frequency model in which the corner

frequency decreases as rupture propagates.

To test the dynamic corner frequency concept, Motazedian and Atkinson (2005)

performed the previous simulations and obtained the energy spectra in Figure 2.8.
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Figure 2.8. Independency of radiated seismic energy of subfault size in finite-fault
model based on dynamic corner frequency

(Adopted from Motazedian and Atkinson, 2005)

Figure 2.8 shows that total seismic energy content is the same for different subfault
sizes (i.e. number of subfaults). Hence dynamic corner frequency formulation is
more physical than the traditional finite-fault models. EXSIM_beta computer
program is used in this thesis to model stochastic finite-fault method based on
dynamic corner frequency. This code is developed by Motazedian and Atkinson

(2005) and is freely available via http://http-server.carleton.ca/~dariush/.

As mentioned before, calibration of simulation parameters with respect to observed
data is beyond the scope of this study. Stress drop value for point-source simulations
is the only parameter which is estimated in this chapter. Next section presents the
sensitivity analyses between simulated and observed data to calibrate the values of

stress drop for point source simulations as compared to finite-fault simulations.
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2.4 Calibration of Stress Drop for Point Sources

Atkinson et al (2009) states that the stress drop parameter that controls the strength
of the high-frequency radiation does not actually have the same meaning in EXSIM
and SMSIM. In SMSIM, it is directly related to the Brune source model for a given
stress parameter where the stress drop, corner frequency and seismic moment
altogether control the spectral amplitudes. However, in EXSIM, it has this meaning
only for a particular subfault (Atkinson et al., 2009). Hence, as discussed by
Moghaddam et al. (2010), stress drop must be larger for point source simulations in

order to be consistent with the corresponding amplitudes of finite-fault simulations.

To investigate this point, some comparisons are made in this study between finite-
fault and point source models using different values of stress drop for point source
simulations. 13 March 1992 Erzincan earthquake recordings are used in the

comparisons. To quantify the differences, a misfit term is defined as follows:

1 ()
EH)=— Yloglr D) 231
228 O (3D
where n is number of stations which is three in this case study (stations ERC, TER

and REF) since the 1992 Erzincan main shock was recorded only by these stations
within 200 km epicentral distance. A,(f) is the amplitude of response spectrum
(PSA) or Fourier amplitude spectrum (FAS) related to finite-fault (FF) and point
source (PS) models. Then, a sensitivity index in the frequency domain is computed
for each station as follows:

1 N Ai (f)pp
SI=—) log———*E£
n Z‘ Og(Ai (f)PS) (2.32)

where n is number of discrete frequencies and the other terms are as defined

previously.

Ground motion time histories of the 1992 Erzincan earthquake are initially simulated
using finite-fault model. The corresponding ground motions are also modeled using
point source method with five different values of stress drop which are 1, 1.25, 1.5,
1.75 and 2 times the stress drop of finite-fault model. All of the other simulation

parameters are kept constant. Figure 2.9 shows misfit and sensitivity indices for PSA
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and FAS from point source simulations with different stress drop ratios with respect

to finite-fault models.
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Figure 2.9. Misfit (E(f)) related to a) PSa b) FAS, and sensitivity index (SI) related to
c) PSa d) FAS for point source simulations with different stress drop values with

respect to finite-fault model

Finally, based on the observations in Figure 2.9, throughout this thesis the stress drop
of SMSIM is assumed to be 1.5 times the corresponding value for extended fault.
This value also complies with previous discussions of Atkinson et al. (2009) and

Moghaddam et al. (2010).

Next chapter involves the incorporation of the simulation methods mentioned herein

into seismic hazard analyses.
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CHAPTER 3

CONSTRUCTION OF SITE-SPECIFIC UNIFORM HAZARD SPECTRUM
AND GROUND MOTION SELECTION

3.1 Introduction

In this chapter, Uniform Hazard Spectrum (UHS) of Erzincan region in Eastern
Turkey is constructed using simulated ground motions. Simulation methodologies
described in Chapter 2, are used to calculate the corresponding ground motion
amplitudes. The study area and the methodology for derivation of UHS are
demonstrated in Section 3.2. The proposed methodology is indeed an alternative
approach for seismic hazard assessment of regions with sparse data. The proposed
seismic hazard curves are compared with those of the classical approach to observe
the discrepancies. The main causes of these discrepancies are described along with
simulated ground motion scatters versus their variance from GMPE. The effects of
near-field forward directivity and alternative site amplification functions on the

proposed UHS are then investigated in Section 3.3.

Next, the ground motion time histories are selected in Section 3.4 according to the
derived UHS from the synthetic ground motion catalog used for seismic hazard
calculations. The main benefits of the uniform hazard ground motions are described
as well. The effects of the proposed regional UHS and the corresponding ground
motions on seismic response of structures are later studied in Chapters 4 and 5

through nonlinear time history analyses.
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3.2 Derivation of Uniform Hazard Spectrum Based on Simulated Ground

Motions
3.2.1 Study Area

Erzincan region in Eastern Turkey is selected as the case study area in this
dissertation. The region is in the relatively less-studied and sparsely-monitored
Eastern part of the North Anatolian Fault zone (NAFZ). Erzincan city is located in a
tectonically very complex regime, in the conjunction of three active faults, namely
North Anatolian Fault Zone, North East Anatolian Fault Zone (NEAFZ) and East
Anatolian Fault Zone (EAFZ) (Figure 3.1). NAFZ displays right-lateral strike-slip
faulting whereas EAFZ and NEAFZ have left-lateral strike-slip faulting in the area
(Askan et al., 2013).

36° 37° 318“ 39° 4{)" 41°¢

40°=— { L 40°

39°] -39°

i |
36° 37° 38° 39° 40°

Figure 3.1. Regional map showing the epicenters, rupture zones and the mechanisms
of the 1939 and 1992 earthquakes (epicenters are indicated with stars) and strong
ground motion stations that recorded 1992 Erzincan earthquake are indicated with

triangles (Adopted from Askan et al., 2013). The sites, which are used in this study,

are indicated with solid circles with site numbers beside them.
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This region is particularly selected since until very recently there were only a few
strong motion stations around Erzincan. Indeed, the destructive 1992 Erzincan
(Mw=6.6) mainshock was recorded only by 3 stations within 200 km epicentral
distance. It is thus difficult to select a suitable GMPE based on a comparison
between the limited past dataset and predictive models. As a result, the region is a
good candidate for the proposed approach where ground motion simulations are

employed instead of GMPEs.

Three sites are selected in this region. Site 1 is Erzincan city center, which is very
close to NAFZ! and is located on soft soil. Site 2 is near Ovacik in southwest of
Erzincan city, which is exposed to forward directivity effects more than the other two
sites. Site 3 is inside Erzincan city near Cumhuriyet neighborhood, which is close to
NAFZ and is located on stiff soil. The sites are selected according to their different
distances from NAFZ, different soil conditions and different rupture directivity
characteristics. Table 3.1 represents coordinates of the selected sites together with

the site classes according to the NEHRP classification.

Table 3.1. Location and site classes of the selected sites

Site ID Coordinates Site class
Site 1 39.7464 °N 39.4914 °E NEHRP D
Site 2 39.6200 °N 39.2000 °E NEHRP D
Site 3 39.7566 °N 39.4925 °E NEHRP C

In this study, the seismic zones inside the effective areas around the selected sites,
are considered. The effective area is defined as a circle with a radius of 150 km
around the site of interest. The coordinates and other physical properties of the

seismic zones are derived from Deniz (2006). There are nine seismic zones

! The term “close to NAFZ” in this study means: “large number of fault ruptures inside NAFZ with
short distance to site”.
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consisting of five fault zones and four areal seismic zones in the region of interest.
Table 3.2 and Figure 3.2 respectively show the seismic properties and locations of

these seismic zones.

Table 3.2. Seismic parameters of the seismic zones used in this study

(Adopted from Deniz, 2006)

Average
No |Name Mmax | Mmin A B
Depth (km)
1 | North Anatolian Fault Zone-
8 4.5 25.04 1.07 1.347
Segment D
2 | East Anatolian Fault Zone 7.5 4.5 24.29 2.161 2.14
3 | North East Anatolian Fault
7.8 4.5 22.15 1.141 2.162
Zone
4 | Central Anatolian Fault Zone 7.1 4.5 20.1 0.56 2.74
5 | Yazyurdu-Goksun Fault Zone |7 4.5 120.27 1.008 3.431
6 |Bachground Inner 3 54 |45 |6.67 0.075 2.197
7 | Bachground Inner 4 54 |45 |2222 0.636 2.625
8 | Background north 5.8 |45 18.51 0.738 3.27
9 |Bachground Inner 5 5.6 4.5 36.62 1.996 2.395
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Figure 3.2. Locations of seismic zones which are defined in Table 3.2. The three sites

(S1, S2 and S3) in this study are shown with solid circles.

In Table 3.2, A is activity rate of each seismic zone which is defined as annual rate of
earthquakes with magnitudes larger than or equal to minimum magnitude (Mmin).
This A parameter is modified in this study according to the area percentage of each
seismic zone inside the effective area. 3 is Gutenberg-Richter recurrence parameter

of each seismic zone.
3.2.2 Methodology

In this thesis, a novel approach is proposed for generating UHS using a
stochastically-generated catalog and simulated ground motions. This approach
allows to generate a complete catalog and to simulate ground motions of regional
character. In this section, initially, the proposed methodology will be described in
detail followed by an application in Erzincan to generate the regional UHS. Next, in

Section 3.2.3, results will be compared to those of classical PSHA.

As the first step of the methodology, the events are distributed within certain time
spans using Monte Carlo simulation method. This approach is defined as a controlled

selection of a random number from a probability distribution. The number of
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earthquakes within a specified time span related to each seismic zone is obtained

assuming Poisson distribution (Wu and Wen, 2000):

n -1 t X ny t X
z& exptv,) <u, < z& exptv,) 3.1)
= X = X

where V, is the activity rate of k'™ seismic zone, n, is the number of earthquakes
inside k™ seismic zone, t is the time span which is taken as 10 years herein and u,

is a random number between O and 1 with uniform distribution. These simulations
are repeated until a complete catalog is acquired. In this study, 1000 simulations are
used so the catalog period is 10000 years. Previously, Wu and Wen (2000) discussed
9000 simulation years to be adequate for a similar application. After identifying the
total number of events, magnitude of each event is calculated through Gutenberg-

Richter recurrence model:
logN)=a—bM (3.2)

where N is the number of earthquakes with magnitude larger than M ; a and b are

recurrence parameters corresponding to each seismic zone. b is proportional to 3

parameter in Table 3.2 (b=[/1n(10)).

The epicenters of events are distributed randomly inside each seismic zone. For this
purpose, two random numbers for latitude and longitude are generated inside the
borders of each seismic zone. A random number within the seismogenic depth is

generated for the depth parameter related to small events. On the other hand, for

large events (M, = 6) surface rupture is considered. Figure 3.3 shows distribution of

epicenters inside effective area for a catalog period of 3000 years related to Site 1.
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Figure 3.3. Distribution of events in 3000-year stochastic earthquake catalog related

to Site 1

Next, ground motion time histories due to seismic waves propagating from each
source to the site of interest, are simulated. The ground motions of events that occur
on fault zones are modeled using stochastic finite-fault model based on dynamic
corner frequency proposed by Motazedian and Atkinson (2005). For areal seismic
zones, stochastic point-source method is used following the approach outlined in
Boore (2003). The formulations related to both models were described extensively in
Chapter 2. Point-source model is mostly preferred when dimensions of the source are
negligible with respect to distance to site (Boore, 2009). This point is taken into

account in this study for areal seismic zones that are far away from the sites with

relatively smaller magnitudes (M, <5.8). SMSIM computer program is used to

model point-source ground motion simulations.

In this study, through the simulations, local seismicity parameters are taken into
account in hazard calculations, which is not the case in classical PSHA. Model for
geometric spreading, quality factor, high frequency decay factor and ground motion
duration are taken from Askan et al. (2013). The authors validated the

aforementioned parameters by simulating records of the 13 March Erzincan 1992 (
M, = 6.6) earthquake. Table 3.3 defines local seismicity parameters which are used

as inputs to the simulations in this study.
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Table 3.3. Seismic parameters which are used in this study as inputs

(Adopted from Askan et al., 2013)

Parameter Value
Crustal shear wave velocity 3700 m/s
Rupture velocity 3000 m/s
Crustal density 2800 kg/m?
Pulsing area percentage 50
Quality factor Q = 122f068

Geometrical spreading

R R<25km

R™05 R>25km

Duration model T =T, + 0.05R
Windowing function Saragoni-Hart
Kappa factor Regional kappa model (k0=0.066)

In addition to those given in Table 3.3, following models and parameters are
employed in the simulations: Generic soil site amplification based on local Vs30
values measured in the region is used in this section (Boore and Joyner, 1997). This
approach is explained extensively in Section 3.3.2 and challenged later in this
Chapter. Regarding the source parameters, rupture dimensions are estimated from
empirical relationships defined by Wells and Coppersmith (1994). Stress drop is
estimated from empirical relations in Mohammadioun and Serva (2001) that relate its

value to rupture dimensions as follows:

A =8.9x W"* (3.3)
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where W is rupture width. It must be noted that Equation 3.3 is valid for stress
drops less than 100 bars. Stress drop becomes constant after Ac=100bars according

to Mohammadioun and Serva (2001). Stress drop of point-source model is assumed
as 1.5 times the corresponding value of finite-fault model according to the analyses

presented in Section 2.4.

Finally, EXSIM computer program is used to model extended faults (Motazedian and
Atkinson, 2005). This program has some limitations especially while modeling
ground motion duration and phases. However it is currently the most effective
approach for stochastic ground motion simulation and it has been used widely by
researchers worldwide (e.g: Ugurhan and Askan, 2010; Nicknam et al., 2010;
Demartinos and Faccioli, 2012; Chopra et al., 2012; Ugurhan et al., 2012; Ghofrani
et al., 2013).

The stochastically-generated ground motion catalog is one of the important
achievements in this study. In addition to being temporally and spatially complete,
this catalog is based on regional seismic wave propagation characteristics. The
developed ground motion catalog is useful for several research areas in addition to
the proposed approach in this study. The most important applications of this catalog
might be derivation of regional ground motion prediction equations and ground

motion selection for structural time history analyses.

As the final step, response spectra of each simulated ground motion are calculated
for a period range. Then ground motion amplitudes related to each period are sorted
from largest to smallest, the first value has annual exceedance rate of 1/n, the second
value has annual exceedance rate of 2/n and so on, where n is catalog period in terms
of years. The ground motion amplitudes related to the same annual exceedance rate
for the entire period range yields site-specific UHS. The same approach for
calculation of annual exceedance rate was also effectively employed by Assatourians

and Atkinson (2013).
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3.2.3 Initial Results of the Proposed Methodology and Comparisons with
Results from Classical PSHA

Figures 3.4, 3.5 and 3.6 show hazard curves in terms of PGA and PSA (at selected
period values of T=0.1, 0.2, 0.5, 0.7, 1.0, 1.5 and 2.0 seconds) as well as uniform
hazard spectra of 2%, 10% and 50% exceedance probability in 50 years for Site 1,
Site 2, and Site 3, respectively. The corresponding results from the proposed study
are compared with results of classical PSHA. The GMPE by Akkar and Bommer
(2010) is used for classical PSHA application herein because it is among the most
suitable models derived using the Turkish ground motion database (Kale and Akkar,

2013).
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In Figure 3.4, the ground motion amplitudes obtained from the proposed study are
observed to be slightly larger than PSHA for lower annual exceedance rates (2% and
10% in 50 years) and lower periods (lower than 0.5 s). However classical PSHA
produces larger ground motion amplitudes for higher annual exceedance rates
(higher than 10% in 50 years) within the whole period range. As period increases,
hazard curves from the proposed method and PSHA converge to each other for
higher annual exceedance rates while they diverge from each other for lower annual

exceedance rates.

It is observed from Figure 3.5 that at Site 2, classical PSHA yields larger PSA values
compared to those from the proposed method for the entire period range and the
whole hazard levels contrary to Site 1 which had an exception for low periods and
low annual exceedance rates. There seems a remarkable difference between two
approaches especially for the 2475-year return period in the longer period range. As
period increases, the differences between two approaches become more evident for
low annual exceedance rates while the difference is not as obvious for high annual

exceedance rates.

The results related to Site 3 in Figure 3.6 are similar to Site 2, as PSHA produces
considerably higher ground motion amplitudes than proposed study especially for
2% in 50 years. Similarly, hazard curves of two methods become consistent for
higher annual exceedance rates and become far apart for the lower annual

exceedance rates, as period increases.

As it was mentioned previously, Site 1 differs from Site 2 and Site 3 in that low-
frequency ground motion amplitudes of the proposed study are slightly larger than
the corresponding values of classical PSHA for lower annual exceedance rates. This
observation is resulted from saturation of high-frequency ground motion at short
distance related to GMPEs. As a definition of saturation, the increase of high-
frequency spectral ordinates with magnitude, at short distance is less than that at long
distance. In addition to its close distance to NAFZ, Site 1 is located on soft soil hence
it is associated with major events which cannot be predicted by GMPEs effectively.
Another reason of this discrepancy is the amplified simulated high-frequency ground

motion at close distance which is highlighted by Assatourians and Atkinson (2007).
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Assatourians and Atkinson (2007) refer to the existence of high-frequency near-field

pulses as an inherent property in finite-fault simulation approach.

Overall, traditional PSHA yields larger ground motion amplitudes than the proposed
methodology due to large aleatory variability of GMPE (sigma) as well as the wide
range of standard deviations involved in PSHA (-3 to +3 standard deviations). This
wide range of aleatory variability (both sigma and standard deviations) leads to
overestimated spectral ordinates of classical UHS which is also addressed by several
researchers (e.g.: Naeim and Lew, 1995; Baker, 2011). The main reason for
considering this wide range of aleatory variability is the current simplifying
assumptions in GMPE. One of the simplifying assumptions is that GMPEs produce a
single spectral ordinate for an earthquake scenario without considering seismic wave
propagation characteristics. Another simplifying assumption is related to simple and
general seismological parameters involved in GMPE (such as magnitude and
distance). According to the above discussions, ground motion simulation is believed
to compute ground motion amplitudes in a physical manner without any need to

insert large aleatory variability in seismic hazard calculations.

In order to observe the variance of simulated ground motions from the corresponding
median values for Site 1, Site 2 and Site 3, the number of standard deviations (g)
versus simulated GMIPs are plotted in Figures 3.7, 3.8 and 3.9, respectively. The

median PSAs are obtained from predictive equations of Akkar and Bommer (2010).
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Figure 3.7 augments the above discussions related to Figure 3.4. It is inferred from
Figure 3.7 that synthetic ground motions yield larger spectral amplitudes for larger
GMIPs (generally larger than 0.1 g). These higher values refer to major events so the
ground motion prediction equations may not predict them efficiently because of the
well-known inherent data scarcity from large events. However, this discrepancy
seems to be insignificant for larger periods where positive €’s are also observed for
smaller PSAs. In other words, the high-frequency ground motions predicted by
GMPE saturate at short distance. This observation confirms the previous discussions
to some extent. For smaller periods and larger PSA values, ¢’s of Figure 3.7 are
larger than or equal to dominant € of PSHA. For larger periods, however, simulated
PSAs for low hazard rates decrease so that €’s of Figure 3.7 become less than the

dominant € of PSHA.

Figures 3.8 and 3.9 are similar to Figure 3.7 in terms of the decreasing and increasing
trends of &s with period corresponding to larger and smaller ground motion
amplitudes, respectively which clarifies the previous observations regarding hazard
curves. The only visible discrepancy is that the number of standard deviations for
lower periods and larger amplitudes regarding Site 2 and Site 3 (emax=1.5) is less than

the corresponding value of Site 1 (e€max=2.5).

The observations of Figures 3.4, 3.5 and 3.6 are supplemented by Figures 3.7, 3.8
and 3.9: As period increases, € for all of the three sites increases for lower GMIPs
and decreases for higher GMIPs, lying in a plateau around €=0 in the long-period
region. As it was mentioned previously, as period increases, the hazard curves from
the proposed study become closer to those of classical PSHA for higher annual
exceedance rates. On the other hand, the hazard curves from the proposed study
become apart from those of classical PSHA for lower annual exceedance rates, as

period increases.

The simulated GMIPs related to low hazard rates decrease with period as compared
to medians of GMPE due to the following as mentioned previously: saturation of
GMPEs, inefficiency of GMPEs regarding major events and amplified high-
frequency simulated motions. However, the simulated GMIPs related to high hazard

rates increase with period due to the stress drop parameter. These GMIPs are related
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to high hazard rates which are associated with minor events resulting in quite small
stress drops. This is mainly due to the fact that the stress drop parameter deals with

high-frequency portion of simulated ground motions (Aki, 1967).
3.3 Sensitivity of the Proposed UHS

In this section, the effects of near-field forward directivity and alternative site
amplification models are inspected on the proposed hazard functions and UHS. The
resulted hazard curves and UHS after considering near-field forward directivity and
theoretical site amplification factors instead of generic amplification factors are

compared with the initial results of Section 3.2.3.
3.3.1 Sensitivity of the Proposed UHS to Near-Field Forward Directivity

In this section, the effect of forward directivity model on hazard functions is
investigated for Site 2. Site 2 is selected in this section since it is anticipated to be
exposed to potential rupture directivity effects of NAFZ more than two other sites
(Figure 3.2). The analytical formulation of Mavroeidis and Papageorgiou (2003) is
used to characterize pulse like motion related to near-field scenarios. EXSIM
program already has this model implemented as described by Motazedian and
Atkinson (2005). Hazard scenarios that are affected by directivity pulses involve
rupture distances less than 15 kilometers with epicenters located to the right of Site 2

since NAFZ is a right-lateral strike slip fault zone.

Mavroeidis and Papageorgiou (2003) proposed the following mathematical

expression for the acceleration time history of the long-period pulse:

. 2nf,
Anf sin(—=(t — t,)) X cos(2nf, (t — ;) +V)
2 1 t, - <<+
_ Y , 2xf, 2f 2f
a(t) = +ysin(27f (t—t,) + V) X[1+cos( v (t—t,))] P P
0 otherwise
(3.4)

where A, f , vy, v and t, are pulse amplitude, pulse frequency, oscillatory

character, phase angle and time shift to specify time history peak, respectively. These

are the basic input parameters for modeling near-field pulse which are determined by
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fitting previously-recorded pulse like ground motions to analytical function in
Equation 3.4. Mainshock record at ERC station during thel3 March 1992 Erzincan
earthquake displays pulsive behavior mostly in the North-South component (Askan

et al., 2013) hence it is used for the calibration of parameters herein.

The parameter to is estimated such that peak of pulse and actual time history occur at
the same time. Pulse amplitude, A, is determined in order to make the peak ground
velocity (PGV) and peak pseudo-velocity spectrum (PSv) values of analytical pulse

consistent with the corresponding values of recorded ground motion. Pulse period,

T,=1/1f,, is calibrated so that peak of PSv from analytical pulse and recorded

ground motions occur at the same frequency. Finally, analytical and recorded
velocity and displacement time histories are attempted to be fitted in order to

estimate y and v parameters. It should be noted that the parameters are determined

through a simultaneous trial and error process. The calibration method is described
extensively in Mavroeidis and Papageorgiou (2003). The final optimized parameters
are demonstrated in Table 3.4. Figure 3.10 shows analytical PSv, velocity and
displacement time histories using Equation 3.4 and the input parameters listed in

Table 3.4 in comparison with the observed motion.

Table 3.4. Input parameters for Mavroeidis and Papageorgiou (2003) analytical pulse

model

Parameter | Value

A 80 cm/s

Tp 2 seconds

Y 2.3

v 180 degrees
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Figure 3.10. Calibration of parameters in Table 3.4 with respect to 13 March 1992
earthquake (ERC recording) in terms of a) PSv, b) Velocity time series and ¢)

Displacement time series

Figure 3.11 exhibits Fourier amplitude spectrum (FAS) and Pseudo-acceleration
spectrum (PSa) of observed and simulated ground motions with and without forward
directivity. It is clearly observed that simulated ground motion agrees better with the

observed one for low-frequency region, after implementing directivity parameters.
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Figure 3.11. Observed and simulated ground motions of 13 March 1992 earthquake
(ERC recording) with and without considering forward directivity in terms of a) FAS

and b) PSa considering parameters of Table 3.4

It is inferred from Figures 3.10 and 3.11 that, the calibrated pulse parameters in
Table 3.4 might be used with certainty in ground motion simulations of Erzincan
region. Among the parameters stated in Table 3.4, A and T, are modified for
different scenarios. It is not possible to estimate these two parameters using the
aforementioned trial and error procedures for each scenario due to lack of past data
in the region. However, as it is highlighted by several authors, pulse period is
observed to be dependent on magnitude (Somerville, 1998; Mavroeidis and
Papageorgiou, 2003; Shahi and Baker, 2011). Similarly, Mavroeidis and

Papageorgiou (2003) expressed a predictive model for pulse period as follows:

logT, =-2.9+0.5M,, (3.5)

This relationship is already implemented in EXSIM program. Besides, Mavroeidis
and Papageorgiou (2003) pointed to a strong relationship between A and PGV.
Hence ground motion prediction models for near-field ground motions can be

applied to predict PGV and as a result to predict A.

Somerville (1998) developed the following empirical relationship for PGV using a
subset of near-fault recordings on soil sites from earthquakes with moment
magnitude (My) range of 6.5 and 7 and closest distance (R) range of 3 to 10

kilometers:
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logPGV =-1.0+0.5M,, —0.5logR (3.6)

Equation 3.6 gives median PGV as 76.59 cm/s for ERC record of the 13 March 1992
Erzincan earthquake. Although median PGV from this model agrees well with A

parameter, the model has the limitation of magnitude, distance and site class range.

The other empirical model is defined by Alavi and Krawinkler (2000) which
included a little bit wider range of magnitude and distance compared to the previous
model. On the other hand, the model underestimates pulse amplitude of the above-
mentioned scenario (PGViedian=69.29 cm/s). The functional form of this predictive

model is as follows:

logPGV =-2.22+0.69M , —0.581ogR (3.7

Recently, Rupakhety et al. (2012) constructed a more complicated model for PGV

with the following mathematical formulation:

logPGV=-5.17+1.98M, —0.14M2, —0.1logR* +0.75*) M, <7
logPGV=-5.17+198M_ =7)—0.14M_, =7)* =0.1logR* +0.75*) M, >7 (3.8)

where R is Joyner-Boore distance or epicentral distance. This model produces a
considerably low PGV compared to calibrated pulse amplitude (PGVmedian=44.07
cm/s).

In their study, Bray and Rodriguez-Marek (2004) proposed two separate predictive
models for rock and soil. These models are applicable to moment magnitude range of
6 to 8 and closest distance range of 0 to 15 km. The authors studied a large database
for regression analysis. The following formula represents the model for soil

conditions:
LnPGV =4.58 +0.34M_, —0.58Ln(R* +77) (3.9)

This model yields an agreeable estimation of median PGV as 71 cm/s at ERC station.
Thus, in this study, we estimate PGV from the predictive model of Bray and
Rodriguez-Marek (2004) due to the large database involved, large range of moment

magnitude and distance in addition to the agreeable estimation of PGV for the ERC
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recording of the 13 March 1992 Erzincan earthquake. Figure 3.12 compares hazard
curves and uniform hazard spectra (UHS) at Site 2 with and without considering a

forward directivity model.
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It is obvious from Figure 3.12 that near-field pulses tend to increase long-period PSA
values for 2% and 10% exceedance probability in 50 years. The results from two
approaches display differences that start from 1 second period and increase
monotonically with period. The difference is larger for hazard spectra with 2475-year
return period compared to that with 475-year one. The increase in spectral
amplitudes at T=2 seconds for 2% in 50 years hazard level due to forward directivity
is 32% which is consistent with 30% amplification for T=3 seconds and 1500 years
given by Abrahamson (2000). In addition, this percentage agrees well with
amplification ratios calculated by Shahi and Baker (2011) which varies between 1.1
and 1.4.

Response spectrum is known to be inadequate to characterize directivity (e.g.:
Somerville, 1998). Ground motion duration is also affected by pulse like behavior.
Besides, duration plays an important role in identifying structural response due to
nonlinear degradation (e.g.: Bolt, 1973; Novikova and Trifunac, 1994). Empirical
relations were developed to predict duration based on seismic parameters such as
magnitude, distance and site class (e.g.: Novikova and Trifunac, 1994; Bommer and
Martinez-Pereira, 1999; Kempton and Stewart, 2006). These studies presented the
possibility of considering duration in PSHA but none of them calculated duration

directly from ground motion time history.

In this study, significant duration is calculated via Arias intensity from the simulated

time histories (Arias, 1970):
ty
I, = (m/2g) [’ (Hdt (3.10)
0

where a(t) is acceleration times series, t, is total ground motion duration. Effective

duration is defined for the whole scenarios as time span between 5% and 95% of
maximum Arias intensity. Then the scenarios are divided into two categories: ground
motions with effective duration less than 10 seconds (i.e. short duration) and above
(i.e. long duration). The hazard curves are deaggregated for 2% and 10%

exceedance probability in 50 years according to these two groups. Contribution ratios
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of ground motions with long duration with respect to these two hazard levels are

illustrated in Figure 3.13 with and without taking rupture directivity into account.
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Figure 3.13. Contribution of long duration ground motions in a) 2% in 50 years and
b) 10% in 50 years hazard levels for Site 2 with and without considering forward

directivity

Figure 3.13 shows that ground motions with long duration are dominant for long-
period spectral ordinates without near-field effects. Contribution of long duration is
approximately 80% for long-period PSAs and both hazard levels; whereas for short-
period ground motion amplitudes, this percentage reduces to about 40% and 60% for
2475 and 475-year, respectively. There is also a monotonic and gradual growth in

contribution ratio with increasing periods for 475-year return period.

Forward directivity model leads to a lower contribution ratio of long duration ground
motion for periods larger than T=1 seconds. There is even less than 20% contribution
for 2475 and 40% for 475 return periods in the long-period range. The reason is that
forward directivity analytical pulse causes ground motion to release the majority of
energy in a short duration. Ground motions with short duration contribute less to 475
return period, since this probability level is less affected by rupture directivity. The
same conclusion was derived in terms of UHS in Figure 3.12. However considering
the entire period range and both return periods, taking near-fault forward directivity
effects into account in simulations lead to shorter ground motion durations. PGV

hazard function as well exhibits less contribution of long duration after considering
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forward directivity pulse but this contribution ratio is larger than that of long-period

spectral acceleration.
3.3.2 Sensitivity of the Proposed UHS to Site Amplification Functions
3.3.2.1 Generic Site Amplification

In the previous sections, generic site amplification factors based on local V3o
measurements were used to model site response. This methodology was proposed by
Boore and Joyner (1997) applying quarter-wavelength approximation (Joyner et al.,
1981). The authors collected data from borehole surveys on rock sites then they

calculated frequency-dependent amplification function as follows:

A(f(2))=pB.,/P(2)B(2) (3.11)

where p_, B, are density and shear wave velocity related to source. p(z) and B(2)

are average density and shear wave velocity related to depth of z. f(z) is the

frequency related to depth of z expressed as follows:
f(z)=1/[4xS, (z)] (3.12)

where S, (z) is S-wave time travel to depth of z. Site amplifications from Equation

3.11 were modified using V3o values and predictive equations in order to obtain the
corresponding factors for other site classes. It must be noted that this technique does
not produce dominant peaks and troughs in amplification function due to
disregarding detailed seismic wave propagation within geotechnical layers. Although
it provides an agreeable estimate of average amplification response, it may
underestimate the response of models with significant velocity gradients (Boore,

2013).
3.3.2.2 Theoretical Site Amplification

One-dimensional (1D) site response analysis is commonly performed at soil sites
with known soil profiles to yield amplification factors in terms of theoretical transfer
functions. 1D soil layers on an elastic half-space are illustrated in Figure 3.14. The
1D assumption is that, soil layers are horizontally infinite and seismic waves are

assumed to move toward only vertical direction.
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Figure 3.14. 1D soil deposit layers on elastic half-space
(Adopted from Kramer, 1996)

The horizontal displacement of each layer due to vertical S-wave propagation is

expressed as follows (Kramer, 1996):
LI(Z, t) — Aei(mt+k*z) + Bei(mt—k*z) (313)

where A and B are wave amplitudes toward —z and +z directions, respectively. Due
to compatibility of displacement and continuity of shear stress, these parameters at
the bottom of each layer must be equal to the corresponding values at the top of the
layer below. As a result, amplitudes for layer m become available as a function of

amplitudes at the first layer:
A_=a_ (WA, (3.14a)
B, =b_ (®w)B, (3.14b)

The transfer function which is the ratio of displacement between two arbitrary layers

of 1 and j, is obtained from the following:

lu| a,(@)+b,(w)

F(w) =15 " =it
() ‘uj‘ 2,(@) +b,(0) (3.15)
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The whole procedures to calculate transfer function are described thoroughly by
Kramer (1996). In this section, SHAKE software (Schnabel et al., 1972) is used to
compute frequency-dependent site amplification factors using local soil conditions.
Velocity profiles and the geotechnical input parameters of soil layers are obtained via
detailed field observations at nine sites in Erzincan within Project TUJJB-UDP-01-
12 (Askan et al., 2015). Two different bedrock motions are used as input ground
motions in the program with PGAs of 0.002g and 0.4g. These motions are called as
small and large input motions, respectively from this point onward. These ground
motions are acquired from Turkish National Strong Motion Network

(http://daphne.deprem.gov.tr).

Among the sites with available velocity profiles, closest nodes to Site 1 and 3 are
selected and ground response is computed by making use of the small and large input
motions at bedrock level. Figure 3.15 represents the anticipated 1D velocity profiles
at Site 1 and 3, which are used in this study. Figure 3.16 shows theoretical
amplification functions and the generic ones at Site 1 and 3. To present the full site
response, the high-frequency kappa factor is also applied on the amplification factors

as shown in Figure 3.16.
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Figure 3.15. 1D Shear wave velocity profile of a) Site 1 and b) Site 3
(Adopted from Askan et al., 2015)
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Figure 3.16. Theoretical and generic attenuated site amplification factor as a function

of frequency for a) Site 1 and b) Site 3

As expected, generic amplification function corresponds to the average and
smoothed form of the theoretical transfer function corresponding to small input
motion. Yet, the transfer function displays a completely different trend when the
large rock motion is employed as input. It exhibits deamplification for larger
frequencies which is addressed as soil nonlinearity in literature (e.g.: Beresnev et al.,
1998; Khaheshi Banan et al., 2012). This phenomenon was included in recent NGA
attenuation models as well (e.g.: Abrahamson and Silva, 2008). The definition of soil
nonlinearity is that, soil amplification becomes less significant for larger ground

motion amplitudes and smaller periods.

It is also observed in Figure 3.16 that, site deamplification regarding Site 3 begins at
frequencies larger than those at Site 1 since Site 3 is stiffer. Two approaches are
followed in this section for calculating hazard spectra to see the effects of including
soil nonlinearity in hazard calculations. First, theoretical site response with small
bedrock motion is accounted for the whole scenarios (i.e., soil nonlinearity is
ignored). Then, theoretical site response of large and small bedrock motions are
implemented for scenarios with median PGA larger and smaller than 0.1 g,

respectively (i.e., soil nonlinearity is regarded, if present).
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3.3.2.3 Results of Hazard Analyses with Theoretical Site Amplification Factors

and Comparisons against Results with Generic Amplification Factors

In this section, UHS of Site 1 and 3 are recalculated via theoretical site amplification
factors. Figures 3.17 to 3.20 show hazard curves as well as UHS using theoretical
site amplification factors with and without soil nonlinearity effects at Site 1 and Site
3. The results obtained in this section are compared with the initial results of Section

3.2.3.
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Figure 3.18. Hazard curves for a) PGA b) PSA (T=0.1 s) c) PSA (T=0.2 s) d) PSA
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i) UHS of the proposed study with soil nonlinearity for Site 1
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i) UHS of the proposed study without soil nonlinearity for Site 3
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Figure 3.20. Hazard curves for a) PGA b) PSA (T=0.1 s) c) PSA (T=0.2 s) d) PSA
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i) UHS of the proposed study with soil nonlinearity for Site 3
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Theoretical transfer function leads to larger ground motion amplitudes than generic
response for larger periods (between 0.2 and 2 seconds) at Site 1 while disregarding
soil nonlinearity. The difference between two methods becomes larger for periods
around 0.5 and 1.5 seconds since there are obvious peaks in theoretical amplification
function around these periods. Generic and theoretical amplifications yield the same
results for T=2 seconds and slightly different results for T=0.1 seconds. These
observations are also valid for 2%, 10% and 50% in 50 years exceedance probability
levels. Design spectrum of Turkish Seismic Code (TSC, 2007) corresponding to the
same site conditions is also illustrated along with UHS in Figures 3.17-3.20. It is
observed that the shape of UHS considering the theoretical response is more similar
to design spectrum which also corresponds to 10% exceedance probability in 50
years. It is noted that the UHS related to 10% probability of exceedance in 50 years

is approximately 50% larger than design spectrum.

Theoretical response considering nonlinearity significantly underestimates the hazard
for periods less than 0.6 seconds while it overestimates the hazard for periods above
related Site 1. The vast underestimation for smaller periods is the result of
deamplification due to soil nonlinearity which was discussed previously. The shape
of UHS from this approach differs completely from the code-based spectrum due to
this vast underestimation of low-period spectral ordinates. The underestimation of
theoretical site model for small periods seems to be more obvious for lower hazard
probabilities. This finding augments the concept of soil nonlinearity which is more

significant for larger ground motion amplitudes.

The general behavior of the curves at Site 3 is similar to those of Site 1. Theoretical
response with small input motion yields amplified GMIPs for periods of 0.2 to 2
seconds which is more obvious for T=0.5 and 1.5 seconds. Besides, theoretical site
response gives larger spectral ordinates at T=0.2 and 2 seconds. Design spectrum and
UHS related to 475 years for Site 3 are not as similar as the ones for Site 1 in terms
of shape due to the impedance differences between the soil layers at Site 3, but the
spectral amplitudes are more consistent for this site. Design spectrum produces larger
spectral ordinates than both UHS related to 475 years for periods less than 0.5

seconds and it lies between the two curves for periods longer than 0.5 seconds.
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Again the general trend for two sites is similar while considering soil nonlinearity.
The underestimation of the theoretical response with respect to generic response for
Site 3 is smaller and it terminates at a smaller period than that observed at Site 1. The
main reason is that soil nonlinearity for Site 3 is not as dominant. Design spectrum
overestimates both 10% in 50 years UHS for periods less than 0.5 seconds and lies
between two curves for periods more than 0.5 seconds. Site 3 yields more complex
spectra than Site 1 while implementing theoretical site amplification due to the

impedance differences between the soil layers at Site 3.

As it was mentioned previously, while disregarding soil nonlinearity, TSC-based
design spectrum provides lower spectral ordinates than the corresponding UHS of
Site 1 (soft soil). However the code-based design spectral ordinates are more
comparable to the corresponding UHS of Site 3 (stiff soil) than that of Site 1. This
observation highlights the significance of site amplification function in seismic
hazard assessments and seismic design approaches. The spectral ordinates of TSC-
based design spectrum remain constant for different site classes which require further
modifications. In addition to spectral ordinates, the previous observations put

forward the significance of site amplification regarding the shape of spectrum.

This section demonstrates the effect of local site conditions and different
amplification models on seismic hazard calculations. The proposed study in this
dissertation facilitates implementation of detailed site response inside probabilistic
hazard studies. It is difficult, however, to account for such site response models via
traditional PSHA as the site parameters are usually coarsely included in ground

motion prediction models.
3.4 Ground Motion Selection According to the Proposed UHS
3.4.1 Methodology

In this section, ground motions are selected with respect to the UHS derived in the
previous sections. The main objective of the selection and scaling methodologies is
to provide suitable ground motions as input for structural time history analysis (e.g.:
Ay, 2012). It is important to choose a proper methodology for ground motion
selection since it affects structural response. Haselton (2009) divided the selection

and scaling methodologies into five groups as follows:
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L. Selecting with respect to magnitude and distance and scaling to target
Sa(Th).

II. Selecting and scaling with respect to UHS.

II1. Selecting and scaling with respect to CMS.

Iv. Selecting and scaling using proxy for UHS.

V. Selecting and scaling using inelastic response.
Haselton (2009) investigated all of these approaches in terms of structural response
analysis and concluded that the methods which consider spectral matching (group II
and III) are advantageous over the other groups. The main reason is that the structure
becomes more flexible during time history analysis thus the effective period of
structure moves toward longer periods (elongation). This point highlights the
significance of spectral shape in ground motion selection. Spectral matching
techniques are addressed in several building design codes (i.e. UBC, 1997; ASCE,
2005). The efficiency of spectral matching approach is also confirmed by several
other researchers (e.g.: Bommer and Acevedo, 2004; Kottke and Rathje, 2008;
Jayaram et al., 2011).
Earlier, Shome et al. (1998) pointed to disadvantage of selection based on magnitude
and distance bins (group I). Because seismic risk is related to a combination of
different earthquakes rather than the ground motions with a specified magnitude and
distance range. The authors then referred to the advantage of S. as a tool for ground
motion selection. Similarly, according to Wu and Wen (2000), ground motion
selection with respect to magnitude and distance bins requires deaggregation which
is more suitable for a specific structure rather than a building stock.
Ground motion scaling is mostly used to adjust spectral ordinates of the selected
recordings according to the target spectrum. The most important disadvantage of
scaling is that it artificially suppresses ground motion randomness (e.g.: Jayaram et
al., 2011; Ay and Akkar, 2012). Besides, scaling changes spectral ordinate artificially
whereas ground motion duration remains constant so it leads to bias (Wu and Wen,
2000; Bommer and Acevedo, 2004). According to Bommer and Acevedo (2004), if
the median of selected ground motions are close enough to the target spectrum while
selecting via spectral matching approach, there is no need for ground motion scaling.
In this thesis, spectral matching technique is preferred to select the ground motions.
For this purpose, in this section, sum of squared error (SSE) is calculated for the

entire set of simulated ground motion time histories which were generated in
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Sections 3.2 and 3.3. Then the ground motions with the smallest SSEs are selected.
This approach is effectively implemented in previous similar research (i.g.:

Somerville et al., 1998; Jayaram et al., 2011). The SSE is defined as follows:

SSE :Zp:(lnSa(Tj)—lnS:f"(Tj))2 (3.16)

j=1

where p is number of period values employed, InS,(T;) is logarithm of spectral

acceleration of ground motion at j" period, lnS:’f(Tj)is logarithm of spectral

acceleration of target spectrum at j™ period. Target spectrum is the UHS from the
previous sections for three sites with different directivity and site characterization
cases. Four different hazard levels corresponding to 2%, 10%, 20% and 50%
exceedance probabilities in 50 years are taken into account. Twenty ground motions
are selected for each hazard level.

Due to the large variety of simulated ground motions in this study, it is relatively
straightforward to find ground motions whose median is close enough to UHS. This
variety of ground motions is one of the significant advantages of the proposed
approach. This point is proved by computing root mean square error (RMSE)

between median spectrum and target spectrum:

RMSE = \/lZP: (InS7*(T,) - InS}"(T,))* (3.17)

j=1

where InS™ (T))is logarithm of spectral acceleration of median spectrum at jtb

period.

Kottke and Rathje (2008) explain that 20 selected ground motions with
RMSE <£0.05 provide a proper match to target spectrum and agreeable structural
response estimation. In this case, scaling may be skipped therefore the inherent
variability of ground motion is preserved. The results related to ground motion
selection and their match with respect to UHS are shown and discussed in the next

section.
3.4.2 Selected Ground Motions

Figures 3.21 to 3.26 exhibit selected recordings individually for three sites with

different modeling techniques and for four hazard levels. Also shown are the median
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of selected recordings and target uniform hazard spectra for each case. Table 3.5

shows RMSE for different cases.
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Figure 3.21. Selected recordings, median of selected recordings and UHS related to

Site 1 with generic site amplification for return periods of a) 2475 years b) 475 years

c¢) 225 years and d) 75 years
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Figure 3.22. Selected recordings, median of selected recordings and UHS related to
Site 1 with theoretical site amplification for return periods of a) 2475 years b) 475
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Figure 3.23. Selected recordings, median of selected recordings and UHS related to
Site 2 without near-field effect for return periods of a) 2475 years b) 475 years c) 225
years and d) 75 years
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Figure 3.24. Selected recordings, median of selected recordings and UHS related to
Site 2 with near-field effect for return periods of a) 2475 years b) 475 years c) 225
years and d) 75 years
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Figure 3.25. Selected recordings, median of selected recordings and UHS related to
Site 3 with generic site amplification for return periods of a) 2475 years b) 475 years

¢) 225 years and d) 75 years
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Figure 3.26. Selected recordings, median of selected recordings and UHS related to
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Table 3.5. RMSE values for three sites with different modeling methodologies and

hazard levels

Site Case Return period (years) | RMSE (Eq. 3.25)
1 Generic site amplification 2475 0.050
1 Generic site amplification 475 0.039
1 Generic site amplification 225 0.034
1 Generic site amplification 75 0.042
1 | Theoretical site amplification 2475 0.050
1 | Theoretical site amplification 475 0.056
1 | Theoretical site amplification 225 0.065
1 | Theoretical site amplification 75 0.050
2 Without near-field effect 2475 0.045
2 Without near-field effect 475 0.036
2 Without near-field effect 225 0.050
2 Without near-field effect 75 0.044
2 With near-field effect 2475 0.048
2 With near-field effect 475 0.026
2 With near-field effect 225 0.050
2 With near-field effect 75 0.044
3 Generic site amplification 2475 0.033
3 Generic site amplification 475 0.033
3 Generic site amplification 225 0.043
3 Generic site amplification 75 0.034
3 | Theoretical site amplification 2475 0.096
3 | Theoretical site amplification 475 0.067
3 | Theoretical site amplification 225 0.086
3 | Theoretical site amplification 75 0.067

It is observed from Figures 3.23 and 3.24 that there is an agreeable match between
the median and target spectrum for Site 2. Figures 3.21 and 3.25 also show a

consistent match between the two spectra for Site 1 and Site 3 using generic site

74



amplification factors. Table 3.5 confirms the above observations. RMSEs are smaller
than or equal to 0.05 for Site 2, Site 1 and Site 3 using generic site amplification
factors. They are a bit larger than 0.05 for Site 1 with theoretical site amplification
factors. RMSEs are observed to be quite larger than 0.05 for Site 3 with theoretical
site amplification factors. The reason for this finding is that theoretical site
amplification factors leads to a jagged spectrum due to peaks and troughs in
amplification function. This point was discussed thoroughly in Section 3.3. The
jagged behavior in UHS is more visible for Site 3 due to the complex velocity profile
at this site compared to Site 1 (Figure 3.15). Hence RMSE values are much larger
than 0.05 for Site 3 using theoretical site amplification. Selected recordings also
exhibit larger scatter for this case than other cases (Figure 3.26).

It is observed that the median of recordings are close enough to UHS (RMSE < 0.05
) for most of the cases. Hence it is assumed that the selected recordings in this
section are adequate for the structural analysis presented in Chapter 4. The main
characteristics of the selected ground motions in this section are listed in detail in
Appendix A. The ground motions in this section are selected from the simulated
ground motion catalog which is used earlier in this chapter for the proposed seismic
hazard approach. Accordingly, the selected ground motions correspond to the same
hazard level and include the regional seismicity characteristics. Hence this study
provides uniform hazard ground motions for eastern Turkey which would be useful

for engineers and researchers as well.
3.5 Main Findings of Chapter 3

In this chapter, site-specific uniform hazard spectrum based on synthetic ground
motions is proposed. Following observations are made:

e The proposed UHS yields generally smaller ground motion amplitudes than
classical PSHA. The main reason is that, classical PSHA considers a wide
range of aleatory variability in seismic hazard calculations.

¢ Adding near-field forward directivity effects to the simulations of Site 2 leads
to larger ground motion amplitudes for 2475 and 475 return periods and for
periods longer than 1 seconds.

e Use of theoretical transfer functions without soil nonlinearity produces larger
ground motion amplitudes for periods between 0.2 and 2 seconds as

compared to generic site amplification for Site 1 and Site 3.
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Use of theoretical transfer functions with soil nonlinearity produces
considerably smaller ground motion amplitudes for lower periods (less than
about 0.6 seconds) as compared to generic site amplification for Site 1.

The decrease in low-period ground motion amplitudes due to theoretical site
amplification with soil nonlinearity at Site 3 is not as significant as that of

Site 1 and it terminates at lower periods than Site 1.

Next, the simulated ground motions are selected with respect to the proposed UHS

for a specified hazard level.

The ground motions are selected from the simulated ground motion catalog
which is generated stochastically to derive site-specific UHS in this study.

20 ground motions with the smallest SSEs from the proposed UHS are
selected regarding each hazard level.

The median of selected ground motions provides an agreeable fit to the

proposed UHS (RMSE:s are less than 0.05 for most of the cases).

Main advantages of using simulations in this study so far are as follows:

Ground motion simulation is believed to yield ground motion amplitudes in a
physical manner due to considering complex seismological parameters and
seismic wave characteristics.

Near-field forward directivity and detailed local site condition are
implemented into seismic hazard assessment in a straightforward manner.
There are variety of simulated ground motions in this study which result in a
straightforward ground motion selection with agreeable match to UHS. On
the contrary, it is generally difficult to find recorded ground motions with
common characteristics which match the target spectrum.

The selected synthetic ground motions are appropriate for regional
applications whereas real ground motions are often adopted from different
areas in regions with sparse past data.

Scaling is not required in this study hence inherent variability of ground

motions is preserved.

Finally, the selected ground motions will be employed in Chapter 4 for nonlinear

time history analyses of equivalent single degree of freedom systems which represent

typical residential buildings in the region. The seismic demand statistics resulted

from ESDOF analyses are used in Chapter 5 to study the sensitivity of fragility
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functions to regional seismicity parameters. The effect of the selected simulated
ground motions on structural seismic demand and fragility is investigated in Chapter

4 and 5.
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CHAPTER 4

PREDICTION OF SEISMIC DEMAND BASED ON EQUIVALENT SINGLE
DEGREE OF FREEDOM ANALYSES

4.1 Introduction

In Chapter 3, a regional UHS was proposed for Erzincan region based on simulated
ground motions and stochastically-generated earthquake catalog. Monte Carlo
simulation method was applied to determine temporal and spatial distribution of
events in stochastic ground motion catalog. Stochastic point-source method and
finite-fault model based on dynamic corner frequency which were described
extensively in Chapter 2, were implemented to simulate the ground motions. After
derivation of UHS, the ground motions which had minimum deviation from the UHS

regarding 4 hazard levels, were selected from the simulated ground motion database.

In this chapter, simulated ground motions, which were selected in Chapter 3, are
used for nonlinear time history analyses of typical residential structures in Erzincan.
The most common buildings in Erzincan are idealized as equivalent single degree of
freedom (ESDOF) systems. Each ESDOF model represents a building stock with
common characteristics such as structural type, number of stories, hysteretic model
parameters and etc. In Section 4.3, response statistics of ESDOFs with mean values
of structural parameters are investigated (structural variability is disregarded). In
Section 4.4, the impact of ground motion effective duration on structural demands
are studied. The effect of seismic parameters other than effective duration on
structural demands are inspected in Section 4.5. In Section 4.6, response statistics of
ESDOFs with probabilistic distribution of structural parameters are investigated

(structural variability is regarded).
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The main goal of this chapter is to provide seismic demand prediction models based
on ground motion intensity parameter for calculation of fragility functions in Chapter
5. The demand variations with respect to GMIP resulting from the selected ground
motions in this study requires regression analyses to yield fragility functions. In other
words, this chapter is essential to derive fragility functions in Chapter 5. Residual
analyses with respect to several parameters are performed to check the sufficiency
and efficiency of the regression models. These predictive models and demand
scatters enable one to witness the effect of some ground motion parameters on
structural demands. The most important parameter which is investigated in this
chapter is the ground motion effective duration. The effect of structural variability on

the demand prediction models is also observed in this chapter.
4.2 Methodology

In regional seismic risk studies, it is technically impossible to analyze the whole
structures in the building stock in detail. In such cases, practical and simple
approaches such as ESDOFs are preferred by researchers (e.g.: Jeong and Elnashai,
2007; Erberik, 2008a; Ozmen et al., 2010; Ugurhan et al., 2011). In this study, six
ESDOF models to represent the corresponding typical classes of building structures
are taken into account, which consist of low- and mid-rise reinforced concrete (RC)
frames as well as masonry structures with one, two and three stories. These ESDOFs
represent the most common building structures in the study region. The ESDOF
classes used in this study are determined via detailed field observations in Erzincan
within Project TUJJB-UDP-01-12 (Askan et al., 2015).

The abbreviations of the building classes are RF1A, RF2B, RF2C, MU1A, MU2B
and MU3C. The letters “RF” and “MU” in these codes stand for the building
construction type, i.e. RC frame structure or unreinforced masonry structure,
respectively. Numbers “1”” and “2” in abbreviations of the RF classes denote low-rise
and mid-rise structures, respectively. The number of stories for low-rise range
between 1 and 3 whereas it ranges between 4 and 8 in the case of mid-rise. For MU
classes, numbers “1”, “2” and “3” directly stand for the number of stories. Finally,
the letters “A”, “B” and “C” represent high, moderate and low levels of conformity
of the considered building class to the modern principles of seismic design and
earthquake engineering, respectively. If a structure has been designed and

constructed according to these principles, it is expected that it will exhibit a ductile
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behavior with no or slight degradation. On the other hand, if a structure violates most
of the seismic design principles, then it has a high potential to experience severe
damage or even get collapse in a brittle mode with significant degradation. Hence the
six ESDOF models in this study are assumed to cover a wide range of existing
building structures in the study region with different construction types, number of
stories and structural response characteristics.

There exist several major structural parameters to define an ESDOF model. The
ones, which are independent of the selected hysteretic model for inelastic response,
are period (T), strength ratio (1) and ductility factor (w). Other structural parameters
are generally related with the hysteretic model employed. The model that is
considered in this study is the peak oriented hysteretic model of Ibarra et al. (2005),
also known as the modified Ibarra-Medina-Krawinkler hysteretic model. It is a piece-
wise linear model with capping and residual strength parameters on the skeleton
curve that enables to simulate the global force and displacement capacities of the
considered structure. It also includes stiffness degradation and strength deterioration,
which are important for the degrading cyclic response of deficient existing structures

under dynamic loading. The backbone curve of this model is shown in Figure 4.1.

F. AF K=o,K, L_/C‘npping
E (Peak) Point
¥
KC
K=0.K,
Residual F=LF,
Strength
h
By S &
_.Z Elastic Stiffness 8
—
Post-Capping Stiffness - Hardening Stiffness

Figure 4.1. The backbone curve of peak-oriented hysteretic model

(Ibarra et al., 2005)

In Figure 4.1, Fy, Fc and F; are the yield, capping and residual strength parameters,

respectively. Strength ratio is calculated by using Fy as below:
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— Fy (4 1)
n= W .
The capping strength can be obtained by introducing o, which can be defined as the

post-yield stiffness ratio.

K, =K (4.2)

S S €

where K. and K are elastic stiffness and post-yield stiffness, respectively. In a
similar manner, residual strength can be obtained by introducing 0., which can be

defined as the post-capping stiffness ratio.

K, =K (4.3)

C C e

where K is the post-capping stiffness. Residual strength can also be defined in terms

of yield strength as:
F, = AF, (4.4)
where A is called as the strength reduction factor.

The displacement based parameters corresponding to these transition points are yield
(8y), capping (dc) and residual (&) displacements, respectively. Ductility factor can

be defined by using yield and capping displacements as

= SC 4.5)

y

It should also be noted that one of the major ESDOF parameters, period, is calculated

by using the initial elastic stiffness (Ke) of the model.

Hysteretic energy dissipation parameter Y can simulate the cyclic modes of strength
and stiffness degradation in the modified Ibarra-Medina-Krawinkler model. The
parameter is based on cumulative hysteretic energy dissipation, for which more

details can be found in Ibarra et al. (2005).

The seismic response of the ESDOF models under consideration can be defined
completely in the modified Ibarra-Medina-Krawinkler model by assigning values to

model parameters T, 1M, W, Os, O, A and 7. Table 4.1 presents the assigned values of
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these parameters for the six ESDOF models. Among these, the major structural
parameters (T, 1, i) have been taken as random variables with normal distribution in
order to account for the structural variability considered in fragility analysis. Each of
these parameters is characterized with a mean value (MN in Table 4.1) and its
standard deviation (STD in Table 4.1). The values for these statistical parameters are
obtained by considering the statistical building data obtained from different studies
focused on similar construction types (Kadas, 2006; Metin, 2006; Ay and Erberik,
2008; Erberik, 2008a; Karaca, 2014). The other model parameters (s, O, A and )
have been considered as constant and the values have been obtained by considering
the calibration studies of the model for different structural systems and components
(Ibarra and Krawinkler, 2005; Ibarra et al., 2005; Lignos and Krawinkler, 2011;
Lignos and Krawinkler, 2012) and also engineering judgment to some extent. Further
details regarding the attainment of the values of the model parameters can be
obtained from the technical report of the Project TUJJB-UDP-01-12 (Askan et al.,
2015).

Table 4.1. Hysteretic model parameters of the considered ESDOF models

Sub- T(s) n 1)

as(%) | 0c(%) | A | vy
class | MN | STD | MN STD | MN | STD

RFIA | 038 | 018 | 04 | 008 | 9 [312| 4 | 20 |0.2800

RE2B | 07 | 027 [ 026 | 009 |61 [ 175 4 | 25 02400

RF2c | 0.7 | 027 | 0.17 0.06 5.1 | 1.38 4 -30 | 0.2 | 200

MUIA | 0:0570.017 | 0.861 | 0.172 | 3.53 | 0.706 0 -20 [ 0.2 | 600

MuU2B | 0-115 ] 0.035 | 0.425 | 0.10625 | 2.62 | 0.655 0 -25 1 0.2 | 300

Mu3sc | 01731 0.052 1 0.142 | 0.0426 | 2.05 | 0.615 0 -30 | 0.2 | 150
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The ESDOF systems are modeled through OPENSEES platform

(http://opensees.berkeley.edu/index.php), in which the selected modified Ibarra-

Medina-Krawinkler hysteretic model has been embedded. Nonlinear time history
analysis is performed using the selected ground motions in Chapter 3. Maximum
displacement is considered as the main structural demand parameter. As it was
mentioned previously, ground motion time histories are selected with respect to
return periods of 2475, 475, 225 and 75 years. The ground motions corresponding to
2475-year return period related to Site 1 generally cause unphysically large structural
demands because of vicinity to NAFZ and soft soil conditions. Hence this hazard
level is disregarded for Site 1.

Predictive equations are developed for structural seismic demand as a function of
earthquake intensity. In this study, regression analysis is preferred over lognormal
distribution fit because the selected ground motions for different hazard levels lead to
cloud demand scatters (e.g.: Celik and Ellingwood, 2010). Besides, by using the
predictive models, it is more practical to generate fragility curves in Chapter 5
through reliability formulation. The predictive model has the functional form in
Equation 4.6, as most of the researchers consider this functional form (e.g.:
Krawinkler et al., 2003; Wen et al., 2004; Ramamoorthy et al., 2006; Ellingwood et
al., 2007; Ramamoorthy et al., 2008; Bai et al., 2011).

In(D) =6, + 6, In(IM) + o€ (4.6)

In Equation 4.6, D and IM stand for structural demand and ground motion intensity
measure, respectively. In this study, peak ground acceleration (PGA) is selected as
ground motion intensity parameter. The € term in Equation 4.6 is a random variable
with zero mean and unit standard deviation and ¢ is standard deviation of model
errors.

In some cases, In(D)-In(IM) scatters do not follow a linear trend. Hence Equation 4.6
is not adequate for these cases since it underestimates or overestimates the observed
data. For such cases, some researchers propose to use bilinear trend lines similar to
Equation 4.7 (e.g.: Ramamoorthy et al., 2006; Ramamoorthy et al., 2008; Bai et al.,
2011). Figure 4.2 illustrates the schematic form of the proposed bilinear formulation.

In Figure 4.2, In (IM;) is the ground motion intensity parameter related to the
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intersection point which is acquired via trial and error process to yield the largest R>

of regression model.

In(D) =6, + 6, In(IM) + G, ¢, MM,
In(D) =[8, + 6, In(IM, )] + 6, [In(IM) — In(IM, )] + G ,€,, IM > IM, S0
In (D)

A

» In (A1)

In (/M)

Figure 4.2. Schematic illustration of bilinear demand formulation

(Adapted from Bai et al., 2011)

4.3 ESDOF Response Statistics without Structural Variability

In this section, mean values (i.e. MN) of T, n and p in Table 4.1 are used, thus the
structural variability (i.e. STD) is disregarded. Standard least square regression
methodology is applied to estimate parameters8,, 0,, 6,, ¢, and o, in Equations
4.6 and 4.7. Displacement demand predictive models are exhibited along with
demand versus PGA scatters. Then residual analyses on predictive models are

performed with respect to PGA, magnitude and distance.
4.3.1 Demand Predictive Equations

Figures 4.3-4.8 show displacement demand variations with respect to PGA as well as
the predictive equations for three sites with different site amplification and forward
directivity models. Theoretical site amplification without soil nonlinearity is

considered in this chapter since soil nonlinearity underestimates UHS considerably.
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As it was mentioned previously, bilinear predictive models are preferred for some
ESDOFs. For such cases, original linear model is also shown in grey to exhibit the

difference in trends.
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Figure 4.3. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 1 using generic site amplification
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the predictive regression models for Site 2 with near-field forward directivity effect
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Figure 4.7. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 3 using generic site amplification
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Figure 4.8. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 3 using theoretical site amplification

It is observed from Figures 4.3-4.8 that, in most of the cases, RF2C, MU2B and
MUS3C require bilinear predictive models. These ESDOF models demonstrate the
highest deterioration among the whole models (They have the smallest ’s). R%iiin is
the corresponding R? value for the whole bilinear model. It should be noted that the
intersection point of two lines regarding bilinear models is selected by trial and error
procedures to give the largest R2iin. This R?wiiin parameter is increased especially for
Site 2 and Site 3 after modifying the predictive linear models into bilinear form since

Site 1 is the most critical site (short distance to NAFZ and soft soil).
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The second slope is greater than the first one for RF2C and MU2B models.
Therefore, as PGA increases, demand is increasing more rapidly for large ground
motion amplitudes than small ones. The second slope is smaller than the first one for
MU3C. Regarding this model, as PGA increases, demand is increasing more slowly
for large ground motion amplitudes than small ones. In other words, low hazard rates
(with 2475 or 475 return periods) are more critical for MU2B and RF2C. However,
high and intermediate hazard rates (with 225 or 75 return period) are more critical for

MU3C, which is the most vulnerable building class among all.

4.3.2 Residual Analyses on Predictive Models with respect to magnitude and

distance

It is important to assess the residual scatters with respect to the independent variable
in the model and the other effective parameters that do not exist in the model but are
thought to be important. Residual plots for predictive models are shown in Figures
4.9-4.14. In these figures, horizontal axis shows the independent variable which is In

(PGA) in this study and the vertical axis represents the residuals as follows:

Residuals = In(observed demand) — In(predicted demand) (4.8)

where “observed demand” represents the displacement demands resulted from
nonlinear time history analyses and “predicted demand” represents the displacement
demands obtained from the predictive demand models of Figures 4.3-4.8. If there is
no observable trend line for residual versus In (PGA) scatters, then linear and bilinear

models of Equations 4.6 and 4.7 are believed to be adequate in terms of PGA.
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Figure 4.9. Residual plots and the corresponding trend lines related to predictive

models of Figure 4.3 (Site 1 using generic site amplification)
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Figure 4.12. Residual plots and the corresponding trend lines related to predictive

models of Figure 4.6 (Site 2 with near-field forward directivity)
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Figure 4.13. Residual plots and the corresponding trend lines related to predictive

models of Figure 4.7 (Site 3 using generic site amplification)
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Figure 4.14. Residual plots and the corresponding trend lines related to predictive

models of Figure 4.8 (Site 3 using theoretical site amplification)

According to Figures 4.9-4.14, the residuals spread randomly around zero without
any systematic bias. Therefore, linear and bilinear predictive demand equations
which are defined in Figures 4.3-4.8, are concluded to be sufficient in terms of PGA.
Zero mean of the residuals is also perceived from Figures 4.9-4.14, which is an

important requirement of regression analysis.

The effect of parameters other than PGA (which are not present in the model) on
demand predictive models may also be investigated through residual analysis.

Residual scatters with respect to moment magnitude (My) and closest distance to
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rupture (Rrp) are shown in Appendix B for the sake of brevity. If the trend lines of
residual scatters have quite large R? values, then the parameter under study affects
the demand predictions. Tables 4.2 and 4.3 demonstrate R? percentages of the trend

lines related to residual scatters with respect to My and Ryup.

Table 4.2. R? percentages of the residuals against moment magnitude

RF1A | RF2B | RF2C | MUIA | MU2B | MU3C
0.45 0.52 0.22 0.02 0.28 0.09

Site 1 using generic site
amplification
Site 1 using theoretical
site amplification
Site 2 without near-
field forward 2.67 2.64 1.71 4.31 0.52 9.12
directivity
Site 2 with near-field
forward directivity
Site 3 using generic site
amplification
Site 3 using theoretical
site amplification

0.57 7.97 9.47 2.55 491 4.48

0.6 7.15 1.82 5.22 0.3 7.86

2.72 0.1 0.77 0.84 0.06 4.56

0.41 4.2 0 3 0.05 4.71

Table 4.3. R? percentages of the residuals against the closest distance to rupture

RF1A | RF2B | RF2C | MUIA | MU2B | MU3C
0.27 0.29 0.26 0.76 0.06 1.14

Site 1 using generic
site amplification
Site 1 using theoretical

) . 0.17 0.35 0.21 6.53 0 3.47
site amplification
Site 2 without near-
field forward 1.33 0.81 0.1 0.03 1.47 0.59

directivity
Site 2 with near-field
forward directivity
Site 3 using generic
site amplification
Site 3 using theoretical
site amplification

0.62 1.39 0.08 0.37 1.98 3.17

0.99 0.43 0.42 0.69 0.83 1.62

0.02 2.12 0.78 2.59 1.38 0.05
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It is perceived from Tables 4.2 and 4.3 that the residuals are more dependent on
magnitude than distance. Statistical overview of residual analyses indicates that, 17%
and 47% of the residual scatters versus magnitude have R? values larger than 5% and
2%, respectively. These percentages are reduced to 3% and 14% for R?’s larger than

5% and 2%, respectively, regarding residuals versus distance scatters.

Generally, when residual plots display significant trend lines against the parameter
not existing in the predictive model, that parameter must be added to the model. In
this study, majority of the cases do not show considerable trends (most of the R*’s
are smaller than 5%). Therefore magnitude and distance parameters are not required

to be added to the predictive models.
4.4 The Impact of Effective Duration on Displacement Demands

Ground motion effective duration is believed to be the second most effective
parameter on structural responses other than the peak amplitudes. While magnitude
and distance are as well critical, it is believed that they have some effects on PGA,
which is already in the predictive model. In this section, the impact of effective
duration which is defined in Chapter 3, is studied on displacement demands of

ESDOFs without structural variability.

In this section, initially, the residual analyses of predictive demand models in Section
4.3, are performed with respect to effective duration. These residual analyses help
one to observe whether it is essential to insert this parameter into the demand
prediction equations. Next, the effect of this parameter is inspected in detail on
displacement demands within PGA bins. Finally, the effect of this parameter on
different displacement demands resulted from some ground motions with similar

PGA:s is studied.

4.4.1 Residual Analyses on Demand Predictive Models with Respect to Effective

Duration

The variations of residuals of demand predictive models are studied against effective
duration. The residuals versus effective duration scatters are shown in Appendix B
for the sake of brevity. Table 4.4 shows R? percentages of trend lines regarding

residual scatters versus effective duration.
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Table 4.4. R? percentages of the residuals against effective duration

RF1A | RF2B | RF2C | MUIA | MU2B | MU3C
1.94 0.35 0.18 0.21 0.97 0.06

Site 1 using generic site
amplification
Site 1 using theoretical
site amplification
Site 2 without near-
field forward 0 0.08 0.08 6.77 0.27 6.99
directivity
Site 2 with near-field
forward directivity
Site 3 using generic site
amplification
Site 3 using theoretical
site amplification

0.44 1.08 7.04 1.03 13.06 4.44

0.23 2.58 0.1 4.26 1.49 5.45

0.58 0.95 2.72 0.7 0 7.8

0.2 4.56 0.02 3.57 0.05 8.68

According to Table 4.4, 19% and 36% of residual trend lines versus effective
duration have R? values larger than 5% and 2%, respectively. Hence R?’s are not
considerably high in most of the cases (about 80 % of the cases have R?’s smaller
than 5%). This observation indicates that effective durations is not required to be
inserted into the demand prediction equations. However Table 4.4 reveals the
significance of effective duration for some cases. Most of the residual scatters with
R?’s larger than 5% in Table 4.4, belong to RF2C, MU2B and MU3C (i.e. the
structures with severe degradation characteristics). This dependency of structural

demands on effective duration for some ESDOFs necessitates further investigations

4.4.2 The Impact of Effective Duration on Displacement Demands within PGA

Bins

In order to observe the effective duration impact in detail, the ground motions which
are used to derive demand predictive models, are divided into PGA bins. Each bin
contains ten ground motions with similar PGAs. Next, the maximum displacement
demands are plotted against effective duration for each bin. Figure 4.15 shows
demand-duration scatters for six PGA bins as well as trend lines regarding Site 1

using generic site amplification and building sub-class MU3C.

101



1stbin PGAm=0.12 g std. dev=0.010g 2nd bin PGAm=0.14 g std. dev=0.006 g

0.03 0.025
®
0.025 0.02 ° e
E 0.02 E L ¢
2 50015 i *
£oois £ o — S
% R2=0.0001 % 0.01 R2=0.049
s 001 e > s »
0.005 0.005 R
L ] L]
0 : *e * 0
0 5 10 15 20 0 10 15
Duration (s) Duration (s)
0.16 3rd bin PGAm=0.39 g std. dev=0.021 0.16 4th bin PGAm=0.47 g std. dev=0.036
0.14 ° oy 0.14 e
o L ]
012 - 012 . <
= o1 SO0l PR o—
a P Y s
£ 0.08 s A 008 *LR2=04354 .
; 0.06 . - ; 0.06 ST
0.04 0.04
0.02 0.02
0 0
0 5 10 15 20 0 5 10 15 20
Duration (s) Duration (s)
025 Sth bin PGAm=0.67 g std. dev=0.048 035 6th bin PGAm=0.79 g std. dev=0.034
- ) L
02 ° ° 03
. . 2 025 -
E O E R2=0.1356 .ot
~ 0.15 P e S S . 02 o L
2— R2=0.0143 2 al YR ISR .
3 2 ol
0.05 ' N
: 0.05
0 0
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Duration (s) Duration (s)

Figure 4.15. Maximum displacement demand versus effective duration scatters for
six PGA bins regarding Site 1 using generic site amplification and MU3C. PGAn
and std. dev stand for mean and standard deviation of PGAs inside each bin,

respectively.

Figure 4.15 indicates that there may be either positive correlation (positive slope of
the trend line) or negative correlation (negative slope of the trend line) or no
correlation (slope of the trend line is close to zero) between demand and effective
duration. Tables 4.5-4.10 present R*’s of demand tend lines versus effective duration
for the whole cases. The correlation type between demand and effective duration is

also shown inside parentheses with “po”, “ne” and “no” which stand for “positive”,
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“negative” and “no correlation”, respectively. It is assumed herein that, R* <2%
shows no correlation between demand and duration. The demand-duration plots
related to the whole cases are shown in Appendix C (three sites with different site

amplification and forward directivity models as well as six ESDOFs).

Table 4.5. R? percentages and correlation type of demand vs. effective duration tend

lines for Site 1 using generic site amplification

RF1A RF2B RF2C MUIA MU2B MU3C

PGA,=0.12 g | 7.69 (po) | 0.09 (no) | 0.26 (no) | 3.06 (ne) | 5.35 (po) | 0.01 (no)

PGA,=0.14 g | 0.45 (no) | 6.31 (ne) | 9.34 (ne) 1.84 (no) | 0.87 (no) 4.9 (ne)

PGA,=0.39 g | 12.4 (ne) | 0.27 (no) | 19.05 (po) | 1.28 (no) | 0.22 (no) | 21.79 (po)

PGA,=0.47 g | 3.16 (po) | 37.1 (ne) | 26.34 (ne) | 6.49 (ne) | 13.12 (po) | 3.54 (po)

PGA.=0.67 g | 2.73 (ne) | 8.22 (ne) | 1.39 (no) | 23.27 (po) | 31.86 (po) | 1.43 (no)

PGAL=0.79 g | 8.87 (ne) | 0.45 (no) | 0.38 (no) | 6.31 (ne) | 2.51 (ne) | 13.58 (po)

Table 4.6. R? percentages and correlation type of demand vs. effective duration trend

lines for Site 1 using theoretical site amplification

RF1A RF2B RF2C MUIA MU2B MU3C

PGA,=0.14 g | 62.33 (po) | 19.22 (po) | 16.92 (po) | 14.24 (ne) | 1.85 (no) | 7.46 (po)

PGA,=0.17 g | 0.66 (no) | 4.66 (po) | 7.78 (ne) | 3.09 (ne) | 23.62 (po) | 3.31 (po)

PGA,=042¢g | 0.71 (no) | 0.04 (no) 4.5 (po) 40.9 (ne) | 13.14 (po) | 12.44 (po)

PGA,=0.48 g | 17.62 (po) | 10.46 (ne) | 6.4 (po) 2.52 (ne) | 69.46 (po) | 39.12 (po)

PGA,=0.67 g | 16.41 (ne) | 33.18 (ne) | 7.21 (ne) 1.5 (no) | 17.37 (po) | 26.19 (ne)

PGA,=0.82 g | 0.56 (no) | 4.58 (po) | 55.06 (po) | 4.04 (ne) | 30.92 (po) | 14.09 (po)
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Table 4.7. R? percentages and correlation type of demand vs. effective duration trend

lines for Site 2 without near-field forward directivity

RFIA RF2B RF2C MUIA MU2B MU3C
PGA,=0.1g | 3.95 (po) | 18.11 (po) | 12.89 (po) | 39.8 (po) | 12.25 (ne) | 1.42 (no)
PGA,=0.12 g | 1.98 (no) | 11.84 (po) | 11.86 (po) | 0.48 (no) | 43.53 (ne) | 1.02 (no)
PGA,=0.23 g | 0.51 (no) | 0.62 (no) | 15.57 (ne) | 3.63 (po) | 0.87 (no) | 8.23 (po)
PGA,=0.27 g | 0.47 (no) | 8.37 (ne) | 43.62(ne) | 1.4 (no) | 0.12 (no) | 19.38 (po)
PGA,=0.35g | 3.73 (po) | 18.52 (ne) | 0.57 (no) | 76.22 (ne) | 0.51 (no) | 5.13 (po)
PGA=042¢g | 1.1 (no) | 0.27 (no) | 1.97 (no) | 4.49 (ne) | 0.59 (no) | 56.59 (po)
PGA,=0.63 g | 8.73 (ne) | 28.15 (ne) | 23.14 (ne) | 40.89 (po) | 37.53 (ne) | 9.51 (po)
PGA,=0.78 g | 7.7 (po) | 0.02 (no) | 25.31 (po) | 77.59 (po) | 74.73 (po) | 0.07 (no)

Table 4.8. R? percentages and correlation type of demand vs. effective duration trend

lines for Site 2 with near-field forward directivity

RF1A RF2B RF2C MU1A | MU2B MU3C
PGA,=0.1¢g 3.95 (po) | 1.81 (no) | 12.8 (po) | 39.8 (po) | 12.2 (ne) | 1.4 (no)
PGAL=0.12 g 1.98 (no) | 1.18 (no) | 11.8 (po) | 0.4 (no) | 43.5 (ne) 1 (no)
PGAL=0.23 g 0.51 (no) | 0.6 (no) | 15.5 (ne) | 3.6 (po) | 0.8 (no) | 8.2 (po)
PGA,=0.27 g 0.47 (no) | 8.3 (ne) | 43.6(ne) | 1.4 (no) | 0.1 (no) | 19.3 (po)
PGA,=0.34 ¢ 50.97 (po) 1 (no) 0.2 (mo) | 0.9 (no) | 2.6 (ne) | 2.6 (po)
PGA,=04 ¢ 37.31 (ne) 6 (po) 2.1 (po) | 17.9 (ne) | 7.6 (ne) | 35.8 (po)
PGA,=0.56 g 4.82(e) | 4.2 (ne) | 5.2 (ne) 22 (ne) | 3.1(po) | 0.6 (no)
PGAL=0.68 g 3.79 (ne) 0 (no) 7.5 (ne) | 37.3 (po) | 2.2 (ne) 0 (no)
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Table 4.9. R? percentages and correlation type of demand vs. effective duration trend

lines for Site 3 using generic site amplification

RF1A RF2B RF2C MUIA MU2B MU3C

PGA,=0.09 g 0 (no) 0.67 (no) | 0.67 (mo) | 0.28 (no) | 1.82 (no) | 5.67 (ne)

PGA,=0.1g | 0.04 (no) | 4.41 (po) | 4.36 (po) | 12.15 (po) | 18.8 (po) | 8.79 (ne)

PGAL=0.22 g | 9.86 (po) | 0.26 (no) 0 (no) 2.59 (po) | 1.93 (no) 6.3 (po)

PGA,=0.27 ¢ | 33.02 (po) | 16.74 (ne) | 0.11 (no) | 2.67 (po) | 12.98 (po) | 73.32 (po)

PGA,=0.32g | 422 (po) | 1.25(no) | 1.59 (no) | 12.1 (ne) | 0.02 (no) | 10.29 (po)

PGAL=0.36 g | 13.65 (po) | 13.75 (ne) | 0.35 (no) | 0.63 (no) | 21.94 (po) | 43.82 (po)

PGA,=0.5g | 33.21 (ne) | 0.05 (no) | 2.57 (po) 9.3 (po) | 13.03 (po) | 0.12 (no)

PGA,=0.62 g | 10.76 (ne) | 9.77 (po) | 39.66 (po) | 12.63 (ne) | 3.76 (po) | 9.45 (po)

Table 4.10. R? percentages and correlation type of demand vs. effective duration

trend lines for Site 3 using theoretical site amplification

RF1A RF2B RF2C MUIA MU2B MU3C

PGA,=0.09 g | 27.23 (po) | 55.96 (ne) | 55.96 (ne) | 3.76 (po) | 12.1 (ne) | 8.28 (po)

PGA,=0.11¢ | 6.48 (po) | 0.1 (no) | 0.13 (no) | 27.09 (po) | 1.77 (no) | 82.07 (po)

PGA,=0.24 ¢ | 5.08 (po) | 31.91 (ne) | 40.49 (ne) | 0.22 (no) | 35.21 (po) | 67.98 (po)

PGA,=0.28 g | 0.72 (no) | 2.49 (ne) | 0.13 (no) | 10.99 (ne) | 21.84 (ne) | 42.37 (po)

PGA,=0.34 g | 46.91 (ne) | 43.6 (ne) | 24.73 (ne) 46 (ne) 21.36 (ne) | 24.85 (po)

PGA,=0.38 g | 0.63 (no) | 5.35(ne) | 0.13(no) | 199 (ne) | 0.01 (no) | 25.6 (po)

PGA,=0.5g | 1.88 (no) | 10.79 (ne) | 13.74 (po) | 0.2 (no) 3.86 (po) | 28.61 (po)

PGAL=0.59 g | 19.04 (po) | 13.94 (po) | 28.23 (po) | 0.99 (no) | 36.33 (po) | 2.06 (po)
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Statistical overview of Tables 4.5-4.10 shows positive correlation between demand
and effective duration for 40% of the cases. 33% and 27% of the scatters display no
and negative correlation, respectively. It means that the ground motions with long
duration are likely to cause more damage to structures than the ones with short

duration even if their PGAs are similar.

It is also observed from Tables 4.5-4.10 that, most of the positive demand-duration
correlations are related to MU3C, MU2B and RF2C (62%). Among the whole
positive correlation cases, the percentages regarding MU3C, MU2B and RF2C are
29%, 17% and 16%, respectively. The reason is clearly severe degradation
characteristics of these three models. Therefore ground motion effective duration is
observed to have a more destructive effect on the structures with severe degradation

of strength and stiffness.

The impact of effective duration on displacement demands of ESDOFs within PGA
bins is also examined for each site separately. 40% of the demand-duration scatters
of Site 1 have positive correlation. This percentage is 35% and 44% regarding Site 2
and Site 3, respectively. Among the demand-duration scatters of Site 1 with positive
correlation, 70% of the cases are related to the structural models with severe
degradation characteristics. This percentage is 50% and 61% regarding Site 2 and
Site 3, respectively. These statistics highlight the significance of effective duration
impact on displacement demands of ESDOFs with severe degradation characteristics
at sites with short distance to NAFZ. It means that, the near-field pulses which are
introduced by finite-fault ground motion simulation techniques amplify the effect of

duration on structures with high deterioration.

4.4.3 The impact of Effective Duration on Displacement Demands Resulted

from Some Ground Motions with Similar PGAs

The impact of effective duration on displacement demand is evident in some
demand-PGA scatters. This is observed in terms of considerable difference in
structural demands from ground motions with similar PGAs. Figure 4.16 exhibits

some examples about this observation.
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Figure 4.16. Ground motions with similar PGAs and considerably different demands

which are shown inside elliptic (Site 1 using generic site amplification adapted from

Figure 4.3)

Two ground motions are studied in detail for each ESDOF model used in Figure 4.16

in Tables 4.11-4.13 as examples. In all cases, one of the ground motions leads to less

demand whereas the other one causes significantly more demand. The third row in

Tables 4.11-4.13 is the ratio of the ground motion with more demand to the one with

less demand in terms of magnitude, distance, duration and resulted displacement

demand. Figures 4.17-4.19 exhibit Tables 4.11-4.13 in graphical form.

Table 4.11. Two ground motions as examples which are shown inside elliptic in

Figure 4.16 regarding building sub-class RF2C

GM ID Mag | Rup (km) | PGA (g) | Effective Duration (s) | Max. Disp.(m)
S1G475_13 | 7.20 | 12.16 0.67 10.07 0.11
S1G475_07 | 7.88 | 11.93 0.68 26.07 0.54

Ratio 1.09 0.98 1.02 2.59 5.04
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Table 4.12

. Two ground motions as examples which are shown inside elliptic in

Figure 4.16 regarding building sub-class MU2B

GM ID Mag | Rup (km) | PGA (g) | Effective Duration (s) | Max. Disp.(m)
S1G225_11 | 7.31 | 20.53 0.46 13.06 0.004
S1G225_06 | 7.69 | 17.11 0.45 18.98 0.085

Ratio 1.05 0.83 0.99 1.45 19.47
Table 4.13. Two ground motions as examples which are shown inside elliptic in
Figure 4.16 regarding building sub-class MU3C

GMID | Mag | Rup (km) | PGA (g) | Effective Duration (s) | Max. Disp.(m)
S1G75_02 | 595 | 14.45 0.13 3.06 0.002
S1G75_20| 6.72 | 29.88 0.13 7.66 0.03

Ratio 1.13 2.07 1.01 2.51 11.68

0.8
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—S81G475 07

Time (s)

Displacement (m)

Time (s)

—S51G475_07

Figure 4.17. Ground acceleration and displacement demand related to Table 4.11
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Figure 4.18. Ground acceleration and displacement demand related to Table 4.12
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Figure 4.19. Ground acceleration and displacement demand related to Table 4.13

According to Table 4.11 and Figure 4.17, displacement demand resulted from GM
07 is 5.04 times that from GM 13 although PGAs are the same (Ratio=1.02).
Effective duration plays an important role to cause this considerable difference in
displacement demands with the ratio of 2.59. According to the results of Table 4.12
and Figure 4.18, GM 06 produces displacement demand, which is 19.47 times the
one produced by GM 11 although PGAs are the same (Ratio=1.02). Effective
duration is relatively effective with the ratio of 1.45 herein. Comparing GM 20 with
GM 02 in Table 4.13 and Figure 4.19 indicates that, effective duration with the ratio

of 2.59 is quite effective to cause this considerable demand ratio (11.68).

These unexpected observations are evident for RF2C, MU2B and MU3C according
to Figures 4.3-4.8. Tables 4.11-4.13 and Figure 4.17-4.19 indicate that, effective

duration is an effective parameter for these three ESDOFs. The reason is again high
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degradation characteristics of these three models. They are exposed to effective
duration more than other models as mentioned previously. These unexpected
observations in Figures 4.3-4.8 (i.e. remarkable difference between displacement
demands resulted from the ground motions with similar PGAs) are more evident for

Site 1 than Site 2 and 3 due to short distance to NAFZ and soft soil conditions.

Another important observation in Figures 4.17-4.19 is the large residual
displacement regarding ground motions resulting in higher demands. Such large
residual displacement generally means severe damage to structures or even collapse.
According to Figure 4.16, these unexpected observations occur in 475-year (low
hazard rate), 225-year (intermediate hazard rate) and 75-year (high hazard rate)
regarding RF2C, MU2B and MU3C, respectively. In other words, these unexpected
observations exist in the most critical hazard levels of each ESDOF which may be
close to the collapse state of the structure. Due to the arguments above, the
displacement demands of RF2C, MU2B and MU3C related to Site 1 do not fit the

bilinear regression models in an agreeable manner, as mentioned previously.

4.5 The Effect of Seismic Parameters (Other than Effective Duration) on
Displacement Demands Resulted from Some Ground Motions with Similar
PGAs

The effects of seismic parameters other than effective duration on displacement
demands resulted from the same ground motions as the ones in Section 4.4.3 are
studied in this section. The parameters which are effective in addition to duration, are
PGV, PSa (Ti) and spectrum intensity (SI). PSa (Ti) is spectral acceleration at
fundamental period of the considered ESDOF. Spectrum intensity (SI) is defined as
the integral of pseudo-velocity spectrum from T=0.1 s to T=2.5 s (Housner, 1963).
This parameter shows the energy content of the ground motion and is defined as
follows:

T=25

SI= [PSv(T)dT 4.9)

T20.1
Tables 4.14-4.16 show the same ground motions as the ones in Section 4.4.3 along
with their PGV, PSa (T1) and SI. The third row in Tables 4.14-4.16 is the ratio of the

ground motion with more demand to the one with less demand in terms of PSa (T)),
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PGV, SI and resulted displacement demand. Figures 4.20-4.22 exhibit Tables 4.14-
4.16 in the graphical form.

Table 4.14. Two ground motions as examples which are shown inside elliptic in

Figure 4.16 regarding building sub-class RF2C

GM ID PGV (cm/s) | SI(cm) | PSa (T=0.7 s) (g) | Max. Disp.(m)

S1G475_13 58.97 240.78 0.80 0.11
S1G475_07 78.11 267.27 1.16 0.54
Ratio 1.32 I.11 1.45 5.04

Table 4.15. Two ground motions as examples which are shown inside elliptic in

Figure 4.16 regarding building sub-class MU2B

GM ID PGV (cm/s) | SI (cm) | PSa (T=0.115 s) (g) | Max. Disp.(m)

S1G225_11 61.76 150.98 0.69 0.004
S1G225_06 58.99 138.38 1.20 0.085
Ratio 0.96 0.92 1.73 19.47
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Table 4.16. Two ground motions as examples which are shown inside elliptic in

Figure 4.16 regarding building sub-class MU3C

GMID | PGV (cm/s) | SI(cm) | PSa (T=0.173 s) (g) | Max. Disp.(m)
S1G75_02 14.14 41.69 0.28 0.002
S1G75_20 12.30 46.87 0.31 0.03

Ratio 0.87 1.12 1.12 11.68
o [ —

Veloeily (omis)

0 03 1 15 2
T (s) Time (s)

Figure 4.20. Pseudo-acceleration spectrum and ground velocity related to Table 4.14

(dashed grey line shows the fundamental period of RF2C)

—51G225_06
| —581G225_11

Velocity (emis)

T(s) Time (s)

Figure 4.21. Pseudo-acceleration spectrum and ground velocity related to Table 4.15

(dashed grey line shows the fundamental period of MU2B)
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Figure 4.22. Pseudo-acceleration spectrum and ground velocity related to Table 4.16

(dashed grey line shows the fundamental period of MU3C)

According to Table 4.14, displacement demand resulted from GM 07 is 5.04 times
that from GM 13 although PGAs are the same (Ratio=1.02). PSa is important herein
with the ratio of 1.45. PGV and SI are slightly important with the ratios of 1.32 and
1.11, respectively. Table 4.15 shows that, the ratios related to SI and PGV of these
ground motions are close to unity (The ratios are 0.92 and 0.96, respectively).
However, PSa seems to be effective with the ratio of 1.73. Comparing GM 20 with
GM 02 in Table 4.16 indicates that, PSa and SI are slightly important related to this
case (the ratio is 1.12 for both).

Tables 4.14-4.16 as well as Figures 4.20-4.22 indicate that, PSa (T) is the effective
parameter for all three ESDOFs. PGV is only important for RF2C because this
parameter is related to medium-to-long-period intensity. SI is effective regarding
RF2C and MU3C. Because these two models have fundamental periods much longer
than T=0.1 s, that becomes more critical for SI. As the structural models under study
in this section are the weakest ones, their fundamental period may increase
(elongate) so that SI and PGV may become more important for their seismic
response. As it was mentioned previously, Site 1 is more exposed to this observation
than the other two sites. The reason may be also soft soil of this site which have
larger fundamental period than stiff ones. Therefore the importance of SI and PGV
becomes more apparent. This section puts forward the effects of PGV, SI and PSa
(T1) on structural demands resulted from the ground motions with similar PGAs but

these effects are not as remarkable as effective duration.
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4.6 ESDOF Response Statistics with Structural Variability

In Section 4.3, mean values of T, u and n are used to model ESDOFs. As it was
mentioned previously, these three parameters are random variables with mean and
standard deviation since they affect the fragility functions more than other
parameters. In this section, the probabilistic distributions of these parameters are
taken into account for modeling ESDOFs using Latin Hypercube Sampling (LHS)
method. Then displacement demand variations with respect to PGA are re-exhibited

after considering structural variability.
4.6.1 Latin Hypercube Sampling Methodology

Latin Hypercube Sampling method is adopted in this section to sample the random
variables. LHS methodology is developed by McKay et al. (1979) and is preferred by
several authors (Ayyub and Lai, 1989; Erberik, 2008a; Askan, 2015). This approach
is based on capturing the whole probabilistic distribution in a constrained manner
with a smaller sample size when compared to the Monte Carlo Method. Another
advantage of this approach is that it can sample multiple random variables, which is
required in this study. If it is assumed that there are K random variables denoted by
Xk, then the whole range of Xi is divided into N portions with equal marginal
probabilities of 1/N. Therefore, cumulative probability of n" (n=1, 2, ..., N) portion

is obtained as follows:

n—1

N ) (4.10)

1
P=(—)U_+
! (N) nH

where U, is a random number between O and 1. After calculating P, through

Equation 4.10, the final sample is obtained using inverse cumulative distribution

function (F™).
X.,=F'(P), k=12,..Kandn=12,...N (4.11)

where X, is sample input for n™ portion and k™ random variable. This process is

repeated for K random variables so there is a matrix of samples with dimension of

KxN.

114



4.6.2 Demand Predictive Equations

In this section, 20 samples are derived using LHS which represent the probabilistic
distribution of T, u and n. The time history analyses of Section 4.3 are repeated for
20 models regarding each ESDOF group. Response statistics of ESDOFs are shown
in Figures 4.23-4.28 as well as demand prediction equations. The scatters and
prediction equations related to Section 4.3 (without structural variability) are also
exhibited in grey. Bilinear predictive models are preferred for the ESDOFs with

bilinear models in Section 4.3.
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Figure 4.23. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 1 using generic site amplification
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Figure 4.24. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 1 using theoretical site amplification

117




[ ; * 0 ‘ : 0
3 25 3 25
e g
; %
s =
= y=12227x -2.285 y=1.0473x - 1.6247
R?=0.4756 2=0.5971
8 6
In (PGA (g) In (PGA (g)
RF2C MU1A
R%,;,=0.65 - : , ,
3 25 2
g3 25 z y=15315x - 5.6656
p p R?=0221
g | |2
= ®y =2.5367x +0.0117 =
- y=26471x-00831 | y = 1.0495x - 6.8625
y=12743x - 1.1245 6 = i e 1
In (PGA (2)) In (PGA (g))
MU3C
2 p—
, , . L el . i
3 3 25 2
a | = =4.5138x + 3.9963 §-2 -
é— | £ = y=06984x - 15196 |
5 é . y=-0.5632x - 2.1166 g |
e = o
= & 8

y=1.7547x -3.5774
y = 1.1356x - 4.8152

In (PGA (g))

Y =2.7025x + 0.2496
In (PGA ()

Figure 4.25. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 2 without near-field forward directivity
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Figure 4.26. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 2 with near-field forward directivity
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Figure 4.27. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 3 using generic site amplification
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Figure 4.28. Variation of maximum displacement demand with respect to PGA and

the predictive regression models for Site 3 using theoretical site amplification

Figures 4.23-4.28 indicate that, the median demands remain almost unchanged after
considering structural variability for building sub-classes RFIA and RF2B.
However, there is significant increase in median demands after considering structural
variability regarding the building sub-class MU1A. Because the periods longer than
mean period which cause larger displacement demands, are associated with larger
spectral accelerations compared to the periods shorter than mean period regarding
MUI1A sub-class.

Considering structural variability generally reduces the median displacement

demands of MU2B for larger PGAs regarding the whole sites. It generally reduces
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the median displacement demands of MU3C for smaller PGAs regarding Site 1 and
for larger PGAs regarding Site 2 and Site 3. The previous discussion regarding
MUIA is not valid for MU2B and MU3C due to the period of T=0.2 seconds after
which the spectral accelerations begin to decrease.

The slopes of two lines of the bilinear predictive models are similar to each other in
the case of structural variability contrary to those of predictive models without
structural variability especially for MU3C and MU2B. In other words, bilinear
predictive models of ESDOFs with structural variability are close to linear especially
for MU3C and MU2B, most probably due to large number of data while considering
structural variability.

Figures 4.23-4.28 show median regression models, however, dispersion of regression
models is not present in the figures. Dispersion of predictive model is defined as

logarithmic uncertainty (B, ) related to predicted demand given intensity measure,

which is computed through the following equation according to Wen et al. (2004)
and Hueste and Bai (2007):

N\ 12
By = J tn1 4 2010 - I @.12)
n —_—

In this equation, D, is the observed displacement demand, D is the median demand

S
which is estimated from regression analyses and n is the sample size. Tables 4.17 and
4.18 represent B,,,, values regarding regression models, without and with structural

variability, respectively. Dispersions are calculated for each line separately,

regarding bilinear models.
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Table 4.17. Logarithmic uncertainty (Bp/m) regarding regression models, without

structural variability (Section 4.3)

RF1A | RF2B RF2C MUIA | MU2B MU3C

Site 1/Generic 0.23 | 0.21 | 0.18,0.51 0.1 0.56,0.80 | 0.63,0.33

Site 1/Theoretical 025 | 0.21 0.41 0.1 0.77 0.69,0.3

Site 2/Without near-field | 0.20 | 0.23 | 0.21,0.64 | 0.08 | 0.20,0.82 | 0.63,0.43

Site 2/With near-field 0.21 | 0.19 | 0.20,0.60 | 0.08 | 0.18,0.83 | 0.62,0.45

Site 3/Generic 0.23 | 0.19 0.26 0.12 | 0.19,0.70 | 0.41,0.36

Site 3/Theoretical 022 | 023 | 0.23,0.51 | 0.07 | 0.19,0.75 | 0.47,0.35

Table 4.18. Logarithmic uncertainty (Bp/m) regarding regression models, with

structural variability

RF1A | RF2B | RF2C | MUIA | MU2B MU3C

Site 1/Generic 0.70 | 0.50 | 0.60,0.63 | 1.27 | 1.24,1.30 | 1.21,0.47

Site 1/Theoretical 0.74 | 0.51 0.54 1.27 1.26 1.27,0.43

Site 2/Without near-field | 0.72 | 0.52 | 0.62,0.70 | 1.22 | 1.16,1.38 | 1.19,0.47

Site 2/With near-field 0.71 | 0.63 | 0.56,0.74 | 1.23 | 1.15,1.38 | 1.19,0.49

Site 3/Generic 0.67 | 0.48 0.62 1.15 | 1.02,1.33 | 1.15,0.51

Site 3/Theoretical 0.75 | 057 |0.61,0.72 | 1.16 1.1,1.38 | 1.21,0.52

According to Tables 4.17 and 4.18, taking structural variability into account
considerably increases dispersion values. This observation is expected because

number of data (n in Equation 4.12) is increased to a great extent. This increase in
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dispersions is regarded as a shortcoming of structural variability because R?’s of

predictive demand models of ESDOFs with structural variability are quite small.

However, taking structural variability into account has the advantage of considering

the whole range of the most effective structural parameters. The dispersions of

demand prediction equations specify the shape of fragility functions in Chapter 5.

4.7 Main Findings of Chapter 4

In this chapter, displacement demand prediction equations are developed for

different ESDOF models with and without structural variability and different sites.

The following observations are made in this chapter:

The structures with high degradation characteristics (i.e. RF2C, MU2B and
MU3C) require bilinear regression models in most of the cases.

Residual analyses with respect to PGA, magnitude and distance show that the
regression models are adequate in terms of PGA. Thus, it is decided that there
is no need to add magnitude and distance to the predictive model.

Residual analyses with respect to effective duration indicate that, there is no
need to insert this parameter into the predictive model.

Ground motion effective duration is shown to affect the displacement
demands within PGA bins of the structures with high degradation
characteristics more than those of the other structures. This impact is more
obvious at near-field sites (Site 1 and 3).

Effective duration affects different displacement demands of ground motions
with similar PGAs regarding the structures with high degradation
characteristics. This unexpected observation is obvious for Site 1 more than
the other two sites due to the critical situation of this site.

PGA, SI and PSa (Ti) are shown to affect displacement demands resulted
from some ground motions with similar PGAs regarding the structures with
high degradation characteristics. However, the effect of these parameters is
observed to be less than effective duration for the ground motions under
study.

Structural variability increases the median demands of MU1A. However, it

reduces the median demands of MU3C and MU2B for specific PGA ranges.
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The median demands of RF1A and RF2B do not change so much after
considering structural variability.
The dispersions of demand prediction equations which specify the shape of

fragility curves, are amplified when structural variability is considered.

This chapter has the following contributions:

The demand prediction equations make fragility calculations (as presented in
Chapter 5) significantly more practical.

The effect of seismic parameters such as duration on structural demands is
inspected via demand-PGA scatters along with demand predictive models in
a straightforward manner.

Ground motion simulation used in this dissertation facilitates the
investigation of ground motion duration effect on seismic demand of
structures. The regional characteristics of the duration effect could be

inspected as well.
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CHAPTER 5

SENSITIVITY ANALYSIS OF FRAGILITY FUNCTIONS

5.1 Introduction

In this chapter, the demand predictive models of ESDOFs, which were obtained in
Chapter 4, are used to calculate fragility functions. Reliability formulation is applied
to compute fragility functions based on median and dispersion properties of
displacement demand. The effects of site conditions, forward directivity pulse model,
alternative site amplification functions and structural variability on fragility curves
are inspected in Sections 5.3, 5.4, 5.5 and 5.6, respectively. The main goal of this
chapter is to observe the sensitivity of fragility curves to some regional seismological
parameters related to the proposed regional hazard assessment. In Section 5.7,
discontinuous fragility curves due to bilinear demand regression models are modified
into continuous curves. In section 5.8, structural damage is estimated using fragility
functions for two different ground motion scenarios. The sensitivity of estimated

damage to seismological and structural parameters is also quantified in Section 5.8.
5.2 Methodology

Structural fragility is defined as exceedance probability of any damage limit state as
a function of ground motion intensity measure. In this study, the fragility functions
are derived using a well-known reliability formulation as follows (Ang and Tang,

1975):

In(C) — In(D)
VB +Bhy + B

P(LS, | GMIP) =1—®( S.D

where P(LS, |GMIP) is probability of exceeding the i limit state for a given ground

motion intensity parameter (GMIP). @ is the symbol for cumulative standard
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normal distribution. D and By are median displacement demand and
corresponding uncertainty in logarithmic terms, respectively. These two parameters
are estimated from regression analyses in Chapter 4. Parameters C and B. are
median displacement capacity and its dispersion in logarithmic terms for the i™ limit

state, respectively. Values of parameteré are derived from Askan et al. (2015) as
shown in Table 5.1. During the determination of limit state values for mean
displacement capacity, previous studies in the literature have been considered (Akkar
et al., 2005; Erberik, 2008a; Erberik, 2008b; Ay and Erberik, 2008) together with
some engineering judgment. Accordingly, the displacement capacity values for RC
frame models were obtained by assuming 0.2%, 1% and 2% interstory drift values
for each limit state (i.e. LS1, LS2 and LS3), respectively and then converting these
values to spectral displacement for the ESDOF models as given in Table 5.1. For
masonry models, the mean displacement capacity values differ with the number of
stories and the corresponding interstory drift values range between 0.02%-0.05%,

0.1%-0.5% and 0.3%-0.6% for limit states LS1, LS2 and LS3, respectively.
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Table 5.1. Mean values of the displacement limit states for the considered ESDOF
models (Askan et al., 2015)

Building class limit state Mean Sd (cm)
LS1 (low damage) 1.55
RFIA LS2 (intermediate damage) 6.7
LS3 (high damage) 12.4
LS1 (low damage) 2
RF2B LS2 (intermediate damage) 8.1
LS3 (high damage) 15.2
LS1 (low damage) 1.65
RF2C LS2 (intermediate damage) 7.11
LS3 (high damage) 14.3
LS1 (low damage) 0.071
MUIA LS2 (intermediate damage) 0.249
LS3 (high damage) 1.542
LS1 (low damage) 0.141
MU2B LS2 (intermediate damage) 0.368
LS3 (high damage) 1.667
LS1 (low damage) 0.105
MU3C LS2 (intermediate damage) 0.516
LS3 (high damage) 1.875

Bc parameter is assumed from the literature. Wen et al. (2004) stated that the value of
Bc=0.3 is an appropriate measure for limit states which are derived from pushover
analysis. This is also the average of dispersion values which are used by Erberik
(2008a). Besides, Ramamoorthy et al. (2008) used Bc=0.3 during the generation of
fragility curves in their study. Therefore capacity dispersion is assumed to be 0.3 in

this study.

Bm is epistemic portion of uncertainty related to modeling. The most important

source of epistemic uncertainty is the idealization of buildings as ESDOFs. This
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parameter is also obtained from the literature. Wen et al. (2004) compared fragility
curves of RC frames for Bm=0.2, 0.3 and 0.4 and observed no significant difference.
Then they used the value of 0.3 for this parameter. Ellingwood et al. (2007) assumed
Bm=0.2 for fragility calculations. In this study, modeling uncertainty is assumed to be

0.3.

Regarding the bilinear demand prediction equations which were defined in Chapter

4, Equation 5.1 is applied for each line segment separately leading to discontinuous

fragility functions. The main reason of discontinuous fragility curves is different D
and Bp/m values in Equation 5.1 for two line segments regarding bilinear demand
prediction equations. This discontinuity is not tangible from the engineering point of
view hence it is better to fit a continuous fragility curve to discontinuous ones using

a lognormal fitting model.
5.3 The Effect of Site Condition on Fragility Curves

In this section, fragility functions are calculated for three sites, according to the
procedures which were described in the previous section. Generic site amplification
is considered for Site 1 and Site 3 and near-field effect is disregarded for Site 2 in
this section. Predictive demand models of Section 4.3 are applied in this section so
structural variability is disregarded (Figures 4.3, 4.5, 4.7 and Table 4.17). Fragility
curves of Site 1 are regarded as benchmark and fragility curves of other two sites are
compared with them. The main goal of these comparisons is to study the effects of
distance to NAFZ (Site 1 versus Site 2) and site class (Site 1 versus Site 3) on

fragility functions. Figures 5.1 and 5.2 show the aforementioned comparisons.
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Figure 5.1. Fragility curves related to Site 2 (solid line) and Site 1 (dashed line)

Figure 5.1 exhibits that, Site 1 produces larger fragilities than Site 2 for MU2B as

well as the first and the second limit states of MU3C. Because finite-fault model

leads to higher high-frequency motions at close sites due to high stress

concentrations. Assatourians and Atkinson (2007) investigated this point closely and

concluded that high-frequency portion of spectrum is enhanced near high-stress

patches on the fault.

Fragility curves of two sites are approximately coincident for RFIA and RF2B.

Regarding RF2C, fragility of Site 2 becomes more critical especially for the second

and the third limit states. One of the effective parameters herein is ground motion

duration. As it was mentioned in Chapter 3, duration model consists of source and
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distance terms. According to this model, duration becomes longer by increasing
distance. Duration parameter has catastrophic impact on deficient structures more
than other structures, as it was shown in Chapter 4. The fragility functions are
observed to be dependent on site conditions in this study due to different regional

parameters of selected ground motions at different sites.

Fragility curves related to bilinear models (RF2C, MU2B and MU3C) are observed
to be discontinuous. Because there are two different demand models for two line
segments. Although median demand models of two line segments are the same at
intersection point, demand dispersions are different for them. This difference in Bpim
for two line segments leads to jumps in fragility curves. This discontinuity is not
very obvious for MU3C because failure occurs in PGA values less than intersection
point. This means that, the second line segment which has a lower slope, does not

play an important role for this model.

It is notable that, these jumps are not physically reasonable but they appear due to
mathematical reasons as were explained previously. Therefore it is more logical to
fix them in practical situations. Ramamoorthy et al. (2006, 2008) encountered similar
jumps in fragility curves because of developing bilinear predictive demand models.
The authors proposed a lognormal function to obtain a continuous fragility curve.
This lognormal fitting model as well as its applications in fragility functions of this

study are explained in Section 5.7.

Another important observation of Figure 5.1 is related to MU1A. Fragility curves of
LS2 and LS3 are very close to zero for this ESDOF model. This is due to the fact
that mean displacement capacity of MU1A model is very high so LS2 and LS3 are
not excited at all for the given range of PGA. In this model, the probability curves of

LS1 for two sites are approximately coincident.
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Figure 5.2. Fragility curves related to Site 3 (solid line) and Site 1 (dashed line)

The comparison of the fragility curve sets in Figure 5.2 reveals that RF sub-class on

soft soil (Site 1) are more fragile than the ones on stiff soil (Site 3). The difference in

fragilities even becomes more significant for deficient sub-class (i.e. RF2C). This

trend is in accordance with the field observations after major earthquakes in which

most of the deficient RC frame buildings in districts with soft soil condition have

either experienced severe damage or collapse. For masonry buildings, the trend

seems to be different due to the dynamic characteristics of these building sub-classes.

Since masonry buildings are generally rigid structures, it may be expected that they

are influenced when they reside on stiff soil conditions, especially if they have been

constructed in a non-engineered manner.
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5.4 The Effect of Near-Field Forward Directivity on Fragility Curves

In this section, the effect of near-field forward directivity is investigated on the

fragility curves related to Site 2. The predictive demand models of Figure 4.6 are

used to derive fragility functions and they are compared with the ones in Figure 5.1.

Figure 5.3 shows the effect of forward directivity model on fragility curves.
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Figure 5.3. Fragility curves related to Site 2 with (dashed line) and without (solid

line) near-field forward directivity

According to Figure 5.3, structural models are not affected from the analytical pulse

model simulating the forward directivity effect except for RF2C and MU2B. The

impact of forward directivity on these two models can be regarded as minor.
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According to Chapter 3, forward directivity analytical pulse (Mavroeidis and
Papageorgiou, 2003) is applied for ground motions with magnitude larger than My=6
since Equation 3.9, which is used to estimate pulse amplitude, is valid for magnitude
range of 6 to 8. Because there is lack of historical ground motions with pulse-like
behavior and magnitude smaller than 6. Therefore minimum pulse period is 1.25
seconds according to Equation 3.5 which is above the fundamental period range of
ESDOF models in this study. The reason for RF2C and MU2B being affected very
slightly is that, these models have high deterioration characteristics. The reason for
MU3C not being affected is that, this model experiences failure at very low PGA
levels (less than 0.2 g).

In order to verify the above observation, 13 March 1992 Erzincan earthquake, ERC
station recording is simulated with and without forward directivity pulse model. This
ground motion was applied in Chapter 3 to calibrate input pulse parameters. This
ground motion is used for nonlinear time history analyses and displacement demand
history of each ESDOF is plotted with and without near-field effects. Figure 5.4

illustrates these comparisons.
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Figure 5.4. Displacement demand histories of ESDOFs using 13 March 1992

Erzincan, ERC recording with and without near-field forward directivity

Figure 5.4 confirms the observations about fragility curves. Forward directivity
model has an effect on MU2B and RF2C only. Therefore near-field long-period
pulse model in this study, does not influence typical low-rise and mid-rise residential

buildings modeled as ESDOFs in a significant manner.
5.5 The Effect of Site Amplification Functions on Fragility Curves

In this section, fragility functions of Site 1 and 3 are recomputed using theoretical

site amplification. The predictive demand models of Figures 4.4 and 4.8 are taken
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into account in this section. Fragility curves are compared with the ones using

generic site amplification which were shown in Section 5.3. Figures 5.5 and 5.6

illustrate those comparisons regarding Site 1 and 3, respectively.
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Figure 5.5. Fragility curves related to Site 1 using generic (solid line) and theoretical

(dashed line) site amplification function

Figure 5.5 indicates that, theoretical site amplification increases seismic fragility

functions for RC frames, considerably. This increase becomes more apparent for the

second and third limit states of RF2C because of its severe deterioration

characteristics. The effect of theoretical site function on masonry models is not as

considerable as RC frame models, even it decreases fragilities for some limit states.
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The main reason is that, theoretical site amplification has complex behavior and

considerably larger peaks than generic site function for long periods (Figure 3.16).

2 RF1A 12
129 s
| | —1Ls2 1-
3 g
s S0
Zo0s 50
3 z
206 Eos
504 704
Zo2 Zo2
2 5
=0 0 -
02 02
12 -
120 __1a1 MUI1A
1 1 | —1s2
] 3 1S3
Zo0s8 5 o8-
2 2
206 E 06
504 04
= =
202 = 02 -
- 0 = 0 -
ﬁ 02 04 06 02 1
02 02
PGA (9)
12 _iél MU3C
1 ] S mm— e e —— —— - — —
g 3
g 5os8
2 2
,E 206
E 1_?04
Z 202
& =
0 ‘ . . ‘ .
0.2 04 0.6 0.3 1
0.2 PGA (g)

Figure 5.6. Fragility curves related to Site 3 using generic (solid line) and theoretical

(dashed line) site amplification function

The results of Figure 5.6 related to Site 3 are to some extent similar to Figure 5.5 of
Site 1. Considerable and negligible differences between fragility curves are observed
regarding RC frames and masonry models, respectively. Theoretical site
amplification increases seismic fragility functions of RF2C model for Site 3 much
more than Site 1. The difference between theoretical and generic site amplifications

at low frequencies of Site 3 is more than that of Site 1. Besides, the structures with
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high deterioration are affected by detailed site response more than other structural

models.

5.6 The Effect of Structural Variability on Fragility Curves

In Section 4.6, structural variability of each ESDOF model was taken into account

using the LHS method. In this section, predictive demand models of Section 4.6,

Figures 4.23-4.28 and Table 4.18 are used to derive fragility functions. The obtained

fragility curves are compared with the ones related to ESDOF models without

structural variability in Sections 5.3, 5.4 and 5.5. Figures 5.7-5.12 exhibit the impact

of structural variability on fragility curves.
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Figure 5.12. Fragility curves related to Site 3 using theoretical site amplification

without (solid line) and with (dashed line) structural variability

It is observed that, presence of structural variability has a notable impact on seismic
fragility of MU1A model more than the other models. MUTA model that represents
well-designed 1 story masonry buildings with a very short mean period (T=0.06
seconds), a high mean yielding capacity (n=0.86) and a limited mean ductility factor
(u=3.5). For such a rigid structure with small variation in one of the parameters can
cause a drastic change in the displacement response of the model. It is not easy to
predict the change in seismic demand of the model beforehand, but this ESDOF
model becomes more vulnerable to seismic action after considering structural
variability. The fragility functions are generally reduced for larger PGA values after

executing structural variability, regarding MU2B and MU3C. This decrease is more
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obvious for MU2B than MU3C. The effect of structural variability on RC frames is
less evident than masonry buildings due to the previous discussions about MU1A. In
nearly all of the cases, the slopes of the fragility curves seem to be flatter when
compared to their counterparts that have been generated without considering
structural variability. This is expected due to the increase in logarithmic uncertainty
parameter (Bp/m) due to presence of structural variability which is reflected in Tables

4.17 and 4.18.
5.7 Continuous Fragility Functions

As it was mentioned in the previous sections, fragility functions related to bilinear
demand predictive models are discontinuous. The main reason of this discontinuity is
two different dispersions for two line segments which is not reasonable from
engineering point of view. Therefore it is recommended to fit a continuous fragility
function to these separate curves. Ramamoorthy et al. (2006, 2008) proposed a

lognormal function as follows to estimate the continuous fragility curve:

In(PGA) -,

F(PGA) = &( (5.2)

§P)

where F(PGA ) is continuous fragility function. Y, and Yy, are unknown parameters

which are estimated using nonlinear regression analysis by fitting F(PGA)on the
calculated fragility curves. In this study, MATLAB program is used to fit a nonlinear
curve with functional formulation of Equation 5.2 on derived fragility curves from
the previous sections. Figures 5.13-5.18 show original discontinuous fragility
functions as well as fitted continuous fragility curves. Structural variability is

neglected in the following figures.
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Figure 5.13. Continuous fitted fragility curves (dashed line) and discontinuous
original fragility curves (solid line) for Site 1 using generic site amplification

(without structural variability)
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Figure 5.15. Continuous fitted fragility curves (dashed line) and discontinuous

original fragility curves (solid line) for Site 2 without near-field forward directivity

(without structural variability)
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Figure 5.16. Continuous fitted fragility curves (dashed line) and discontinuous

original fragility curves (solid line) for Site 2 with near-field forward directivity

(without structural variability)
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(without structural variability)
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Figure 5.18. Continuous fitted fragility curves (dashed line) and discontinuous

original fragility curves (solid line) for Site 3 using theoretical site amplification

(without structural variability)
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As it is observed from the Figures 5.13-5.18, fitted and original fragility curves for

MU3C are exactly identical as discontinuity occurs after failure for this ESDOF

model. Fitted and original fragility functions for MU2B exhibit minor differences for

Site 2 and Site 3. The slopes of two lines related to the prediction equations of

MU2B are quite different at Site 2 and 3 (Figures 4.5-4.8). Hence two separate

fragility curves do not actually follow an individual lognormal function regarding

this model and these sites. Fitted and original fragility functions for RF2C match

closely especially for LS1 and LS3.

Figures 5.19-5.24 represent fragility functions after considering structural variability.
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Figure 5.19. Continuous fitted fragility curves (dashed line) and discontinuous

original fragility curves (solid line) for Site 1 using generic site amplification (with

structural variability)
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Figure 5.21. Continuous fitted fragility curves (dashed line) and discontinuous
original fragility curves (solid line) for Site 2 without near-field forward directivity

(with structural variability)
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Figure 5.22. Continuous fitted fragility curves (dashed line) and discontinuous

original fragility curves (solid line) for Site 2 with near-field forward directivity

(with structural variability)
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Figure 5.23. Continuous fitted fragility curves (dashed line) and discontinuous

original fragility curves (solid line) for Site 3 using generic site amplification (with

structural variability)
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Figure 5.24. Continuous fitted fragility curves (dashed line) and discontinuous
original fragility curves (solid line) for Site 3 using theoretical site amplification

(with structural variability)

According to Figures 5.19-5.24, MU3C model exhibits an excellent match between
continuous and discontinuous fragility curves similar to the case without structural
variability. The estimated fragility function provides a better fit to the original one
after applying structural variability, regarding MU2B model. Although discontinuous
fragility functions are more accurate, estimated continuous functions are
recommended to be used in practical situations since they are more physically

meaningful.
5.8 Sensitivity of Estimated Damage to Seismological and Structural Parameters

In this section, the sensitivity of fragility curves to different parameters are
quantified for a single ground motion scenario. The main aim of this section is to
express the sensitivity of fragility curves in a more tangible manner. For this
purpose, damage state probabilities are calculated from fragility functions of the
previous sections for None, Light, Moderate and Severe damage states (DSs).

Continuous fragility functions, which were defined in Section 5.7, are applied in this
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section regarding bilinear demand models. Figure 5.25 shows damage state
definitions with respect to fragility curves in this study. Dashed line shows estimated
PGA value related to the ground motion scenario under consideration. Mean damage
ratio (MDR) is then calculated using damage state probabilities according to

Equation 5.3.
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Figure 5.25. Damage state definitions on fragility functions in this study.

MDR = 24: P(DS,).CDR(DS;,) (5.3)

i=1
where P(DS.) is the probability of i damage state which is obtained from the
fragility curves as seen in Figure 5.25. CDR is central damage ratio corresponding to
each damage state. Gurpinar et al. (1978) estimated CDRs as in Table 5.2 based on
expert opinions and the previous studies. The severe and collapse damage states in

Table 5.2 are combined and the mean CDR is used for severe damage state in this

study.
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Table 5.2. CDR values in this study (Adapted from Gurpinar et al., 1978)

Damage State | CDR (%)
None 0

Light 5
Moderate 30
Severe 70
Collapse 100

5.8.1 The Effect of Site Amplification and Forward Directivity Pulse on
Estimated Damage due to 13 March 1992 Erzincan Earthquake

In this sub-section, the simulated ground motions from 13 March 1992 Erzincan
earthquake at Site 1, 2 and 3 are employed. Generic and theoretical site
amplifications are used for Site 1 and Site 3. The ground motion at Site 2 is
simulated with and without near-field forward directivity pulse. The PGA values,
which are obtained from the simulated motions, are applied to estimate damage state
probabilities from fragility functions regarding each ESDOF model (with and
without structural variability). MDR values for each case are then calculated

according to Equation 5.3 and Table 5.2.

Figures 5.26, 5.27 and 5.28 exhibit MDR variations of different cases from a
reference case related to Site 1, Site 2 and Site 3, respectively. In Figures 5.26-5.28,
the abbreviations S1, S2, S3, T, G, wp, wop, w-sv and wo-sv stand for Site 1, Site 2,
Site 3, theoretical site amplification, generic site amplification, with forward
directivity pulse, without forward directivity pulse, with structural variability and

without structural variability.
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Figure 5.26. MDR variation of three cases related to Site 1 from the reference case
which is Site 1 using generic site amplification and without structural variability
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Figure 5.27. MDR variation of three cases related to Site 2 from the reference case,
which is Site 2 without forward directivity pulse and without structural variability

(S2/wop/wo-sv)
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Figure 5.28. MDR variation of three cases related to Site 3 from the reference case,
which is Site 3 using generic site amplification and without structural variability

(S3/G/wo-sv)

Figures 5.26 indicates that, theoretical site amplification increases estimated damage
of the whole ESDOFs. This increase is considerable for RF2C and negligible for
MUIA and MU3C. This observation is also valid after applying structural
variability. It means that, theoretical site amplification is more critical than generic
one for the whole ESDOFs with and without structural variability. Structural
variability leads to larger MDRs for the whole ESDOFs except for MU2B and
MU3C. The observations related to Figure 5.28 of Site 3 are almost similar to Figure
5.26 of Site 1. The most important difference is that, MDR variation of MU2B with
respect to theoretical site amplification and structural variability becomes smaller for

Site 3.

Figure 5.27 shows that MDR variations due to forward directivity pulse are
negligible (less than 1%). Structural variability leads to larger damage ratios for all
of the structural models. The MDR differences of MU2B and MU3C due to

structural variability is more than other ESDOF models.
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5.8.2 The Effect of Site Condition on Estimated Damage due to Ground Motion
Scenario with a Specified PGA

In this sub-section, the effect of site condition (site location and site class) on
estimated damage is examined. In order to eliminate the differences in hazard levels
regarding different sites, a ground motion scenario with a specified PGA(=0.4 g) is
utilized to estimate MDRs. Figures 5.29 shows MDR errors of Site 2 and Site 3 from
Site 1 for the ESDOF models with and without structural variability. MDR error is
acquired from the variation of two MDR values divided by the smallest MDR.
Generic site amplification is taken into account herein and near-field forward

directivity is disregarded for Site 2.

Without structural variability
MU3C g @ Site 3

| Site 2
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Figure 5.29. MDR error of Site 2 and 3 from Site 1 for PGA=0.4 g
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It is obvious from Figure 5.29 that, estimated damage related to Site 1 is smaller than
Site 2 for RC frames and it is larger than Site 3 regarding the whole ESDOF models
except for MU3C without structural variability. Fragility functions in Section 5.3
related to Site 1 and 2, are almost the same regarding RF1A, RF2B and MUIA.
However MDRs of those two sites are different according to Figure 5.29. The reason
for this discrepancy is that, damage ratios of those ESDOF models are so small such
that the variance between MDRs becomes more obvious in terms of error. The
sensitivity of RC frames to site location and site class is more obvious than masonry

buildings according to Figure 5.29.

Structural variability reduces the sensitivity of RF2C and MU2B and it grows the
sensitivity of RF1A to site conditions. The sensitivity of MU1A and RF2B to Site 3
becomes larger after considering structural variability. However the sensitivity of the
aforementioned models to Site 2 is reduced after considering structural variability.
The effect of site conditions on MU3C is negligible for both cases of structural

variability due to failure of this model at this PGA level.
5.9 Main Findings of Chapter 5

The sensitivity of fragility functions to regional seismicity parameters and structural
variability is studied in this chapter. The use of ground motion simulations in this
study helps to investigate the effect of site conditions (site class and site location),
detailed local site response and near-field forward directivity pulse on building

fragility functions in a practical way. The following observations are made:

e Theoretical site amplification produces larger fragility functions for RC
frames especially the one with severe degradation characteristics (i.e. RF2C).
e Near-field forward directivity analytical pulse model does not have a
considerable effect on structural models in this study. The pulse period is
dependent on magnitude according to this pulse model and there are not
adequate historical pulse-like ground motions with magnitude less than 6.
Hence the analytical forward directivity model of Mavroeidis and

Papageorgiou (2003) produces long-period pulse (longer than 1.25 second).
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Following the previous observation, it is believed that the ESDOF
approximation in this study also leads to the insensitivity to the pulses with
longer periods. In case of MDOF modeling, structural models with similar
fundamental periods could behave differently under the same pulse.

The fragility functions of Site 1 are larger than Site 3 mostly for RC frames
(longer periods) and they are larger than Site 2 mostly for masonry buildings
(shorter periods), regarding ESDOFs without structural variability. The main
reason for dependency of fragility curves to site conditions in this study is the
regional properties of simulated ground motions which are selected at
different sites.

The effect of structural variability on fragility functions is more evident for
masonry buildings especially MU1A than RC frames due to short period,
high yielding capacity and limited ductility of masonry models.

The proposed continuous fragility curves provide an agreeable fit to
discontinuous curves regarding bilinear demand predictive models.

In order to realize the sensitivity of fragility functions in a quantified manner,
mean damage ratios resulted from ground motion scenarios are compared for
different cases. Results show the extent of sensitivity of fragility curves to the

studied seismological and structural parameters.
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CHAPTER 6

CONCLUSIONS, CONTRIBUTIONS AND FUTURE WORK

6.1 Summary

In this dissertation, a novel approach is proposed to estimate regional seismic hazard
using simulated ground motions. Instead of using ground motion prediction
equations, stochastic simulation methodologies are applied to calculate ground
motion amplitudes. These approaches consider ground motion randomness in
calculations and produce agreeable results for high-frequency region (higher than 1
Hertz). Additionally, they do not necessitate detailed velocity models which are

essential for alternative techniques and do not exist for most regions in Turkey.

Point-source simulation methodology is used for areal seismic zones while finite-
fault model based on dynamic corner frequency is implemented for fault zones. The
input simulation parameters which involve geometric spreading, quality factor, high
frequency decay factor and ground motion duration are taken from the literature.
Stress drop and fault dimensions of finite-fault simulation method are derived from
empirical relationships. The only parameter which is calibrated in this study is stress

drop of point-source simulation.

Erzincan region in eastern Turkey is selected as the case study area. Three sites are
selected in this region according to their different distances from NAFZ, different
soil conditions and different rupture directivity characteristics. Monte Carlo
simulation methodology is applied to achieve the temporal and spatial distribution of
events within the boundaries of seismic zones. Moment magnitude of each event is
attained using Gutenberg-Richter recurrence model. The seismic hazard results
obtained at three sites are compared to those from traditional PSHA to see the

differences in between. The variance of simulated ground motion amplitudes from
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the corresponding median values of GMPE are plotted against simulated ground
motion amplitudes. These variance scatter plots are useful to figure out the
discrepancies between two seismic hazard approaches. The effect of near-field
forward directivity analytical pulse is investigated on seismic hazard functions of
Site 2. Two alternative site amplification functions are inspected in this study:
generic site amplification and theoretical site amplification. The hazard functions
resulting from the theoretical transfer function with and without soil nonlinearity are

compared to those of generic site amplification for Site 1 and Site 3.

Next, the ground motion time histories are selected according to the proposed UHS
with different site amplification and forward directivity models. 20 ground motions
are selected correspondingly for each return period of 2475, 475, 225 and 75 years.
The ground motions are selected from the simulated ground motion database which
is used to construct UHS. The selected ground motions have minimum deviation

from the target spectrum (UHS), thus they provide an agreeable match.

The results of the proposed seismic hazard methodology can be useful for regional
seismic damage and loss estimations. This point is inspected in this thesis through
parametric analyses where the sensitivity of seismic fragility functions to site
conditions, near-field forward directivity and site amplification functions are
investigated. In order to generate building fragility functions, the selected ground
motions are used to conduct nonlinear time history analyses of certain residential
building types in Erzincan. These typical residential building types in Erzincan have
been idealized as equivalent single degree of freedom systems. Maximum
displacement demands resulting from time history analyses of these ESDOFs are

shown as a function of earthquake intensity, which is PGA, in this dissertation.

Two alternative approaches are followed in seismic fragility analyses by using the
selected ESDOF models. In the first approach, ESDOF models with mean values of
period (T), yielding strength ratio () and ductility ratio (u) are considered (i.e.
structural variability is disregarded). In the second approach, the probabilistic
distributions of those structural parameters are obtained by using the Latin
Hypercube Sampling (LHS) method (i.e. structural variability is regarded). Then,
demand prediction equations are developed for each ESDOF with and without

structural variability; for each site with different site amplifications; as well as near-
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field forward directivity models. Standard least square regression methodology is
applied to calculate the regression coefficients and uncertainties. Some of these
predictive models are linear while some others are bilinear in log-log scale. The
residual plots of regression models with respect to PGA, magnitude, distance and

duration are investigated as well.

Fragility functions of ESDOF models with and without structural variability are
constructed for three sites with different site amplification and near-field forward
directivity models. Fragility functions of structural models with bilinear trend are not
continuous due to difference in dispersions of two linear segments. In order to fix
this discontinuity, a lognormal nonlinear curve is fitted on discontinuous fragility

curves to be used in practical situations.

In order to quantify the sensitivity of fragility curves to seismic and structural
parameters, mean damage ratios (MDRs) of the ESDOFs (with and without structural
variability) are calculated for a ground motion scenario. 13 March 1992 Erzincan
earthquake is utilized to study the effect of site amplification models, near-field
forward directivity pulse and structural variability on the calculated MDRs for each
site. In order to compare MDR values between sites, a second scenario with a fixed

PGA=0.4 g is taken into consideration.
6.2 Conclusions
The main observations of this dissertation are as follows:

e (lassical PSHA generally yields larger spectral ordinates as compared to the
proposed study due to the wide aleatory variability involved. This wide
aleatory variability arises from the large sigma values in GMPEs and wide
range of standard deviations in PSHA.

¢ Regarding the site in the close vicinity of NAFZ and located on soft soil, the
proposed study yields slightly larger response spectra for low annual
exceedance rates (2% and 10% exceedance probability in 50 years) and for
periods less than 0.5 second due to major events. It is well known that the
attenuation (ground motion prediction) models are not effective in predicting

the major events at short source-to-site distances due to the inherent lack of
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those data. Besides, in the proposed study, the finite-fault simulation yields
enhanced high-frequency ground motions at close distances.

After implementing the forward directivity pulse model, spectral ordinates
related to return periods of 2475 and 475 years for natural periods of larger
than 1 second are amplified. The contribution of high duration ground
motions decreases considerably especially for 2475 years, regarding the
aforementioned natural periods and return periods.

Theoretical site amplification without soil nonlinearity (small input rock
motion) is observed to increase the ground motion amplitudes for larger
periods as compared to generic site amplification.

As observed in soft soil, the spectral ordinates of the proposed UHS with
475-year return period are larger than those of design spectrum.

The spectral ordinates of the proposed UHS with 475-year return period and
the ones of design spectrum are almost consistent at site with stiff soil. This
observation and the previous one highlight the significance of site
amplification in seismic design strategies.

Theoretical site amplification with soil nonlinearity (large input rock motion)
remarkably underestimates ground motion amplitudes for smaller periods.
The underestimation is more considerable for soft soil than stiff soil.

The selected ground motions with respect to the proposed UHS provide an
agreeable match to target spectrum. This point is proved by calculating root
mean square error (RMSE) of the median ground motions with respect to the
proposed UHS (target spectrum). In most of the cases, RMSEs are shown to
be less than or equal to 0.05. Hence, scaling is not required in this study.
Among the ESDOF models that represent common building sub-classes in
the region, structural types with high degradation characteristics, require
bilinear predictive demand model in most of the cases. Modifying linear
models into bilinear ones for these cases improves the behavior of prediction
equations in terms of R2,

Residual plots in terms of PGA exhibit no observable trend lines. This
observation indicates that the predictive demand equation is adequate in

terms of PGA.
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The dependency of residuals on magnitude is observed to be more than the
corresponding dependency on distance. However this dependency is not
remarkably high (i.e. R? values of trend lines are less than 10 %) so these
parameters are not added to the predictive equations.

The dependency of residuals from predictive demand models on effective
duration is not sufficiently considerable to be added to the model but this
parameter is effective regarding ESDOF models with severe degradation
characteristics.

In order to observe the impact of effective duration on seismic demand in
detail, displacement demands are divided into different PGA bins. It is
observed that, effective duration is more likely to cause destructive effect on
deficient structures.

Some ground motions with similar PGAs are observed to yield considerably
different displacement demands. This observation is mostly related to close
site and soft soil and is valid for deficient structural models. Ground motion
effective duration, acceleration response spectrum at fundamental period,
PGV and spectrum intensity are the seismic parameters which might be
effective regarding this observation.

The fragility functions of masonry buildings are affected by implementing
structural variability more than RC frame buildings. This is mainly due to the
very short mean fundamental period (i.e. a very steep slope for the initial
stiffness of the considered hysteresis model) together with very limited
displacement ductility capacity (i.e. a very narrow margin in the nonlinear
behavior range from yielding to collapse) of these building sub-classes.

The near-field site produces larger fragility functions than the far-field one
generally for masonry buildings due to the enhanced high-frequency
simulated ground motion at close distance. The fragilities of far-field site are
above those of near-field one regarding RC frames with severe degradation
characteristics due to longer ground motion duration related to far-field site.
The soft soil produces larger fragility functions than the stiff soil mostly for
RC frame building classes due to the effects of soft soil on long-period

structures.
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e Theoretical site amplification (without soil nonlinearity) is more critical than
generic one in terms of fragility curves for RC frame buildings. The effect of
theoretical site amplification is more evident for deficient structure and stiff
soil. The main reason is that the fundamental period of stiff site (from
theoretical amplification) is close to the period of mid-rise RC frame
buildings.

e Near-field forward directivity pulse does not have a considerable impact on
residential buildings considered within the scope of this study. The main
reason is that, analytical pulse model, which is implemented in this
dissertation, produces long-period pulse (longer than 1.25 seconds) due to
pulse period and magnitude empirical relationship. Thus the pulse did not
excite the building models (with mean fundamental periods much shorter
than the pulse period) sufficiently to yield severely damaging effects.

e The lognormal fitting function provides an agreeable fit to the original
discontinuous fragility function in most of the cases.

e Structural variability increases the mean damage ratios of ESDOF models
except for building classes MU3C and MU2B related to Site 1 and Site 3,
regarding the 13 March 1992 Erzincan earthquake.

¢ For the scenario event with PGA=0.4g, RC frame building classes which are
assumed to be located at near-field site display less damage than the ones
assumed to be located at far-field site.

e For the scenario event with PGA=0.4g, the building classes assumed to be
located at soft soil display larger mean damage ratios in comparison with stiff
soil except for MU3C. The impact of soft soil on estimated damage is more
obvious for RC frame buildings due to closer fundamental periods of the site

and the structures.
6.3 Contributions to the Literature

The main advantages, achievements and contributions of this study to the literature

are listed as follows:

e The implementation of anticipated ground motions in the region via detailed
source and site-related parameters at selected sites show that PSHA could be

modified to include regional and complex seismicity parameters.
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The proposed methodology has the advantage of considering regional and
local seismicity parameters such as path effects (including anelastic
attenuation, geometric spreading, and duration) as well as site factors such as
amplification and high frequency decay (in the form of the kappa factor)
which is not the case in classical PSHA.

The proposed approach could be employed effectively in areas of sparse
networks, scarce data and incomplete catalogs where GMPEs may not
produce acceptable results.

UHS from the proposed methodology is derived from the individual
recordings of scenario earthquakes whereas classical UHS is the envelope of
multiple earthquakes. Thus, the proposed approach produces more physical
spectral ordinates.

The seismic wave characteristics are involved in the proposed seismic hazard
study whereas GMPEs in traditional PSHA deal with a single spectral
ordinate rather than full seismic waves.

The proposed approach benefits from both probabilistic seismic hazard and
ground motion simulation methodologies which is a less-studied issue.

The proposed approach in this study facilitates implementation of detailed
site response inside probabilistic seismic hazard studies. It is difficult,
however, to account for such site response models via traditional PSHA as
the site parameters are usually coarsely included in GMPE:s.

The effect of near-field forward directivity is implemented in seismic hazard
calculations in a straightforward manner via an analytical pulse model.

The effect of ground motion duration on regional seismic hazard and seismic
demand of structures could be inspected via ground motion simulation
methods in this study.

This study proposes a complete earthquake catalog consistent with the
regional seismicity as the historical catalogs are generally incomplete both
temporally and spatially.

The complete simulated ground motion database in this study results in a
simple and reliable ground motion selection with regional properties.

Ground motion scaling is avoided in this study; hence, the inherent ground

motion randomness is preserved.
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e The demand predictive models make fragility calculations more practical
through the reliability formulation in this study. Besides, these predictive
models provide the opportunity to study the effect of seismic parameters
(such as duration) on structural demands.

e The proposed approach helps to study the effect of site conditions (site
location and site class) on fragility functions. Such a detailed sensitivity
analysis is usually not possible with fragility functions derived from the
recorded ground motions due to insufficient data at different sites.

e The effect of detailed site amplification and near-field forward directivity is
investigated on fragility functions. Such a sensitivity analysis would be

difficult with the fragility functions derived from classical PSHA.
6.4 Limitations and Future Work
The proposed approach in this dissertation has the following limitations:

e The stochastic simulation methodology which is used in this study is mostly
efficient for frequencies larger than one Hertz. Therefore the selected
simulated ground motions from the proposed study must be applied with
caution for high-rise structures (or for structures with fundamental periods
longer than one second.)

e The proposed seismic hazard assessment requires more computational effort
than classical PSHA due to vast number of ground motion simulations.

e Analytical forward directivity pulse model used in this study is associated
with the long-period region of spectrum hence it does not excite the building
models which are considered in this study.

e The building classes are represented by ESDOF models to estimate seismic
damage in regional scale. Actually, this is the most practical solution if
regional damage estimation is performed by fragility analysis through a vast
number of structural simulations, which is not feasible by using MDOF
models. However, the use of ESDOF models are based on some gross
assumptions like the structure should be regular and uniform in both plan and
elevation so that the fundamental mode response is dominant, local response

18 not taken into consideration, etc.
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The following arguments are recommended for future studies:

e Hybrid simulation methodologies might be wused in ground motion
simulations to overcome the deficiency of stochastic models in low-
frequency region.

e The proposed study may be generalized to different regions of Turkey leading
to a more global seismic hazard map.

e Further investigations on data and models are required regarding forward
directivity pulses to inspect the building classes which are vulnerable to
forward directivity near-field effect.

e Further building classes and structural types might be considered for
nonlinear time history analyses and derivation of fragility functions.

e The fragility functions might be derived with respect to other intensity
parameters such as PGV.

e The fragility functions of typical structures can also be modeled as multiple

degree of freedom (MDOF) systems to include complex structural effects.
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APPENDIX A

SELECTED GROUND MOTIONS

In this appendix, selected ground motion recordings which were derived in Chapter 3
are listed with their main characteristics. These ground motions were used in Chapter
4 to perform nonlinear time history analysis of ESDOFs. The ground motion
parameters which are shown in this appendix, are moment magnitude (M), closest
distance to rupture (Rrp), PGA, PGV, effective duration (time span between 5% and

95 % of arias intensity) and spectrum intensity (SI).

Table A.1 displays selected ground motions with the aforementioned parameters. In
this table, the abbreviations G, T, wonf and wnf stand for generic site amplification,
theoretical site amplification, without near-field forward directivity pulse and with

near-field forward directivity pulse, respectively.

Ground motion ID (GM ID) consists of site of interest (S1: Site 1, S2: Site 2, and S3:
Site 3). The second part of GM ID is site amplification or near-field forward
directivity model which might be G, T, wonf or wnf. After site amplification or
forward directivity model, return period is stated in years. The last part of ground

motion ID is ground motion number which varies between 1 and 20 for each case.
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Table A.1. Selected ground motions in this dissertation and their main characteristics

GM ID

S1G475_01
S1G475_02
S1G475_03
S1G475_04
S1G475_05
S1G475_06
S1G475_07
S1G475_08
S1G475_09
S1G475_10
S1G475_11
S1G475_12
S1G475_13
S1G475_14
S1G475_15
S1G475_16
S1G475_17
S1G475_18
S1G475_19
S1G475_20
S1G225_01
S1G225_02
S1G225_03
S1G225_04
S1G225_05
S1G225_06
S1G225_07
S1G225_08
S1G225_09
S1G225_10
S1G225_11
S1G225_12
S1G225_13
S1G225_14
S1G225_15
S1G225_16
S1G225_17

Return
Period

(years)
475

475
475
475
475
475
475
475
475
475
475
475
475
475
475
475
475
475
475
475
225
225
225
225
225
225
225
225
225
225
225
225
225
225
225
225
225

M

7.6
7.9
6.5
7.5
7.1
6.8
7.9
7.9
7.1
7.5
7.5
7.9
7.2
6.9
6.9
7.4
7.5
7.5
7.6
7.6
6.6
7.1
6.9
7.1
6.9
7.7
7.6
7.6
7.2
7.4
7.3
6.9
6.5
7.9
7.0
7.0
7.2

Riwp
(km)

6.77
7.71
2.67
9.13
5.82
2.01
11.93
11.93
7.10
9.68
9.68
9.69
12.16
4.44
4.07
12.36
9.59
9.59
7.52
7.52
4.92
11.14
14.72
13.22
10.40
17.11
16.80
16.80
17.33
17.31
20.53
14.72
9.48
15.44
7.68
11.38
10.77
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PGA PGV
(2) (cm/s)
0.77  77.01
0.76  102.67
0.86  73.45
0.58 91.94
0.80 96.48
0.80  93.21
0.68  78.11
0.79  80.07
0.68  53.07
0.64 64.60
0.69 81.71
0.76  58.56
0.67  58.97
0.78 117.96
0.76  63.90
0.72  86.78
0.75  75.63
0.69 96.13
0.62  95.37
0.84  154.75
047  45.02
043  65.17
0.39 40.51
043  49.14
0.44  55.38
045 58.99
0.54  55.59
041 73.63
0.36  48.79
041 4851
046 61.76
0.37 4731
0.39  45.22
0.38  60.52
047  47.96
0.35 43.65
041 4943

Effective
Duration

(s)
8.34

22.31
4.79
17.09
5.09
3.95
26.07
26.21
8.01
14.99
15.89
8.72
10.07
4.87
5.13
13.54
13.98
13.11
8.22
7.44
4.22
8.80
8.82
9.57
7.41
18.98
13.80
13.40
10.18
13.94
13.06
8.62
3.80
16.02
5.76
9.06
9.35

SI
(cm)

264.2
280.4
282.4
2717.0
255.7
250.5
267.3
241.0
230.6
268.7
232.8
2223
240.8
280.7
221.0
227.8
243.3
3104
242.2
282.3
142.5
148.1
143.8
150.0
161.9
138.4
163.6
166.0
162.5
137.7
151.0
137.2
141.3
160.8
147.7
160.1
145.3



Table A.1 (Continued)

S1G225_18 225 7.1 10.01 052  65.22 8.02 149.1
S1G225_19 225 7.1 1480 046 46.60 9.96 154.0
S1G225_20 225 6.8 626 039 3827 5.69 139.4
S1G75_01 75 72 4977 0.15  17.36 12.85 44.6
S1G75_02 75 6.0 1445 0.13 14.14 3.06 41.7
S1G75_03 75 6.2 17.43 0.15  12.50 3.83 50.2
S1G75_04 75 70 4491 0.14 13.65 12.52 41.7
S1G75_05 75 6.6 2424 0.12 1525 5.81 45.3
S1G75_06 75 70 4858 0.12 1827 13.19 51.0
S1G75_07 75 6.6 2791 0.14 17.90 7.20 51.3
S1G75_08 75 6.4 18.12 0.14 14.97 5.08 45.3
S1G75_09 75 6.6 2295 0.15 1243 5.59 49.1
S1G75_10 75 6.6 2887 0.15 1994 7.64 50.4
S1G75_11 75 6.2 1743  0.14 11.04 4.17 41.7
S1G75_12 75 74 6785 0.13 2378 17.69 45.7
S1G75_13 75 6.5 2061 0.15 15.76 5.00 47.9
S1G75_14 75 6.2 2047 0.14 13.36 3.07 47.6
S1G75_15 75 6.6 2942 0.12 11.26 7.15 38.6
S1IG75_16 75 6.6 30.08 0.12 14.13 6.34 40.6
S1G75_17 75 6.6 30.08 O0.11 14.57 5.87 40.6
S1G75_18 75 6.3 19.82  0.10 1240 3.45 45.2
S1G75_19 75 6.7 27.02 0.13 12091 7.63 44.9
S1G75_20 75 6.7 2988 0.13 1230 7.66 46.9
S1T475_01 475 7.5  9.59 0.78  83.52 14.13 302.7
S1T475_02 475 76 752 074 10094  8.21 337.3
S1T475_03 475 73 537 0.67 73.94 8.32 320.3
S1T475_04 475 7.7 5.5 0.78 104.06  6.42 301.8
S1T475_05 475 69 444 066 10843  5.88 284.8
S1T475_06 475 6.5 043 0.74 112.84 398 3254
S1T475_07 475 75  9.28 090 77.21 7.94 328.9
S1T475_08 475 76  6.88 0.74  89.28 5.35 334.1
S1T475_09 475 7.6 751 0.80 13844  7.90 297.0
S1T475_10 475 75  9.19 0.84 116.88 16.53 358.6
S1T475_11 475 7.5  9.71 0.64  93.58 15.93 3459
S1T475_12 475 73 681 0.82  80.75 5.44 325.1
S1T475_13 475 7.5 9.71 0.66 7591 16.91 258.7
S1T475_14 475 7.9 1225 0.79  79.03 27.20 363.4
S1T475_15 475 6.5 2.68 0.86  85.97 4.50 352.5
S1T475_16 475 7.1 596  0.79 94.23 6.07 286.0
S1T475_17 475 7.9 1225 0.63  68.91 25.47 316.5
S1T475_18 475 7.9 1272 0.60  72.23 11.53 280.6
S1T475_19 475 63 046 087 61.30 3.05 280.5
S1T475_20 475 7.5 12.08 0.60  65.28 8.28 313.9
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Table A.1 (Continued)

S1T225_01 225 6.9 11.53 053  51.79 5.14 2189
S1T225_02 225 6.7 10.13 039  57.95 4.48 189.6
S1T225_03 225 6.5 921 0.47  47.06 3.79 193.1
S1T225_04 225 7.6 16.80 0.53 51.71 14.80 191.2
S1T225_05 225 7.4 1731 0.44  63.05 13.45 211.9
S1T225_06 225 7.3 14.07 040  54.55 10.05 2194
S1T225_07 225 70  7.68 044  49.23 8.39 197.8
S1T225_08 225 7.3 10.82 047  62.03 8.25 198.6
S1T225_09 225 6.9 13.54 051  54.18 7.39 175.2
S1T225_10 225 6.0 1.98 046  59.28 2.04 180.8
S1T225_11 225 7.7 15.80 044 6430 23.99 215.7
S1T225_12 225 7.7 1746 042  62.13 10.71 215.3
S1T225_13 225 7.6 16.80 0.38  67.61 14.45 193.0
S1T225_14 225 74 2026 043 4224 14.56 204.5
S1T225_15 225 6.5 948 042  43.55 4.78 165.2
S1T225_16 225 7.1 6.37 043  62.79 10.12 204.2
S1T225_17 225 7.1 10.76  0.47  51.18 9.41 200.7
S1T225_18 225 7.3 14.07 042  49.07 11.36 180.6
S1T225_19 225 69 910 046 49.10 7.12 199.9
S1T225_20 225 6.9 12.08 045 4282 6.31 170.3
SIT75_01 75 72 5599 0.16 17.15 10.50 60.6
S1T75_02 75 6.5 3248 0.18 1798 7.04 56.4
S1T75_03 75 6.4 15.64 0.15 15.85 6.24 57.2
S1T75_04 75 6.7 27.68 0.18 17.99 6.99 59.5
S1T75_05 75 70 4351 0.18 18.39 9.42 65.1
S1T75_06 75 7.1 4295 0.14 17.89 12.20 61.1
SI1T75_07 75 6.6 2791 0.15 16.17 6.76 51.5
S1T75_08 75 7.1 5234 0.18 18.06 11.23 54.1
S1T75_09 75 73 5043 0.14 19.21 15.98 66.0
SIT75_10 75 6.4 18.12 0.14 17.14 5.11 57.1
SIT75_11 75 5.7 1055 0.14  12.22 2.00 54.0
SIT75_12 75 6.6 2424 0.12 16.07 5.70 55.0
S1T75_13 75 6.8 2680 0.13 13.08 9.35 58.7
SIT75_14 75 7.0 3740 0.14  23.96 9.56 66.7
SIT75_15 75 6.3 15.13  0.15 16.35 4.62 65.7
SIT75_16 75 72 5518 0.14 2246 12.99 59.1
SIT75_17 75 6.5 3233 021 2205 4.74 67.0
S1T75_18 75 6.5 2250 0.17 18.06 4.35 62.4
S1T75_19 75 73 5796 0.13 19.96 17.71 59.1
SI1T75_20 75 6.6 2791 0.12 14.02 6.64 56.2
S2wonf2475_01 2475 7.7 13.89 0.62 87.15 14.35 252.8
S2wonf2475_02 2475 6.8 634 0.63 103.34 474 273.3
S2wonf2475_03 2475 7.9 10.78 0.61  79.81 10.98 243.9
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S2wonf2475_04 2475 7.8  9.58 0.57  91.55 8.88 269.1
S2wonf2475_05 2475 7.5 11.01 0.55  65.88 15.45 232.6
S2wonf2475_06 2475 72 796  0.67  95.50 9.97 257.7
S2wonf2475_07 2475 75  9.19 0.56  86.15 11.57 262.1
S2wonf2475_08 2475 7.7 8.67 0.63  82.46 19.12 265.2
S2wonf2475_09 2475 77 654 060 73.01 8.27 279.5
S2wonf2475_10 2475 7.7 12.80 057  77.67 23.94 230.8
S2wonf2475_11 2475 7.7 10.21 054  72.99 18.52 224.5
S2wonf2475_12 2475 7.7 8.67 0.74  79.06 18.84 265.5
S2wonf2475_13 2475 7.6 13.41 0.73  63.36 19.16 2329
S2wonf2475_14 2475 6.7 5.69 0.60 50.76 4.17 208.9
S2wonf2475_15 2475 7.8  9.58 0.80  93.15 9.32 236.5
S2wonf2475_16 2475 7.2 1477 0.60  77.82 10.77 220.5
S2wonf2475_17 2475 7.8 12.84 057  73.66 12.90 275.8
S2wonf2475_18 2475 7.6 11.13 048  85.15 9.23 200.7
S2wonf2475_19 2475 72 796  0.68 10142 10.13 288.7
S2wonf2475_20 2475 73  8.49 0.53 9276 8.61 232.5
S2wonf475_01 475 6.9 12.68 0.35 53.81 6.84 141.8
S2wonf475_02 475 7.6 2192 036 64.01 13.95 160.4
S2wonf475_03 475 6.6 1233 036  46.07 4.82 155.4
S2wonf475_04 475 7.7 21.84 041  47.23 10.73 167.8
S2wonf475_05 475 76 2344 036  82.11 12.09 153.9
S2wonf475_06 475 76 2099 032 68.20 18.34 157.8
S2wonf475_07 475 74 2148 038  46.65 15.70 166.5
S2wonf475_08 475 76 2164 041 4219 13.40 153.8
S2wonf475_09 475 6.7 13.79 042  36.71 5.59 139.4
S2wonf475_10 475 74 2549 033  45.66 13.62 148.6
S2wonf475_11 475 7.6 2325 034 4798 19.90 162.7
S2wonf475_12 475 79 3201 039 7251 29.77 172.0
S2wonf475_13 475 6.5 10.88 043  47.29 4.26 143.8
S2wonf475_14 475 7.8 2406 038 58.50 28.12 146.5
S2wonf475_15 475 6.9 12.68 033  39.73 7.53 136.8
S2wonf475_16 475 76 2099 042  44.65 18.14 165.4
S2wonf475_17 475 7.7 19.53 039  57.81 12.70 147.5
S2wonf475_18 475 7.7 1729 036  54.03 13.43 174.9
S2wonf475_19 475 74 2215 041 6781 13.02 168.5
S2wonf475_20 475 7.6 2325 034 40.32 21.44 154.4
S2wonf225_01 225 7.8 41.03 025 34.38 16.72 114.3
S2wonf225_02 225 79 3927 023 4244 20.69 117.0
S2wonf225_03 225 79 3927 023 34.19 20.29 112.5
S2wonf225_04 225 73 2811 025 2644 16.37 97.3

S2wonf225_05 225 7.1 2059 0.26 33.84 9.60 97.7

S2wonf225_06 225 7.0 15.67 030 27.10 12.74 102.5
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S2wonf225_07 225 72 2349 026 2752 15.77 103.8
S2wonf225_08 225 6.4 13.00 0.29  31.68 3.88 114.6
S2wonf225_09 225 73 4029 0.23  36.54 10.30 108.0
S2wonf225_10 225 74 3781 022 3544 14.17 103.8
S2wonf225_11 225 72 2469 024 37.95 12.49 100.4
S2wonf225_12 225 73 3583 029 38.10 14.20 108.5
S2wonf225_13 225 76 4375 024 31.24 18.71 113.5
S2wonf225_14 225 75 4159 024  37.90 16.89 103.2
S2wonf225_15 225 73 3259 021 2521 16.11 101.2
S2wonf225_16 225 73 2660 026 41.51 13.56 105.1
S2wonf225_17 225 6.8 17.60 0.28  28.48 6.72 109.5
S2wonf225_18 225 7.6 3200 024 26.81 18.01 99.2
S2wonf225_19 225 6.6 14.14 0.26  22.86 6.77 86.9
S2wonf225_20 225 72 2359 023  28.88 12.45 106.7
S2wont75_01 75 64 31.60 0.10 8.68 4.14 38.4
S2wonf75_02 75 6.8 4397 0.13 10.99 8.25 37.0
S2wonf75_03 75 59 1323 0.12 9.10 3.08 35.6
S2wonf75_04 75 7.1 59.86 0.11 13.45 13.32 42.0
S2wonf75_05 75 6.1 23.64 0.12  9.66 3.22 37.3
S2wonf75_06 75 6.5 3205 0.12 10.26 5.51 36.2
S2wonf75_07 75 6.9 48.63 0.11 15.40 8.81 37.9
S2wonf75_08 75 6.3 30.06 0.13 8.88 3.68 354
S2wonf75_09 75 64 31.68 0.09 9.29 4.65 36.5
S2wonf75_10 75 6.2 2472 0.10 11.25 2.93 37.6
S2wont75_11 75 70 57.84 0.12 14.70 10.64 37.1
S2wonf75_12 75 69 5123 0.10 11.23 10.11 43.2
S2wonf75_13 75 6.2 2532 0.12 11.29 3.88 40.1
S2wonf75_14 75 6.1 2075  0.12  14.16 2.87 42.1
S2wonf75_15 75 6.6 3796 0.09 10.38 6.39 36.8
S2wonf75_16 75 6.8 4053 0.10 10.79 7.81 39.5
S2wonf75_17 75 6.6 4076 0.10 13.31 4.78 40.4
S2wonf75_18 75 6.1 2243 0.11 12.90 4.13 42.0
S2wonf75_19 75 6.2 2217 0.11 9.56 5.44 37.3
S2wonf75_20 75 6.7 4127 0.10 11.66 7.33 38.3
S2wnf2475_01 2475 6.8 634 075 9148 5.00 326.9
S2wnf2475_02 2475 7.8  9.58 0.54 12522  8.88 276.5
S2wnf2475_03 2475 777 654 057 15631  9.58 311.3
S2wnf2475_04 2475 7.8  9.58 0.62 146.07  9.05 268.7
S2wnf2475_05 2475 7.7 12.80 0.76  94.43 23.94 294.9
S2wnf2475_06 2475 7.3 13.48 0.67 100.61 12.92 290.3
S2wnf2475_07 2475 7.7 8.67 0.80  119.05 19.24 277.3
S2wnf2475_08 2475 7.5 11.01 0.86 74.64 14.57 264.9
S2wnf2475_09 2475 73 835 0.68  146.18 10.08 315.7
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S2wnf2475_10 2475 7.6 10.31 0.62 116.59 10.34 342.0

S2wnf2475_11 2475 7.7 10.21 0.76  89.70 18.20 329.6
S2wnf2475_12 2475 7.5  8.59 0.76  140.53 15.43 302.4
S2wnf2475_13 2475 72 796 068 101.42 10.13 288.7
S2wnf2475_14 2475 7.1 6.11 0.84 105.34  7.87 293.1
S2wnf2475_15 2475 7.9 10.78 0.65  121.79 11.12 256.5
S2wnf2475_16 2475 6.7 892 071 8854 5.44 260.0
S2wnf2475_17 2475 6.8 634 08I 13432  4.15 365.1
S2wnf2475_18 2475 75  8.59 0.79  105.23 15.66 322.0
S2wnf2475_19 2475 7.6 13.41 0.62 101.76  21.19 285.9
S2wnf2475_20 2475 72 796  0.67 95.50 9.97 257.7
S2wnf475_01 475 74 2215 041 6781 13.02 168.5
S2wnf475_02 475 7.9 20.12 038 5831 14.23 202.4
S2wnf475_03 475 6.9 12.68 0.44  64.96 6.92 182.1
S2wnf475_04 475 7.7 2680 045  48.16 20.82 179.2
S2wnf475_05 475 7.5 18.13 0.37 51.63 16.81 175.1
S2wnf475_06 475 79 3201 039 7251 29.77 172.0
S2wnf475_07 475 7.8 2026 034 56.81 14.82 177.4
S2wnf475_08 475 7.7 2072 043  61.24 18.06 182.6
S2wnf475_09 475 79 2426 032 5519 14.27 192.3
S2wnf475_10 475 6.3 749 048 62.29 2.25 171.3
S2wnf475_11 475 74 2148 038  49.75 16.44 175.0
S2wnf475_12 475 7.7 21.84 041 47.23 10.73 167.8
S2wnf475_13 475 79 2202 036 78.12 14.24 202.2
S2wnf475_14 475 7.7 1729 036  54.03 13.43 174.9
S2wnf475_15 475 7.2 15.44 034 4236 10.76 183.7
S2wnf475_16 475 74 2148 038  46.65 15.70 166.5
S2wnf475_17 475 7.5 18.13 032  38.33 15.23 164.9
S2wnf475_18 475 79 2921 033 5224 23.79 195.4
S2wnf475_19 475 7.8 29.12 037 63.02 18.84 164.3
S2wnf475_20 475 7.7 1729 035  74.08 15.30 178.2
S2wnf225_01 225 7.8 41.03 0.25 3438 16.72 114.3
S2wnf225_02 225 79 3927 023 4244 20.69 117.0
S2wnf225_03 225 7.9 3927 023 34.19 20.29 112.5
S2wnf225_04 225 73 2811 025 2644 16.37 97.3

S2wnf225_05 225 7.1 20.59 0.26 33.84 9.60 97.7

S2wnf225_06 225 7.0 15.67 030 27.10 12.74 102.5
S2wnf225_07 225 72 2349 026 2752 15.77 103.8
S2wnf225_08 225 6.4 13.00 0.29  31.68 3.88 114.6
S2wnf225_09 225 73 4029 023 36.54 10.30 108.0
S2wnf225_10 225 74 3781 022 3544 14.17 103.8
S2wnf225_11 225 72 2469 024 37.95 12.49 100.4
S2wnf225_12 225 73 3583 0.29 38.10 14.20 108.5
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S2wnf225_13 225 76 4375 024 31.24 18.71 113.5
S2wnf225_14 225 75 4159 024  37.90 16.89 103.2
S2wnf225_15 225 7.3 3259 021 2521 16.11 101.2
S2wnf225_16 225 73 2660 026 41.51 13.56 105.1
S2wnf225_17 225 6.8 17.60 0.28  28.48 6.72 109.5
S2wnf225_18 225 7.6 3200 024 26.81 18.01 99.2
S2wnf225_19 225 6.6 14.14 026  22.86 6.77 86.9
S2wnf225_20 225 7.2 2359 023  28.88 12.45 106.7
S2wnf75_01 75 64 31.60 0.10 8.68 4.14 38.4
S2wnf75_02 75 6.8 4397 0.13 10.99 8.25 37.0
S2wnf75_03 75 59 13.23  0.12  9.10 3.08 35.6
S2wnf75_04 75 7.1 59.86 0.11 13.45 13.32 42.0
S2wnf75_05 75 6.1 23.64 0.12  9.66 3.22 37.3
S2wnf75_06 75 6.5 3205 0.12 10.26 5.51 36.2
S2wnf75_07 75 69 48.63 0.11 15.40 8.81 37.9
S2wnf75_08 75 6.3 30.06 0.13 8.88 3.68 35.4
S2wnf75_09 75 64 31.68 0.09 9.29 4.65 36.5
S2wnf75_10 75 6.2 2472 0.10 11.25 2.93 37.6
S2wnf75_11 75 7.0 5784 0.12 14.70 10.64 37.1
S2wnf75_12 75 69 5123 010 11.23 10.11 43.2
S2wnf75_13 75 6.2 2532 0.12 11.29 3.88 40.1
S2wnf75_14 75 6.1 2075  0.12  14.16 2.87 42.1
S2wnf75_15 75 6.6 3796 0.09 10.38 6.39 36.8
S2wnf75_16 75 6.8 4053 0.10 10.79 7.81 39.5
S2wnf75_17 75 6.6 4076 0.10 13.31 4.78 40.4
S2wnf75_18 75 6.1 2243 0.11 12.90 4.13 42.0
S2wnf75_19 75 6.2 2217 0.11 9.56 5.44 37.3
S2wnf75_20 75 6.7 4127 0.10 11.66 7.33 38.3
S3G2475_01 2475 7.6  8.01 0.52  80.90 7.52 193.3
S3G2475_02 2475 73  9.19 0.51 62.74 9.75 193.0
S3G2475_03 2475 7.4 11.43 051  99.90 12.70 179.5
S3G2475_04 2475 7.7 13.13 056  63.69 7.57 161.1
S3G2475_05 2475 69 443 0.59  60.52 6.08 191.9
S3G2475_06 2475 7.8 11.53 0.61 89.34 20.82 219.3
S3G2475_07 2475 7.1 5.29 0.55 54.71 8.99 159.3
S3G2475_08 2475 7.4 10.71 049  69.76 16.31 183.5
S3G2475_09 2475 777 860  0.66 70.57 10.37 175.5
S3G2475_10 2475 7.0 448 0.56  70.23 5.81 213.0
S3G2475_11 2475 75 1.89 0.56  67.85 16.18 194.8
S3G2475_12 2475 7.4 10.71 0.51  45.68 16.24 173.8
S3G2475_13 2475 71 936 051  75.65 9.94 187.4
S3G2475_14 2475 7.4 10.71 0.52  52.88 14.73 156.9
S3G2475_15 2475 7.2 11.03 0.60 76.68 10.79 199.0
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S3G2475_16 2475 7.1 894 0.75 42.04 7.70 164.9
S3G2475_17 2475 7.6 11.89 047  55.29 8.66 182.8
S3G2475_18 2475 7.9 13.66 0.65 56.63 27.62 184.4
S3G2475_19 2475 7.3 10.42 0.48  55.59 8.06 172.5
S3G2475_20 2475 69 443 0.66  70.10 6.47 2122
S3G475_01 475 7.2 1422 032 53.01 11.55 128.1
S3G475_02 475 7.4 1999 031 41.37 11.98 133.6
S3G475_03 475 7.7 22776 031 42.07 22.14 122.6
S3G475_04 475 75 21.16 028  40.12 16.92 124.3
S3G475_05 475 7.7 15773 036  37.98 13.12 114.7
S3G475_06 475 6.8 5091 0.33  49.37 5.21 113.4
S3G475_07 475 7.6 16.70 037  45.66 12.97 116.0
S3G475_08 475 6.5 582 032 3473 4.69 112.6
S3G475_09 475 6.8 11.11 037  31.04 5.36 122.0
S3G475_10 475 7.4 1412 034  49.78 12.07 132.0
S3G475_11 475 7.3 19.83 039 4943 12.36 133.7
S3G475_12 475 7.6 14.15 033  44.19 15.48 112.1
S3G475_13 475 7.3 1796 036  36.35 13.14 120.5
S3G475_14 475 7.4 14.12 034  47.47 12.16 127.0
S3G475_15 475 7.8 18.42 040  43.59 17.27 125.4
S3G475_16 475 7.3 1553 033  24.58 11.23 100.3
S3G475_17 475 7.4 1999 035 37.63 13.45 122.7
S3G475_18 475 7.4 1584 033  44.08 11.31 127.5
S3G475_19 475 7.9 2337 034 54.48 15.89 135.5
S3G475_20 475 79 2337 026 48.34 17.02 110.6
S3G225_01 225 7.5 2680 0.26 33.01 17.08 100.2
S3G225_02 225 7.7 3243 026  47.48 14.44 93.8
S3G225_03 225 7.3 2025 031 19.87 12.37 85.7
S3G225_04 225 7.5 3632 023  30.61 16.54 84.9
S3G225_05 225 7.5 3400 024 45.85 18.57 86.8
S3G225_06 225 7.7 0 27770 023 26.84 17.47 80.2
S3G225_07 225 7.1 20.78 0.23  25.73 10.24 87.4
S3G225_08 225 7.3 19.88 0.28  23.90 11.43 93.7
S3G225_09 225 6.5 13.06 0.29 2231 5.10 83.3
S3G225_10 225 74 2998 0.29 3143 13.87 86.7
S3G225_11 225 6.6 11.84 022 2474 5.54 84.3
S3G225_12 225 6.8 16.85 0.23 2278 6.48 83.2
S3G225_13 225 7.5 2879 020  30.65 16.94 85.8
S3G225_14 225 6.7 1630 0.25  23.64 5.93 84.6
S3G225_15 225 7.0 20.18 0.20 2344 12.05 76.4
S3G225_16 225 73 2580 025 2822 11.94 80.2
S3G225_17 225 7.5 2879 021  30.14 15.25 101.4
S3G225_18 225 73 2312 026  27.75 12.57 95.5
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Table A.1 (Continued)

S3G225_19 225 7.2 1595 025 36.98 10.11 90.7
S3G225_20 225 7.8 2233 029 34.01 14.64 85.6
S3G75_01 75 6.3 23.09 0.09 10.00 3.83 30.6
S3G75_02 75 6.4 18.43 0.10 10.90 5.15 29.2
S3G75_03 75 6.3 1946 0.10 8.14 4.97 28.6
S3G75_04 75 6.5 3201 0.11 8.50 5.33 31.0
S3G75_05 75 6.6 3354 0.09 8.40 7.30 27.7
S3G75_06 75 6.7 3743 0.09 9.80 7.30 32.6
S3G75_07 75 64 2492 0.11 7.07 5.71 294
S3G75_08 75 6.8 4432 0.09 10.97 9.14 30.7
S3G75_09 75 6.7 3591 0.11 6.82 8.34 29.7
S3G75_10 75 6.7 4234 0.10 10.62 7.14 34.3
S3G75_11 75 6.7 4272 0.09 10.30 5.28 34.5
S3G75_12 75 69 43.17 0.12 1222 7.89 324
S3G75_13 75 6.0 1492 0.10 12.09 3.30 31.3
S3G75_14 75 6.7 3859 0.10 9.49 8.91 33.2
S3G75_15 75 6.3 19.46 0.10 8.80 4.79 33.0
S3G75_16 75 6.3 2053 0.09 9.28 4.43 27.6
S3G75_17 75 6.6 27.80 0.11 11.39 5.13 33.3
S3G75_18 75 63 2478 0.11 9.36 3.37 33.7
S3G75_19 75 6.1 1796 0.09  7.65 2.14 29.9
S3G75_20 75 6.8 4477 0.09 7.60 8.59 25.6
S3T2475_01 2475 73 820 055 63.02 6.56 234.5
S3T2475_02 2475 69 443 0.53 103.79  6.71 282.9
S3T2475_03 2475 7.4 11.43 049  100.76 13.38 237.1
S3T2475_04 2475 777 694 056  66.58 16.07 287.4
S3T2475_05 2475 73 812 0.65 83.04 6.16 255.0
S3T2475_06 2475 73  9.19 046  71.30 9.52 266.3
S3T2475_07 2475 7.5 7.89 0.56  79.26 16.61 261.1
S3T2475_08 2475 7.1 6.72 051  81.82 7.12 231.6
S3T2475_09 2475 77 860 057 79.34 10.29 2479
S3T2475_10 2475 7.6  8.01 0.55 73.67 7.91 270.4
S3T2475_11 2475 7.1 894  0.73 5292 8.76 2274
S3T2475_12 2475 7.8 11.53 0.57 100.50 19.91 283.6
S3T2475_13 2475 7.0 448 0.58  87.06 4.80 281.7
S3T2475_14 2475 7.9 13.66 0.61  83.96 26.81 270.7
S3T2475_15 2475 7.3 1042 0.50 67.87 7.58 256.0
S3T2475_16 2475 77 860 056 7474 10.84 263.4
S3T2475_17 2475 7.1 6.72 045 70.15 5.95 248.4
S3T2475_18 2475 77 694 055 9934 17.32 258.5
S3T2475_19 2475 7.0 448 0.50  87.83 6.12 305.4
S3T2475_20 2475 69 443 0.50  85.29 6.02 283.9
S3T475_01 475 7.4 19.55 038 3494 14.48 157.9
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Table A.1 (Continued)

S3T475_02 475 75 21.16 033 61.25 17.59 161.6
S3T475_03 475 7.8 18.42 038  42.67 18.66 170.0
S3T475_04 475 7.7 1539 034 57.70 9.37 152.6
S3T475_05 475 70 9.66 042 41.58 9.00 167.2
S3T475_06 475 7.2 1422 032  59.10 11.54 165.5
S3T475_07 475 7.3 19.83 037  50.99 12.36 166.8
S3T475_08 475 7.4 1412 034  50.75 12.61 170.2
S3T475_09 475 69 9.5 0.35 45.19 8.24 148.3
S3T475_10 475 6.5 423 0.33  38.86 4.07 137.1
S3T475_11 475 6.8 11.11 034  34.06 5.38 161.0
S3T475_12 475 69 9.5 045 37.06 8.37 138.0
S3T475_13 475 7.7 1431 039 9335 12.74 198.1
S3T475_14 475 6.5 590 034 5237 3.12 177.8
S3T475_15 475 7.9 13.65 035 63.73 14.78 188.7
S3T475_16 475 7.3 1796 034  39.71 13.78 165.8
S3T475_17 475 7.8 10.79 036  39.24 11.18 179.4
S3T475_18 475 62 434 039 3096 3.89 137.6
S3T475_19 475 7.4 19.55 033 4041 14.08 136.7
S3T475_20 475 7.4 15.84 0.32  49.62 11.97 167.8
S3T225_01 225 6.7 16.30 0.25  30.26 5.73 123.1
S3T225_02 225 7.5 2680 0.27 47.64 18.25 139.1
S3T225_03 225 73 2312 024 26.12 13.03 123.8
S3T225_04 225 76 2580 020 36.14 19.36 127.8
S3T225_05 225 7.1 16.38 0.27  39.38 11.73 114.0
S3T225_06 225 73 27.09 023  40.38 14.11 129.8
S3T225_07 225 7.2 16.86 0.28  46.38 13.73 131.5
S3T225_08 225 73 27.09 029 41.64 13.98 123.7
S3T225_09 225 75 3461 026 28.36 14.41 125.8
S3T225_10 225 73 23.66 0.25 24.89 12.37 128.4
S3T225_11 225 7.1 1999 026 43.56 10.43 141.2
S3T225_12 225 7.5 2887 025 5534 14.64 126.4
S3T225_13 225 7.6 2473 0.26 41.36 21.16 132.6
S3T225_14 225 7.7 19.40 035 3193 14.88 115.3
S3T225_15 225 7.5 2680 0.23 33.81 18.83 131.6
S3T225_16 225 7.8 2437 0.29 45.86 17.23 129.8
S3T225_17 225 7.8 2437 027 55.08 2091 126.1
S3T225_18 225 7.3 19.88 0.28  31.68 11.77 113.4
S3T225_19 225 6.7 13.53 029  27.30 6.98 118.1
S3T225_20 225 7.7 3830 025 35.66 20.52 133.1
S3T75_01 75 69 4317 0.09 12.53 8.57 40.8

S3T75_02 75 6.0 1492 0.09 14.16 3.30 41.4

S3T75_03 75 6.4 2492 0.11 9.83 5.74 42.1

S3T75_04 75 6.1 1796 0.10 872 2.09 42.5
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Table A.1 (Continued)

S3T75_05 75 6.3 2478 0.11 11.59 3.45 45.1
S3T75_06 75 7.0 5525 0.10 11.01 12.93 43.5
S3T75_07 75 7.0 4832 0.11 11.83 12.63 45.1
S3T75_08 75 69 43.17 0.10 1261 8.44 41.9
S3T75_09 75 69 4325 0.11 992 8.66 47.1
S3T75_10 75 6.6 28.69 0.09 1224 5.73 46.5
S3T75_11 75 6.8 39.19 0.09 10.35 8.46 40.2
S3T75_12 75 7.1 55.34  0.11 13.01 12.84 46.5
S3T75_13 75 6.3 19.46 0.09 10.17 4.85 41.0
S3T75_14 75 6.7 4578 0.09 12.10 5.78 43.1
S3T75_15 75 6.7 3345 0.10 9.74 6.12 44.2
S3T75_16 75 6.7 3743 0.09 1140 7.35 46.8
S3T75_17 75 7.0 4832 0.11 15.42 14.27 48.5
S3T75_18 75 73 6189 0.13 17.06 17.17 43.8
S3T75_19 75 69 4253 0.09 11.88 8.43 48.0
S3T75_20 75 7.1 5824 0.11  7.78 11.07 41.1
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APPENDIX B

RESIDUAL PLOTS OF DEMAND PREDICTION EQUATIONS

Figures B.1-B.6 show the residual scatters of demand predictive models for ESDOFs
without structural variability with respect to moment magnitude (My), closest
distance to rupture (Rwp) and effective duration (which is shown as duration in the
figures) for the three sites with different site amplification and near-field forward

directivity models.
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Figure B.1. Residual plots related to predictive models of Figure 4.3 with respect to
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APPENDIX C

VARIATIONS OF DEMAND WITH RESPECT TO EFFECTIVE DURATION

Displacement demand versus effective duration scatter plots are shown in this
appendix for the whole cases and different PGA bins. The trend lines and
corresponding R? values for the scatters are also displayed along with the figures. R?
values regarding different cases (three sites with different site amplification and
forward directivity models and six SDOF groups) and different PGA bins are
tabulated in Chapter 4. The scatter plots are exhibited regarding Site 1 using generic
site amplification and MU3C as an example in Chapter 4. The scatters regarding the
whole cases are shown in Figures C.1 to C.36. In these figures, PGAm and std. dev
stand for mean and standard deviation of PGAs inside each bin, respectively and

effective duration is shown by “Duration”.
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Figure C.3. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using generic site amplification and RF2C
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Figure C.4. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using generic site amplification and MUTA
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Figure C.5. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using generic site amplification and MU2B
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Figure C.6. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using generic site amplification and MU3C
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Figure C.7. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using theoretical site amplification and RF1A
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Figure C.8. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using theoretical site amplification and RF2B
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Figure C.9. Maximum displacement demand versus effective duration scatters for six

PGA bins regarding Site 1 using theoretical site amplification and RF2C
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Figure C.10. Maximum displacement demand versus effective duration scatters for

six PGA bins regarding Site 1 using theoretical site amplification and MUTA
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Figure C.11. Maximum displacement demand versus effective duration scatters for

six PGA bins regarding Site 1 using theoretical site amplification and MU2B
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Figure C.12. Maximum displacement demand versus effective duration scatters for

six PGA bins regarding Site 1 using theoretical site amplification and MU3C
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Figure C.13. Maximum displacement demand versus effective duration scatters for
eight PGA bins regarding Site 2 without near-field forward directivity pulse and
RF1A
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Figure C.14. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 without near-field forward directivity pulse and
RF2B
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Figure C.15. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 without near-field forward directivity pulse and
RF2C
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Figure C.16. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 without near-field forward directivity pulse and
MUIA
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Figure C.19. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 with near-field forward directivity pulse and RF1A
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Figure C.20. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 with near-field forward directivity pulse and RF2B
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Figure C.21. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 with near-field forward directivity pulse and RF2C
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Figure C.22. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 with near-field forward directivity pulse and MUTA
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Figure C.23. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 with near-field forward directivity pulse and MU2B
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Figure C.24. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 2 with near-field forward directivity pulse and MU3C
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Figure C.27. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using generic site amplification and RF2C
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Figure C.28. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using generic site amplification and MU1A
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Figure C.30. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using generic site amplification and MU3C
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Figure C.31. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using theoretical site amplification and RF1A
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Figure C.32. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using theoretical site amplification and RF2B
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Figure C.33. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using theoretical site amplification and RF2C
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Figure C.34. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using theoretical site amplification and MUTA
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Figure C.35. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using theoretical site amplification and MU2B
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Figure C.36. Maximum displacement demand versus effective duration scatters for

eight PGA bins regarding Site 3 using theoretical site amplification and MU3C
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