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CHAPTER 1

INTRODUCTION

1.1. Purpose and scope

The purpose of the study is to construct an elaborative database including the results of the geotechnical field and laboratory tests, geophysical in-situ tests based on surface wave testing methods, experimental and numerical ground response analyses; in order to characterize the dynamic soil properties, to identify the non-linear behavior of the local site effects and to integrate the geological characteristics of the area with the field test results within soft and unconsolidated Upper Pliocene to Pleistocene fluvial clastics and especially Quaternary alluvial sediments (henceforth named as Plio-Quaternary sediments in their entirety) deposited towards the north of the Orta pull-apart basin due west of the Çankırı Province. The study area is close to the North Anatolian Fault System (NAFS), one of the most important earthquake regions in Turkey with its high seismicity potential.

One of the main aims of this study is to present validations for the results of each methodology by utilizing the in-situ characterization and site effect estimation techniques, depending on different fundamentals. The database was constructed by destructive (geotechnical boring log with standard penetration test N-value measurements and trial pits) and non-destructive (active and passive surface wave measurements) field and geotechnical laboratory tests at the study area. By comparison and correlation of the results of the geological survey, field and laboratory tests, this study aims at quantifying the vertical and lateral variations of
the Plio-Quaternary sediments. Even in a stratigraphic succession, this study indicates the possibility to differentiate between Upper Pliocene to Pleistocene fluvial clastics and Quaternary alluvial sediments, which are geologically difficult units to be distinguished distinctly in an area. Also, apart from the quantitative characterization of the depositional setting, effects of the presence of faults and thickness of their deformation zones to stiffness of the sediments as well as their contributions to the vertical and horizontal heterogeneity were identified. The spatial variations of the results were investigated within a GIS environment.

Local soil conditions were seismically characterized by non-destructive active (Multi-Spectral Analysis of Surface Wave) and passive (Microtremor Array Method) surface wave techniques in the content of this study. A combined usage of these surface wave methods was performed to enhance the resolution throughout the shear velocity profile. Various field configurations and data acquisition parameters for both methods, especially passive surface method (Linear, L-shape and triangular), were performed at the area by utilizing different types of seismographs to investigate the variability of the records with respect to the array geometry and the recording parameters. In addition, the seismic survey was conducted at the area at two different time intervals to especially investigate the consistency of the passive surface wave records with respect to time.

In-situ ambient noise measurements were performed by using different types of single mobile velocimeter. Within the delineated area, in order to obtain soil predominant periods and spectral ratio amplitudes of the soft soils, these measurements were taken in two phases conducted at different time intervals. Two sets of microtremor data were collected by using a systematic grid including shorter and longer records. By analyzing and comparing these two data sets, this study has a purpose to present an examination of at what degree data sets acquired at different time intervals are compatible with each other. These results were compared and correlated with the deep borehole data at different locations that are
in close proximity to the study area which were performed for assessment of the coal potential of the region in 1970.

In the context of this study, geological, geotechnical and geophysical data were integrated, the relationships among the geologic units, possible subsurface geometry of the bedrock, vertical or lateral variations in standard penetration test N-value, shear wave velocity data, the fundamental periods and spectral ratio amplitudes were investigated. A comparison was performed to correlate the results of the destructive and non-destructive field tests performed in the area. The result of this correlation study gives an idea regarding the degree of ability of the quantification analysis to characterize the soil stiffness present at relatively shallower parts of the study area (< 15 m depth). The results of this analysis back up the study related with idealization of the soil columns which is one of the stages in the numerical analyses.

Another main purpose of this study was to investigate the site effect phenomenon by performing 1D and 2D numerical analyses and comparing their results. Numerical analyses were performed with strong ground motion records as related to the seismotectonic characteristics of the study area. Based on the acquired results, a simplified scaling for the results of the 1D analysis have been proposed based on amplification ratios due to 2D topographic and basin effect. Also, this study included a comparison between the microtremor results and the numerical results. The final assessments of the results were performed within a Geographical Information Systems (GIS) environment by constructing a database in a manner to cover the region in its entirety. Therefore, the possible non-linear behavior of the ground response under a potential excitation was proposed for the determined sites.
1.2. Motivation of the study

On a regional scale, the study area is located at the base of a triangular area structurally outlined by the Ezine-Sungurlu Fault Zone at the southeast, the İnönü-Eskişehir Fault Zone at the southwest, and the North Anatolian Fault System at the north. Also, the area is very close to the Dodurga Fault Zone (DFZ) where the 06.06.2000 Orta earthquake ($M_w = 6.0$) has occurred. However, no active fault in the region between Çerkeş and Orta Districts was reported neither by governmental nor academic authorities. After the occurrence of the Orta earthquake, of which the epicenter was located to the south of the NAFS, it was noticed that there was a N-S trending active fault.

When the station records were examined, even though the moment magnitude of the earthquake was 6.0, it was observed that the peak ground acceleration (PGA) value of the earthquake was relatively lower than anticipated. However, the field studies performed shortly after the earthquake indicated that the quality of the superstructures in the villages was poor and these structures were those that were most affected from the earthquakes. In general, this earthquake caused heavy, moderate and light damage to more than 800 superstructures located within the border of the Orta District (Figure 1). Also, the Orta Earthquake caused the loss of 3 lives with more than 200 injuries within the District and its close vicinity. When Figures 1 and 2 are compared, it could be observed that the degree of the damage severity increased at some villages located at the western parts of the Orta District which are on the way of the DFZ. The destruction level of the earthquake was low especially in the center of the Orta district, due to the low PGA value and common usage of reinforced concrete in the structures.
The 06.06.2000 Orta Earthquake, its foreshocks and aftershocks are the only instrumentally recorded events since 1900 between the Ankara and Çankırı Provinces. These events have provided valuable data regarding the seismicity of the NW Central Anatolia. The other studies conducted after this earthquake propose that the DFZ is a sub-fault belt of the NAFS and it can continue towards the SSW direction towards the Çubuk District as a buried fault. This means that the seismic hazard potential of the area increases under a possible excitation along the fault zone since the possible surface rupture length can be greater than the observed case. Rather than the hazard potential regarding the activity of the DFZ, the study area is also close to the NAFS. Therefore, this state increases the possibility of an earthquake having a magnitude greater than 7.

Furthermore, in the study area, there are many local faults having a strike slip mechanism with considerable normal component. These faults result in the Orta pull-apart basin. The basin was formed under the control of the margin faults and the depth of depression increases due to the center line. This implies that a non-linear spatial variation of a ground motion can manifest itself due to the local soil
conditions, edge to basin and basin effects. Because of the reasons given above, the north of the Orta basin, covering Orta District and Kanlıca Village, was selected as the study area, in order to conduct geotechnical and geophysical characterization studies along with the experimental and numerical site effect analyses. These studies focused on the Plio-Quaternary sediments deposited near or within the basin under the control of the faults.

1.3. Study Area

The study area is located within the Orta District of the Çankırı Province that is situated approximately 80 km north of capital city, Ankara as an air distance and it is situated nearly 42 km west of the Çankırı Province center at the Şabanözü-Çerkeş motorway. The transportation network is highly developed in the area and connects Orta District to the Black Sea region, Çankırı Province and capital city Ankara (Figure 2). There are a number of villages close to this district such as Kanlıca, Dodurga, Yuva, Buğdüz, Sakarcaören and Salur (Figure 2). The study area mainly encompasses the Orta District center and Kanlıca Village, and has approximately 30 km² areal coverage. The area is included in some portions of 1/25.000-scaled topographic quadrangles of G30-d1, G30-d2, G30-d3 and G30-d4 and, 1/100.000 scaled geological map of Çankırı G30.
Figure 2. A regional map showing the study area

Rivers are abundant in the study area and important ones are Devrez and Yaylakent Rivers, and Gindek, Kısaç, Çin and Kocet Streams. Devrez River passes through approximately the middle of the study area in the SW-NE direction. It flows from the west to the east direction and forms an important branch of the Kızılırmak River. The district is established at the edges of Devrez River Valley originating from Aydos and Kaynartepe Mountains. The Orta District center is located at the south of the Devrez River and the new settlement areas within the center and Kanlica Village are located at the north of the river.
The significant rises in the vicinity of the study area are Akbayır (1445 m), Tokluca (1405 m), Çal (1418 m), Güleyşen (1367 m) Hills in N and NW directions, Yazıpınar (1338 m), Belen (1391 m), Değirmen (1445 m) Hills in S and SW direction. The elevation of the study area from the sea level is considerable as stated above. The average elevation of the area surrounded by barren hills formed by volcanic units is approximately 1290 m. Despite this elevation, the topography of the Orta Plain where deltoid shaped Plio-Quaternary deposits are abundant is almost flat. Both side of the plain where Plio-Quaternary deposits are present are controlled by faults. The general trend of the long diagonal of the deltoid is along SW-NE direction which is parallel with the trend of the Devrez River. The topography of the study area is very gentle and the majority of the area has a slope less than 1 degree. Slope aspects of the central settlement area presents considerable variation and are generally in N, NW, S and SE direction which are perpendicular to the path of the Devrez River.
1.4. Procedure

The procedure followed in the content of this study can be mainly grouped in 5 stages: i) compiling a detailed database consisting of geological field survey data, deep and geotechnical borings along with standard penetration test N-value, geotechnical laboratory tests and the results of geophysical surveys carried out prior to this investigation, ii) expanding the database by excavating trial pits, performing geotechnical laboratory tests, implementing active and passive surface wave methods, recording microtremor measurements, iii) geological, geotechnical and geophysical characterizations of the area and identifying the lateral and vertical variations of local soil conditions within the area, iv) performing 1D and 2D soil response analyses and determination of the site response period and spectral amplitudes, and v) comparison of the site response studies. A flow chart of the study is given in Figure 4.
Figure 4. A flow chart of the study.
This dissertation consists of 6 chapters. The first chapter includes information regarding the outline of this study in the purpose and scope sections. Also, the reasons of the motivation to commence this study are explained in the second section. Description of the study area and reporting the thesis organization are given in the following sections in this chapter.

In Chapter 2, regional geology and seismotectonics of the study area from both regional and local scale are given. Also, the geological properties and characteristics of Plio-Quaternary sediments are given in the second section of this chapter. Along with these, tectonic setting of the region and dominant fault mechanism are presented. This chapter is concluded with the characteristics of the study area in terms of seismicity.

Theoretical background of the methodologies utilized in characterization studies are briefly given in Chapter 3 along with information regarding their advantages, disadvantages and the field application procedure. In the same chapter, the results of the destructive and non-destructive techniques along with their comparisons are discussed.

Chapter 4 includes the methodologies regarding estimation of site effect. 1D and 2D numerical ground response analyses along with the experimental field survey such as microtremor method are introduced in this chapter. The selection and the construction of 2D Vs sections and the sites where the 1D the analyses were performed are explained. In the following chapter, the results and comparison of the site effect studies are given. The last chapter encompasses a discussion part including the utilized methodologies in this study and their results, and a summary of this dissertation.
CHAPTER 2

REGIONAL GEOLOGY AND SEISMOTECTONICS

2.1. Introduction

Units from Lower Triassic to Quaternary outcrops are present in the Orta district and around its vicinity. The oldest rock unit is the formation named as Ankara Group or Karakaya formation (Bingöl et al., 1973) containing metadetritic material and volcanic rock units metamorphosed at low degree green schist facies (Kasapoğlu et al., 2000). The formation also includes Upper Carboniferous-Permian limestone blocks, Lower Triassic in age (Sevin and Üğuz, 2011). The Triassic age metamorphic rock units are composed of metasandstone, metaconglomerate and metapelites in the region (Kasapoğlu et al., 2000). As can be seen in the regional geological map given in Figure 5, the oldest unit exposed over the area is located at the south and southeast of the study area. Terrestrial sedimentary rock units, deposited in Paleocene time, are conglomerate, sandstone and mudstone (Duru and Aksay, 2002). This geological unit can be observed at the west of the study area. According to Figure 5 prepared based on the digital record of the General Directorate of Mineral Research and Exploration (MTA, 2008), the above mentioned units are present outside the delineated region where this study has focused on. Therefore, they are have not been included in the further sections in this chapter.

Also, in a large scale, the area of focus is surrounded by Miocene sediments and the products of the volcanisms occurred in different Miocene age periods. Miocene sediment outcrops can be observed at the northern side of the investigated area. This unit has a significant lateral extend (Figures 5 and 6) when the scale of the
The detailed investigation area is considered. This unit is composed of sandstone, siltstone, marl, argillaceous limestone, tuff intercalation and includes bituminous shale, coal and gypsum from place to place. These lacustrine environment sediments are interfingering with volcanics and pyroclastics. The volcanic rocks exposed especially at the southeast and east of the delineated area is composed mostly of andesite, basalt, dacite, tuff, and agglomerate in some places. These Lower, Middle and Upper Miocene volcanics cover a large area as can be seen in Figure 5. The Lower-Middle Miocene volcanics fall within the boundary of study area. This Lower Miocene unit is named as Tekke Volcanics by Akyürek at al. (1982) and it can be seen at the southeast and the east of the area (Figure 5). The last volcanic product in the region is Özlü Basalt (Türkecan et al., 1991) which has spread over the Miocene and Pliocene deposits. Lower Pliocene Özlü Basalt is exposed as a strip in approximately NW-SE direction at the east of the study area and this unit shows large outcrops at the northwest of the area. At the end of the Pliocene, the volcanic activity stopped and the sedimentation has been initiated by fluvial depositional system in the Orta basin (Akyürek, 1984). The detailed description of the units exposed to the surface within the Orta basin can be found in the following sections of this dissertation.

The study area has been exposed to a new tectonic period by the continental collusion during the Neogene. In the literature, there are different geological models proposed by Koçyiğit (1991a, 1991b, 1992) and Koçyiğit et al. (1995); Seyitoğlu et al. (1997 and 2000); Kaymakçı (2000) and Kaymakçı et al. (2001) regarding the Neogene evolution of the area. However, assessment of the validity of these models for the entire region located at the NW central Anatolia is not the subject of this study. By considering the purpose of the study, the results of the proposed studies was summarized in this chapter.
Figure 5. Regional geological map of the study area along with the neotectonic features. The geological map was reproduced from the MTA digital records (MTA, 2008). The red rectangular area shows the area that is concentrated in this study.
The main scope of this study is to determine the site effects regarding soft and unconsolidated local soil conditions and topographical effect. In the context of this purpose, local soil conditions were characterized quantitatively by using geological, geotechnical and geophysical studies in the Orta basin. Site effects analyses were performed by either 1D or 2D ground soil response analyses based on the results of the field work or the experimental field surveys. Therefore, based on this scope, the soft and unconsolidated deposits, and their geological characteristics were determined and described in this chapter. In this respect, the neotectonic period of the area indicates that the soft lithologies were deposited under the control of the new tectonic regime. It implies that these young sediments have not been settled long enough to manifest any considerable indications of soil formation or lithification.

In the dissertation, the classification of the geological units based on the paleotectonic and neotectonic periods was not performed since all measurements were conducted in Quaternary, Pliocene and Miocene sediments in order to show the lateral variation of the seismic characteristics of the layers within the delineated area given in Figure 5. The study area is one of the strike slip (pull-apart) basins in NW central Anatolia. Based on the deep boring studies (Tokan and Özgen, 1976) to investigate the coal/lignite reserve of the Orta area (Figure 6), it is known that the sediment thickness within the basin is more than 145 m. According to the deep boring logs, volcanic products, especially basalts are interfingering with the sedimentary deposits at the western edge of the basin. This synsedimentary intrusion may show a considerable lateral extent at the base of the Orta area. Based on the tectonic setting, it should be stated that the Upper Pliocene -Quaternary sediments are the most susceptible deposits in terms of the scope of this study.

In the following section, a detailed geological description of these sediments are given. A local geological map of the area was prepared by compilation and modification of the studies proposed by Tokan and Özgen (1976); Türkecan et al.,
(1991); Türkmenoğlu et al. (1991); Emre et al., (2000); Koçyiğit et al. (2001) and MTA digital records (2008). This compiled and modified geological map of the delineated area is given in Figure 6.

![Geological Map](image_url)

**Figure 6.** The simplified geological map of the study area [compiled and modified from Tokan and Özgen (1976); Türkecan et al., (1991); Türkmenoğlu et al. (1991); Emre et al., (2000); Koçyiğit et al. (2001) and MTA digital records (2008)] along with the distribution of the deep borings over the area.

### 2.2 Sedimentary Geological Units

#### 2.2.1. Miocene Sediments

This sedimentary unit was deposited in a lacustrine environment. It has a large areal coverage at the study area, especially at the northern section (Figure 6). The unit is composed of intercalations of sandstone, siltstone, marl, argillaceous limestone and tuff (Figure 7). It also it includes bituminous shale, coal and gypsum from place to place (Siyako, 1987; Akyürek et al., 1980). The unit is cemented epiclastic rocks with a high clay content (Türkmenoğlu et al., 1991).
In this unit, the argillaceous limestone and the marl deposits are white, yellowish white colored and thin to moderately bedded. The siltstones are grey colored, loosely packed, thin bedded and laminated. Claystone, siltstone and marl levels generally form the upper layers of this unit. Also, these sediments can be observed as interlayers at other levels of the Miocene unit. These are white, grey, greenish white colored and are thin bedded (Açıkgoz, 2004). The sandstones and conglomerates are yellowish grey colored, loosely packed and their beddings are unclear. The sandstone shows well sorted and well rounded deposition. They are polygenetic in composition and cemented by carbonate, silica and clay. This formation is also composed of laminated and white colored bituminous shales. It contains leaf fossils, silicified wood fragments and gastropod fossils (Türkcan et al., 1991). Furthermore, it is possible to observe coal and gypsum bearing levels within the Miocene sediments. This indicates that the depositional environment was shallower from time to time (Sevin and Uğuz, 2011). An exact thickness of the unit cannot be determined in the literature since the base of the formation could
not be observed within the study area, but the regional studies reported that the thickness of this unit can be up to 500 m (Akyürek et al., 1980).

2.2.2. Pliocene Sediments

Özlü Volcanics are the last volcanic product within the study area and their distribution within the area is in the shapes of the islands, lenses and strips. The Özlü Volcanics is composed of basaltic volcanics, which commenced the activity in the region during Late Pliocene; and cut the underlying volcanics. It is the last product of the volcanic activity in the region spread over the Upper Miocene and Pliocene deposits (Akyürek et al., 1984). At the uppermost part of the sequence, Pliocene terrestrial-lacustrine deposits cover unconformably all of the older units (Figure 6).

The study area is located in an area where the Pliocene lacustrine and fluvial sediments were deposited (Figure 6). The products of the Pliocene volcanic activity can be observed as interlayers within these sediments from place to place. In general, it is possible to observe this formation in two facies, as lacustrine and terrestrial deposits. Lacustrine Pliocene deposits are composed of transported gravel and tuff of lava origin mixed mainly with marl and clay. It is possible to observe limestone lenses within the deposits. Furthermore, these limestones can be mapped as a separate member of this formation at the west of the study area (Bilginer et al., 2002). The thick clay layer forming the lower section of the formation was deposited in the lacustrine environment. In this Pliocene unit, some lignite levels are present with a varying thickness (Tokan and Özgen, 1976; Türkmenoğlu et al., 1991). The upper level of the lignite seam can be seen in Figure 8. Macro plant fossils are present at the clay abundant section of this formation (Türkmenoğlu et al., 1991).
Channel fill and flood basin deposits transported by the rivers overlie the clay layers in the Orta basin. This deposition took place when the intensity of the tectonic activity was high (Koçyiğit et al., 2001). The grain size distribution of these deposits decreases towards the deposition center. The distinct outcrops are very limited to observe the geological characteristics of this unit in the area. The unit is composed of grey, greenish grey, white colored, sub-horizontal bedded conglomerates, sandstone and siltstone intercalation. The unit includes light grey colored tuff particles as well (Figure 9). Conglomerates are composed of cross-bedded, loosely packed, grain supported gravels of different origin and grain sizes. Sandstone and siltstone layers are thin bedded and are present in the form of lenses. The sandstones are cross-bedded or parallel laminated. The siltstone interlayers are present within these sandstones and can be observed as relatively thick beds (Sevin and Uğuz, 2011). This formation has a large areal coverage throughout the study area and is among the units where field tests have been performed extensively (Figure 6). A high groundwater level was observed at some
localities in this unit. This unit unconformably overlies the basement rock and is overlain unconformably by Quaternary alluvial deposits of Devrez river (Figure 6). The approximate thickness of the unit varies between 50 m and 150 m according to Bilginer et al. (2002).

Figure 9. A close view of the Pliocene sediments including the tuff particles.

2.2.3. Quaternary Sediments

Quaternary alluvium and terrace sediments deposited along the courses of the Devrez and Yaylakent rivers are the important components of the recent fluvial system of the area (Figure 6). These deposits can also be observed along Gindek, Kışaç, İçin and Köçet streams in the area (Figure 6). The width of the unconsolidated deposits reaches their maximum extent of 1.5 km near the Orta district center. The thickness of the unit increases especially towards the center of the flood plain and decreases to 1 m – 2 m towards the north and south edges of the basin. The groundwater level is located at the shallower parts of this unit. The
level has a range between 0.6 m and 2 m in this unit (according to this study). The Quaternary alluvial fill forms a relatively thick layer (>20m) that disconformably covers the older units within the Orta basin.

A significant part of the study area is covered with the alluvial materials (Figure 6). Young alluvium deposits are observed along the course of Devrez river and its flood plains while the other areas are covered with older alluvium deposits. Due to their similar geological and geotechnical properties, however, no discrimination could be made between these two alluvium sediments. For this reason, young and old alluvium deposits were considered together as Quaternary alluvial deposits. The Quaternary terraces were formed by the shifting of the river courses due to the uplifting in the area. These deposits have an undulated topography because of the erosions caused by the rivers (Figure 10). The upper levels of the alluvium material within the study area are mostly composed of sandy and gravelly soil of 10 m thickness at the center of the basin. Conglomerates are polygenetic in composition and they are well rounded, poorly spherical and well graded. Grayish brown colored clay and silty layers are generally present underlying this coarse grain bearing level. This fine grained level has a considerable thickness that exceeds 20 m. Also it should be noted that these coarse grained layers can be observed as interlayers within the clayey soils.
2.3. Tectonic setting and seismicity of the area

According to the structural geological studies proposed by Koçyiğit (1991), post-collision compressional regime is dominant in NW Central Anatolia until Late Miocene and a new compressional tectonic period due to strike slip faulting has initiated after Late Miocene. During this new tectonic period, intracontinental continuous deformation direction indicating compression has changed from NW-SE to N-S in Late Pliocene and current dominant compression direction is in N-S direction (Koçyiğit, 1991b and 1992). Consequently, according to the study, a continuous compressional regime is dominant at the NW Central Anatolia from the Neogene to recent. According to Koçyiğit (1992), the termination age of the compressional regime following collision through the Ankara-Erzincan suture zone is Pontian (Late Miocene) and then Plio-Quaternary neotectonic period was initiated due to strike slip faulting.

Koçyiğit et al. (1995) state that the termination age of the compressional regime following the collusion which is defined as “Ankara Orogenic Phase” is Late-Early Pliocene. According to Koçyiğit et al. (1995), the intracontinental convergence
between Sakarya Continent, Menderes-Taurides and Kırşehir Blocks continued up to Late-Early Pliocene and old basement rocks (arc massif), active edge deposits of Sakarya Continent and ophiolitic melange material were thrust to the south as slices onto the Menderes-Taurides Platform and the Kırşehir Block (Figure 11). Along with this southward trending tectonic transportation, the continental molasses and the post-collision volcanic activity at the Oligocene-Early Pliocene Galatia Volcanic Complex have occurred within a piggyback basin. During this tectonic transportation and movement period, deformations such as folding and thrusting have occurred at all these rock units and the cover units of the Oligocene-Lower Pliocene molasses (Koçyiğit et al., 1995). The rock units that have undergone deformation prior to Late-Early Pliocene have overlain by Plio-Quaternary fluvial sediments and deposition of this sequence has been accompanied by steeply angled normal faults with dominant strike-slip components (Koçyiğit et al., 1995). Consequently, according to Koçyiğit et al. (1995) a new tectonic regime as a result of gravity subsidence has become dominant in the region starting from Late-Early Pliocene.

Seyitoğlu et al. (1997) suggest a new opinion on Late Cenozoic tectonic evolution of NW Central Anatolia. Seyitoğlu et al. (1997) have re-investigated the four key regions in the vicinity of Ankara where the study was conducted by Koçyiğit (1991) before. According to Seyitoğlu et al. (1997), the thrusting boundaries between the older basement rock and the Neogene units identified by Koçyiğit (1991b) are bounded by a normal fault. Based on this observation as well as previous geochemical studies (Keller et al., 1992, Seyitoğlu and Scott, 1992) Seyitoğlu et al. (1997) state that the post-collision compressional tectonic regime has ceased in Early Miocene and an extensional tectonic regime has developed due to the orogenic collapse during the Early Miocene-Pliocene period, and a transpressional or transtensional tectonic regime due to the strike slip movement of the North Anatolian Fault System (NAFS) has been dominant in the region from Pliocene to recent.
According to the study performed by Seyitoğlu et al. (2000), in which they performed at the western side of the Çankırı Basin and investigated the relationship between the Neotethys suture zone units and the Neogene rock units, the eastern flank of the Neotethys suture zone is bounded by a thrust fault (Figure 11). They also state that the western flank is controlled by a normal fault. Seyitoğlu et al. (2000) indicate that during the Pliocene, the Neotethys suture zone rock units are embedded as a tectonic wedge (Burchfiel et al., 1992; Fossen, 2000) to the Çankırı Basin located between the NAFS and the Kırıkkale-Erbaa Fault as a result of the compressional effect of these two faults, thus dividing the basin as normal faulted at western flank and thrusted at eastern flank. These observations are different from the results of the other studies (Akyürek et al., 1980, Hakyemez et al., 1986, Koçyiğit 1992, Koçyiğit et al., 1995, Kaymakçı 2000, Kaymakçı et al., 2001) in the literature.
According to Kaymakç (2000) and Kaymakç et al. (2001), the extensional tectonic regime was active during Burdigalian (Early Miocene) and Tortonian (Late Miocene) period after the termination of pre-Neogene compressional regime and a transpressional tectonic regime was active from Tortonian to recent with the influence of the NAFS (Figure 11). According to the tectonic model proposed by Kaymakç (2000) and Kaymakç et al. (2001), the Kırşehir Block has compressed the Sakarya Continent due to collusion of the plates before Burdigalian. According to these studies, the extensional regime is dominant in the region as a result of orogenic collapse in the Burdigalian-Serravalian period and the pre-Neogene units (Neotethys suture zone rock units) divides the Çankırı and Hançili Basins with a normal faulted paleo-rise at the edges of the basin. The units deposited in these two basins are different from each other even though they have been deposited during the same tectonic period (Kaymakç 2000, Kaymakç et al., 2001). The planes acting as normal faults during the extension period have transformed to a new compressional regime characterized by the strike slip faults from Late Miocene to present (Kaymakç 2000, Kaymakç et al., 2001).

As stated above, although there are major differences in the models for the area as given above, all models state that the region has been controlled by a new tectonic regime after the continental collusion at the Neogene. Most of these models agree that the new tectonic regime is characterized mainly by strike slip faulting (Figure 11). Therefore, the neotectonic regime has caused the development of NS and NNE trending faults, fault sets and strike slip basins (Koçyiğit, 1991; Koçyiğit et al., 1995 and 2001; Kaymakç, 2000; Kaymakç, et al., 2000). The Orta basin is one of these strike slip (pull-apart) basins in NW Central Anatolia. Based on the type and nature of active tectonic regimes and related structures such as faults and basins, an intracontinental tensional neotectonic regime and oblique slip normal faulting characterize the study area, as stated by Koçyiğit et al. (2001) and Koçyiğit (2003). These structures can be seen in the simplified tectonic map of the region given in Figure 12.
The area is surrounded by fault zones and fault systems where moderate and large magnitude earthquakes can occur. From a general view, the study area is located at the base of a triangular area structurally outlined by the Ezine-Sungurlu Fault Zone at the southeast, the İnlü-Eskişehir Fault Zone at the southwest, and the NAFS at the north (Figure 12). The most important of these faults which have a potential to generate earthquakes with magnitudes 6 and higher are located at the İsmetpaşa-Kargı section of the NAFS. This section can also be seen in Figure 12.

Figure 12. Simplified seismotectonic map of the study area overlying the hillshade of the area (Modified from Emre et al., 2000; Koçyiğit et al., 2001; Akyüz et al., 2002; Kaplan, 2004).

The İsmetpaşa-Kargı section of the NAFS is formed by 6 different sub-fault zones, which are; Eskipazar, Ulusu, Tosya, Çerkeş-Kurşunlu, Devrez and Dodurga Fault Zones. While the Ulusu Fault Zone is a main section of NAFS, the Dodurga and Devrez Fault Zones are faults splaying from NAFS. The remaining three fault
zones (Eskipazar, Tosya and Çerkeş-Kurşunlu) have anastomosing pattern. In
general, these fault zones have lengths ranging between 35 km and 320 km
(Blumental, 1945; Ambraseys, 1970; Barka and Kadinsky-Cade, 1988; Koçyiğit et
al., 2001), and have deformation zone widths ranging from 1 km to 7 km
(Koçyiğit et al., 2001). As can be seen in Figure 12, apart from the Dodurga Fault
Zone (DFZ), the remaining faults are right lateral strike slip faults. The DFZ, on
the other hand has a considerable normal component and is a left lateral strike slip
fault. The Dodurga Fault Zone is 4 km to 7 km in width at the surface and has a
length of 36 km (Koçyiğit et al., 2001).

If seismic activity of the İsmetpaşa-Kargı section is to be examined from 1900 to
recent, the earthquakes that have occurred on the above mentioned fault zones are
the 09.03.1902 Korgun (Io=IX), the 26.11.1943 Tosya-Ladik (M= 7.6), the
01.02.1944 Bolu-Çerkeş (M= 7.6), the 13.08.1951 Kurşunlu (M= 6.5), the
07.09.1953 Çerkeş-Kurşunlu (M= 6.4), the 05.10.1977 Ilgaz (Ms= 5.8) and the
06.06.2000 Orta (M=6) in a chronological order (Ergin et al. 1967; Ambraseys,
1970; Alsan et al., 1975; Ambraseys and Finkel 1987). The list of the earthquakes
recorded during the instrumental period is listed in Table 1.

These earthquakes which occurred between 1902 and 2000 have resulted in the
rupture of most of the sections of Ulusu, Çerkeş-Kurşunlu, Tosya and Dodurga
fault zones. Apart from the Orta earthquake, the other earthquakes have manifested
distinct surface ruptures (Taşman, 1944; Blumental, 1945; Pınar, 1953; Öztürk,
When the earthquakes listed in Table 1 are to be observed, it can be seen that a
total of five large earthquakes (M≥6) have occurred within the study area since
1900. Their spatial distribution is given in Figure 12. This indicates that the study
area has gone through high activity in terms of seismicity. The moment
magnitudes of these five earthquakes range between 6 and 6.8. This indicates that
the study area and its close proximity may be subjected to destructive earthquakes.
In the further chapters of this study, a study was performed in regards to
determining which of these faults have potential to generate large magnitude earthquakes based on the investigations regarding the distance to the area and which one can generate events with larger magnitude.

On a local scale (Figure 6), the western side of the basin is bounded by NNE trending left lateral strike slip faults having considerable normal components. The northern part of the basin is under the control of a NE trending right lateral strike slip fault with a significant normal component. The southern side of the depression is constrained by ENE trending right lateral strike slip faults with normal components. The East and East-Southeast margin of the basin is controlled by a NW striking normal fault with strike slip component. These faults form the Orta pull-apart basin.
Table 1. The list of the major earthquakes that occurred within the study area and its close vicinity (compiled from EERC-ERD, 2009; DDA, 2015; KOERI, 2015)

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Lat.</th>
<th>Long.</th>
<th>Depth (km)</th>
<th>Magnitude Type</th>
<th>Magnitude</th>
<th>Type</th>
<th>District</th>
<th>City</th>
</tr>
</thead>
<tbody>
<tr>
<td>09.03.1902</td>
<td>-</td>
<td>40.67</td>
<td>33.57</td>
<td>-</td>
<td>Ms (Mw)</td>
<td>5.5 (-)</td>
<td>Merkez</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>09.08.1918</td>
<td>00:39:10</td>
<td>40.89</td>
<td>33.41</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.8 (5.8)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>09.06.1919</td>
<td>15:47:17</td>
<td>40.68</td>
<td>33.89</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.0 (5.3)</td>
<td>Yapraklı</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>09.06.1919</td>
<td>07:13:50</td>
<td>41.16</td>
<td>33.20</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.7 (5.8)</td>
<td>Araç</td>
<td>Kastamonu</td>
<td>Çankırı</td>
</tr>
<tr>
<td>14.02.1923</td>
<td>03:52:00</td>
<td>41.02</td>
<td>34.41</td>
<td>40</td>
<td>Ms (Mw)</td>
<td>5.2 (5.4)</td>
<td>Kargı</td>
<td>Çorum</td>
<td>Çankırı</td>
</tr>
<tr>
<td>03.10.1928</td>
<td>00:57:08</td>
<td>40.47</td>
<td>33.42</td>
<td>70</td>
<td>Ms (Mw)</td>
<td>5.0 (5.3)</td>
<td>Şabanözü</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>04.10.1928</td>
<td>11:14:08</td>
<td>40.22</td>
<td>33.67</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.7 (5.8)</td>
<td>Sulakytur</td>
<td>Kırıkale</td>
<td>Çankırı</td>
</tr>
<tr>
<td>21.09.1936</td>
<td>11:41:25</td>
<td>41.21</td>
<td>33.53</td>
<td>20</td>
<td>Ms (Mw)</td>
<td>5.1 (5.3)</td>
<td>İhsangazi</td>
<td>Kastamonu</td>
<td>Çankırı</td>
</tr>
<tr>
<td>18.11.1936</td>
<td>15:50:14</td>
<td>41.25</td>
<td>33.33</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.4 (5.5)</td>
<td>Araç</td>
<td>Kastamonu</td>
<td>Çankırı</td>
</tr>
<tr>
<td>31.05.1938</td>
<td>17:55:22</td>
<td>40.90</td>
<td>33.73</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.1 (5.3)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>21.11.1942</td>
<td>14:01:53</td>
<td>40.82</td>
<td>34.44</td>
<td>80</td>
<td>Ms (Mw)</td>
<td>5.5 (5.6)</td>
<td>İskilip</td>
<td>Çorum</td>
<td>Çankırı</td>
</tr>
<tr>
<td>26.11.1943</td>
<td>22:20:41</td>
<td>41.05</td>
<td>33.72</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>7.2 (6.8)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>02.01.1944</td>
<td>10:59:00</td>
<td>41.00</td>
<td>33.70</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.0 (5.3)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>01.02.1944</td>
<td>03:22:40</td>
<td>40.80</td>
<td>32.22</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>7.2 (6.8)</td>
<td>Gerede</td>
<td>Bolu</td>
<td>Bolu</td>
</tr>
<tr>
<td>10.02.1944</td>
<td>12:05:27</td>
<td>41.00</td>
<td>32.30</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.3 (5.5)</td>
<td>Mengen</td>
<td>Bolu</td>
<td>Bolu</td>
</tr>
<tr>
<td>18.10.1944</td>
<td>12:54:05</td>
<td>40.89</td>
<td>34.47</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.2 (5.4)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>02.03.1945</td>
<td>10:39:44</td>
<td>41.20</td>
<td>33.40</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.6 (5.7)</td>
<td>Araç</td>
<td>Kastamonu</td>
<td>Çankırı</td>
</tr>
<tr>
<td>07.06.1945</td>
<td>01:20:41</td>
<td>41.17</td>
<td>33.25</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.2 (5.4)</td>
<td>Araç</td>
<td>Kastamonu</td>
<td>Çankırı</td>
</tr>
<tr>
<td>21.01.1946</td>
<td>11:25:32</td>
<td>41.05</td>
<td>33.48</td>
<td>60</td>
<td>Ms (Mw)</td>
<td>5.0 (5.3)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>13.05.1949</td>
<td>20:14:07</td>
<td>40.94</td>
<td>32.71</td>
<td>20</td>
<td>Ms (Mw)</td>
<td>5.1 (5.3)</td>
<td>Eskipazar</td>
<td>Karabük</td>
<td>Çankırı</td>
</tr>
<tr>
<td>13.08.1951</td>
<td>18:33:34</td>
<td>40.88</td>
<td>32.87</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>6.9 (6.6)</td>
<td>Çerkeş</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>14.08.1951</td>
<td>18:46:08</td>
<td>41.08</td>
<td>33.18</td>
<td>40</td>
<td>Ms (Mw)</td>
<td>4.9 (5.2)</td>
<td>Kuruşulu</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>07.09.1953</td>
<td>03:59:04</td>
<td>40.94</td>
<td>33.13</td>
<td>40</td>
<td>Ms (Mw)</td>
<td>6.0 (6.0)</td>
<td>Kuruşulu</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>21.09.1957</td>
<td>20:16:59</td>
<td>40.75</td>
<td>34.02</td>
<td>40</td>
<td>Ms (Mw)</td>
<td>5.1 (5.3)</td>
<td>Yapraklı</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>10.12.1966</td>
<td>17:08:33</td>
<td>41.09</td>
<td>33.56</td>
<td>13</td>
<td>Ms (Mw)</td>
<td>5.2 (5.1)</td>
<td>İhsangazi</td>
<td>Kastamonu</td>
<td>Çankırı</td>
</tr>
<tr>
<td>23.06.1967</td>
<td>10:06:55</td>
<td>40.85</td>
<td>33.65</td>
<td>20</td>
<td>Mb (Mw)</td>
<td>5.1 (5.4)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>22.12.1969</td>
<td>-</td>
<td>40.60</td>
<td>34.20</td>
<td>-</td>
<td>Mb (Mw)</td>
<td>5.1 (-)</td>
<td>Bayat</td>
<td>Çorum</td>
<td>Çankırı</td>
</tr>
<tr>
<td>05.10.1977</td>
<td>05:34:43</td>
<td>41.02</td>
<td>33.57</td>
<td>10</td>
<td>Ms (Mw)</td>
<td>5.8 (5.6)</td>
<td>Ilgaz</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>14.02.2000</td>
<td>06:56:35</td>
<td>40.94</td>
<td>31.70</td>
<td>10</td>
<td>Md (Mw)</td>
<td>5.1 (5.1)</td>
<td>Yiğitkale</td>
<td>Düzce</td>
<td>Çankırı</td>
</tr>
<tr>
<td>06.06.2000</td>
<td>02:41:50</td>
<td>40.63</td>
<td>33.03</td>
<td>10</td>
<td>Md (Mw)</td>
<td>5.9 (6.0)</td>
<td>Orta</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>06.06.2000</td>
<td>05:59:39</td>
<td>40.64</td>
<td>33.07</td>
<td>8</td>
<td>Ms (Mw)</td>
<td>4.0 (4.4)</td>
<td>Orta</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>08.06.2000</td>
<td>21:27:58</td>
<td>40.64</td>
<td>32.99</td>
<td>-</td>
<td>Ms (Mw)</td>
<td>4.2 (4.4)</td>
<td>Orta</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
<tr>
<td>09.06.2000</td>
<td>03:14:19</td>
<td>40.52</td>
<td>33.03</td>
<td>-</td>
<td>Ms (Mw)</td>
<td>4.4 (4.7)</td>
<td>Orta</td>
<td>Çankırı</td>
<td>Çankırı</td>
</tr>
</tbody>
</table>
2.3.1. The Orta earthquake

The 06.06.2000 Orta Earthquake, its foreshocks and aftershocks are the only instrumentally recorded events since 1900 between Ankara and Çankırı. The Orta Earthquake has a moment magnitude of 6.0 and it provides valuable data regarding the neotectonics of the NW Central Anatolia. This event was felt from the capital, Ankara (70 km to the south), where the earthquake caused minor property damage in the town of Orta and some villages to the west, and caused 3 casualties with more than 200 injuries (Demirtaş, 2000 and Taşkın et al., 2003).

The Orta earthquake was somewhat an unexpected event for the area since its epicenter is located in a region nearly 30 km away from the NAFS, where no active faults were previously reported (Şaroğlu et al., 1992). The Orta Earthquake record at the Çerkeş Station located nearly 12 km away from the DFZ is given in Figure 13. Moreover, the fault plane solutions show that the event is associated with an oblique-normal-slip fault trending at a high angle to the strike-slip NAFS (Figures 11 and 12). Most of the focal mechanism solutions proposed by Taymaz et al. (2007) and different earthquake research institutes (Harvard and ERI) are in good agreement and show an oblique normal displacement on east dipping and N-S trending left-lateral strike-slip fault. This supports the structural geological observations of Emre et al. (2000) and Koçyiğit et al (2001).

The main event was recorded by strong motion stations located at Çerkeş, Karabük, Kastamonu, Bolu and Düzce (in the order proximity to the DFZ). The record at the Düzce station shows that the peak ground acceleration (PGA) has occurred in a E-W direction and had a low magnitude of 63.2 cm/s² (Figure 13). The peak ground acceleration recorded in the other stations were also in the E-W direction with a PGA value lower than 63.2 cm/s² due to the greater distances between the DFZ and the stations. Along with this, the records in the E-W direction for all five stations were similar to those in the N-S direction.
Although having a low PGA value, this earthquake caused heavy, moderate and light damage to more than 800 superstructures located within the Orta District. Structural damage observed at the reinforced concrete structures in the region was smaller than those of masonry, etc., structures. As stated above, there are many fault zones located in close proximity to the area which have capability to generate potential destructive earthquakes with a higher PGA value than that of the Orta Earthquake. Also, according to Koçyiğit (2008), the DFZ continues to the south and it is also stated that the Çubuk Fault Zone in the Ankara Province might be a continuation of the DFZ. This suggestion also increases the intensity level of a possible earthquake when compared with the Orta Earthquake. Therefore, when the characteristics of the area in terms of the seismicity and the vulnerability of the buildings in the area to the low PGA Orta Earthquake are taken into consideration, the significance of this study increases.
CHAPTER 3

METHODOLOGIES FOR CHARACTERIZATION STUDIES

3.1. Introduction

The process of identifying the layers that underlie a site and their physical characteristics is the main purpose of the in-situ testing. Generally, the in-situ field techniques are categorized based on the necessity of a boring to acquire information. Based on their nature, these tests are classified as destructive and non-destructive field tests. The most preferred data for soil characterization studies are mainly dependent on the Standard Penetration Test (SPT) and shear wave velocity surveys either in engineering practice or in scientific researches. These two techniques provide the important parameters required to establish a seismic design criterion for an engineering site. The results of these techniques substitute each other for any engineering practice. In the literature, there are many investigations demonstrating how these two parameters can be derived from each other (e.g. Kanai, 1966; Ohto and Goto, 1978; Fumal and Tinsley, 1985; Pitolakis et al., 1992; Kayabali, 1996; Koçkar and Akgün, 2008; Dikmen, 2009; Koçkar et al., 2011).

The SPT is a destructive test since a geotechnical borehole should be drilled in order to implement the test. Although the requirements of this in-situ geotechnical test makes it more costly when compared with the surface geophysical methods, it reveals the concrete findings regarding the identification of the soil layers, determination of the stiffness parameters of these layers, designation of the ground
water level and acquisition of samples for geotechnical laboratory tests. Also, the disturbed soil samples can be obtained at any desired depth throughout a boring while performing SPT. On the other hand, non-destructive geophysical methods have significant attractive advantages when compared with the SPT. For example, a large area can be covered within a relatively short period of time. Also, much deeper parts can be characterized more cost efficiently. Therefore, these methods are highly feasible in terms of time and money.

Moreover, besides the main usage of SPT and $V_S$ in engineering applications and in correlation studies, these are the main parameters utilized as the fundamental inputs in order to determine soil classes in the site effect studies. Some of the well known building codes such as the International Building code [International Code Council (ICC), 2012] and Eurocode (European Committee for Standardization, 2004, EC8) follows an approach to describe the effect of local soil conditions on the ground responses by minimizing the required data. Based on the acquired shear wave velocity and/or geotechnical data from a site, these codes suggest to classify the site by calculating the harmonic average of shear wave velocity and/or SPT-N values for the uppermost 30 m of the soil profile (Equation 1). The average value of these parameters can be used solely or together to identify the site class (ICC, 2012). The soil classification table suggested by IBC 2012 (ICC, 2012) is given in Table 2.

\[
P_{30} = \frac{\sum_{i=1}^{n} d_i}{\sum_{i=1}^{n} \frac{d_i}{P_{si}}}
\]

where $P_s$ is the required parameter where shear wave velocity (m/s) and SPT-N value can be used interchangeably. $d_i$ is the thickness of any layer between 0 and 30 m, and the total thickness of the soil profile should be equal to 30 m. In order to
determine the site class by using this equation, each layer up to a depth of 30 m should be characterized with geophysical and geotechnical field tests.

Table 2. Soil classification according to IBC 2012 (ICC, 2012).

<table>
<thead>
<tr>
<th>SITE CLASS</th>
<th>SOIL PROFILE NAME</th>
<th>AVERAGE PROPERTIES IN THE TOP 30 m</th>
<th>Soil shear wave velocity, $V_s$ (m/s)</th>
<th>Standard penetration resistance, $N$, blows/30 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Hard rock</td>
<td>$V_s &gt; 1500$</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Rock</td>
<td>$760 &lt; V_s \leq 1500$</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Very dense soil and soft rock</td>
<td>$360 &lt; V_s \leq 760$</td>
<td>$N &gt; 50$</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Stiff soil profile</td>
<td>$180 \leq V_s \leq 360$</td>
<td>$15 \leq N \leq 50$</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Soft soil profile</td>
<td>$V_s &lt; 180$</td>
<td>$N &lt; 15$</td>
<td></td>
</tr>
</tbody>
</table>

The SPT, geotechnical laboratory tests and boring logs were utilized as the geotechnical data in the context of the characterization techniques used in this study. The Active Multi-Spectral Analysis of Surface Wave (MASW) Method and the Passive Microtremor Array Method (MAM) were the techniques performed for the geophysical characterization surveys in this study. By integrating all of the data obtained from the above mentioned destructive and non-destructive methods, local site conditions and dynamic soil characteristics of the study area were assessed. In this chapter, the theoretical background of the utilized methodologies and details regarding their applications, data processing and results can be found.

The characterized sites and the results were incorporated into a Geographical Information System (GIS) environment. Additionally, the sites were grouped based on the soil classes suggested by IBC 2012 (ICC, 2012). This classification chart can be seen in Table 2. Due to unavailability of the SPT-N data to the depth of 30 m, only shear wave velocity values were utilized to calculate $V_{S30}$ in order to identify the local soils in the Orta pull-apart basin.
3.2. Geotechnical characterization studies

3.2.1. Introduction

Besides for the determination of the ultimate bearing capacity, for the calculation of settlement amount, evaluation of liquefaction phenomenon and so on (Kramer 1996, Bowles, 1996; Murthy, 2002), the SPT is utilized to classify soils according to the seismic codes (e.g., Eurocode8; Turkish Seismic Code 2007; International Building Code 2012) for the design of earthquake resistant structures. Most of these codes utilize the results of the SPT for the uppermost 30 m soil layer. Additionally, besides performing a standard penetration test, the geotechnical boring gives the opportunity to take disturbed and undisturbed samples to conduct laboratory tests in order to determine the index parameters, shear strength, hydraulic and consolidation parameters, etc. of the soils.

The natural water content \(w_n\), Atterberg limits [liquid limit (LL), plastic limit (PL) and plasticity index (PI)], grain size distribution, unit weight are the main index properties of soil (Murthy, 2002). These parameters are determined for the classification and correlation purposes of the geotechnical properties (Kramer, 1996). In a site response study, these properties are used especially as fundamental input parameters in order to define non-linear behavior of soil under cyclic loading in terms of soil degradation and damping ratio curves (Vucetic and Dobry, 1991; Darendeli, 2001).

The standard penetration test results were used along with the geotechnical boring logs to figure out the stiffness of the soils and vertical variation of the layers throughout the boring, to check the validity of the shear wave velocity results and to observe whether or not lateral variation exists. In addition to these, to generate an input database for 1D and 2D soil response analyses, these index parameters were utilized in order to correlate the geotechnical data with the geophysical results and to construct the geometry of the substrata by identifying the vertical
and lateral variation of the soils deposited, especially for the shallower parts of the Orta basin.

3.2.2. Geotechnical field and laboratory studies

The majority of the data were compiled from the previous studies conducted within the Orta basin. All geotechnical works were performed after the 2000 Orta Earthquake. Therefore, there is no abundant geotechnical data regarding the area. However, in 2007, a geological and geotechnical study was conducted within the area in order to prepare a development plan for the Orta Municipality. This study was a project of the General Directorate of Provincial Bank (ILBANK) and its results were complied, reprocessed and re-evaluated in the context of this study (hereafter named as the Ilbank study). This data encompasses 20 geotechnical boreholes having a total of 308 m depth drilled at the sites falling within Quaternary and Pliocene geological units. Almost all geotechnical borings have a depth of 15 m except BH04 and BH08. The depth of the deepest borehole (BH04) is 20 m. The SPT was performed at every 1.5m of the boreholes at each of the 20 sites. Along with this data, a total of 122 soil samples including either disturbed or undisturbed specimens were taken from the borings for geotechnical laboratory testing to determine the soil index properties.

In order to expand the database, to take samples where the previously conducted study did not cover, to observe the soil conditions and to check the results of the compiled database, 9 trial pits were excavated. The undisturbed samples were taken by the help of an equipment developed from an ordinary Shelby tube. In the context of this study, the index properties of the samples were determined by laboratory tests.

All the data regarding the results of SPTs, the information of geotechnical borings and the outputs of the laboratory tests complied from the previous studies were merged with the results of geotechnical laboratory tests conducted in this study.
leading to the creation of a geotechnical database for the study area. The database was evaluated in a GIS environment.

### 3.2.2.1. Standard penetration test

The standard penetration test (SPT) is an in-situ dynamic penetration field test. The principle of this test is the determination of the resistance of soil against ramming of a special steel sampling tube called split-barrel by using a standard driving energy (Schmertmann, 1978). The sketch of the sampler can be seen in Figure 14. A standard split tube of 50.8 mm outer diameter and 34.93 mm inner diameter is penetrated to soil via the free fall of a 63.5 kg weight from the height of 76.2 cm, and the number of blows are counted for 3 sets of 15 cm penetration (a total of 45 cm). The total of number of blows for the last two 15 cm section is defined as \( N_{30} \) or SPT-N value of that soil layer (Murthy, 2002).

![Figure 14. An illustration of the split barrel sampler (tube) for standard penetration test (Murthy, 2002) (not to scale).](image)

Based on some codes of practice, the implementation of the SPT is ceased if any of the three items given below are observed during the measurement where the measurement is termed as refusal (Bowles, 1998):

- Any 15 cm increment is obtained by 50 or more blows,
The required 30 cm is driven by 100 or more blows,

- No advance is observed after 10 successive blows.

The validity and usability of the SPT results can be affected by many factors such as drilling method, drill pipe type, borehole diameter and dimensions, borehole stabilization, sampler type, blow frequency, ram type and the energy exerted by its drop, and test procedure (Sağlamer, 1979; Nixon, 1982; Coduto, 1994). Based on these variables, the measured in-situ penetration resistance \( \text{SPT-N}_{\text{field}} \) can be high or low when compared with the actual conditions. In order to acquire more reliable and comparable results, many corrections can be applied to the obtained \( \text{SPT-N}_{\text{field}} \) value. The main commonly utilized corrections are with regard to effective overburden pressure, hammer energy, diameter of borehole, length and diameter of rod and sampler (Schmertmann, 1978; Seed et al., 1985; Liao and Whitman, 1986; Riggs, 1986; Skempton, 1986). It is crucial to know the reason of using these corrections and determine the soil type prior to obtaining the corrected SPT-N value.

Utilization of the SPT-N corrections are not suggested in the soil characterization studies based on the well established seismic codes such as TSC 1998 (Turkish Seismic Code; Ministry of Public Works and Settlement of Turkey, 1998), IBC, 2012 [International Building Code, International Code Council (ICC), 2012]. Also, rather than avoiding underestimated and/or overestimated design parameters for any type of building (Kramer, 1996; Bowles, 1996) or for the determination of liquefaction hazard (Çetin and Seed, 2002; Çetin et al., 2004), one of the main aim is to validate the shallow portion of the shear wave velocity \( V_s \) profiles based on the variations of the SPT-N value with depth. Therefore, in this study no SPT-N corrections were used due to the reasons given above. It should be noted that in the Ilbank study, the standard penetration test was performed with an automated ram drop assembly, thus the weight was dropped exactly from 76.2 cm as per standard. The distribution of the geotechnical boring where the SPTs were performed is given in Figure 15.
As stated above, the geotechnical borings were drilled in 20 different sites in the study area. These measurements were performed at sedimentary deposits which are Quaternary, Pliocene and Miocene in age. The majority of the borings are within the boundary of the Quaternary deposits since almost all settlement areas of the Orta District are located at these deposits. Also, the candidate areas in the development plan of the Orta Municipality regarding the new construction for the near future falls within these deposits. A total of 14 and 5 borings were located at the Quaternary alluvium deposits and the Pliocene sediments in the basin, respectively (Figure 15). As can be seen in Figure 15, the remaining borings were drilled in the Miocene sediments.

![Figure 15. Spatial distribution of the compiled geotechnical borings and the excavated trial pits in the study area.](image.png)

### 3.2.2.2. Trial pits and geotechnical laboratory tests

In order to conduct a detailed geotechnical characterization study, apart from the drilled boreholes in the context of the Ilbank study, nine trial pits were excavated by using an excavator in order to conduct a geological inspection of the shallow soil deposits and to take samples to determine the index parameters of the soil
(Figure 15). The trial pits were excavated until the organic soil was removed from the site and good conditions allowing proper visual examination were achieved (Figure 16). In order to be sure about the stabilization, the depth of the pits was constrained to 2 meters. The pits were excavated until the minimum base area was greater than 1.5 m² as suggested by the Site Investigation Steering Group (1993).

Figure 16. A view during the excavation of the trial pit in the Orta area.

A total of 5 and 3 trial pits were excavated at the site falling within the Quaternary alluvium deposits and the Pliocene sediments, respectively, and the remaining pit was excavated within the Miocene sediments (Figure 15). Nine disturbed and four undisturbed samples were acquired from these trial pits in order to perform the laboratory tests. In the context of this study, only undisturbed samples were utilized to obtain the index properties of the samples. The natural water content, PL, LL and PI values and grain size distribution along with the natural unit weight of the soil samples were determined based on TS 1900-1 standards (TS1900-1, 2006). The acquired results were integrated with the complied database in order to
geotechnically characterize the Quaternary and Pliocene sediments deposited in the Orta pull-apart basin.

3.2.3. Results of the geotechnical characterization studies

Since the vertical boundary between the Quaternary and Pliocene sediments are unknown, to evaluate the SPT results, the geotechnical borings were classified based on the geological units where they were located. According to this classification, a total of 83 SPT-N data from 1.5 m to 18 m was obtained for the Quaternary sites and 30 SPT-N data from 1.5 m to 20 m was obtained for the Pliocene sites. Since there was only one boring in the Miocene geological unit, the SPT-N value distribution was not examined individually, however, its effect on the variation of the data was considered in the entire dataset (Figure 17). Additionally, due to the insufficient amount of data at depths between 15 m and 20 m, this portion was excluded from further discussions. Moreover, a total of 23 SPT-N measurements were omitted during the construction of this database due to the refusal values. Most of these refusal values are present at the Quaternary sites due the gravel content of layers as the SPT-N count values were unrealistically high as stated by Eker et al. (2012) and WSDOT (2013).

As can be seen in Figure 17, the variation of the SPT-N values with depth shows a similar trend after a depth of 12 m when compared with the Quaternary and Pliocene data. However, these two datasets show significant variations at the shallower parts of the 12 m soil column as it is expected due to the presence of the coarse cohesionless soil bearing layers. Also, as the variation of the mean SPT-N values of the entire data with respect to depth was examined in Figure 17, it is clearly seen that the average SPT-N values increase almost gradually with depth. Additionally, the entire dataset shows that the deviation of the data with respect to the mean starts to decrease after 6 m.
During evaluation of the variations of the SPT-N value with respect to the geological units, the ground water level (GWL) fluctuations among the borings also needs to be considered. When the GWL between the Quaternary and Pliocene units are compared, higher variations are observed within the Quaternary dataset. The GWL ranges between 0.9 m and 5.4 m, and the data shows clustering around 2 m. Interestingly, the GWL level is located at the shallower parts of the soil within the Pliocene unit. The GWL has a range between 0.6 m and 2 m in this unit. This situation was also observed during the excavation of the trail pits in the study area. The state of the GWL reflects itself in the variation of the natural water content (w_n) with depth in the Pliocene data (Figure 18). Also, the higher GWL in the Pliocene sites also manifests itself in the diversion of the average of SPT-N values at the shallow soil layers (Figure 17).

Figure 17. The SPT-N value variations with respect to depth for the Quaternary, Pliocene and entire data.

Figure 18. The variation of natural water content (w_n) with depth for the Quaternary, Pliocene and entire data.
Based on the results of the geotechnical laboratory tests, the soils were classified according to the Unified Soil Classification System [(USCS), ASTM, 2006]. Coarse grained soils are present at the uppermost depth of 8.5 m within the Quaternary alluvium deposits (Figures 19 and 20). As can be seen in Figures 21 and 22, coarse grained soils within this unit are generally classified within occasionally blocky sediments containing coarse gravel GW-GP-GM-GC-SC, SM, SW and SP soil group (ASTM, 2006). The fine grained content within the GW, GM, GP, SM, SW and SP soil classes (ASTM, 2006) is below the value of 22%. On the other hand, clayey gravel (GC) and clayey sand (SC) soil classes contain fine grained material. The fine grained content within the clayey sand is between 21% and 45% (Figures 19 and 20). The clayey gravel (GC) soil class, on the other hand, contains fine grained material that is in the range of 14.2% to 20% (Figures 19 and 20). Coarse grained soils within the Quaternary unit are generally coarse sand and gravelly soils having occasional block content.

Figure 19. The variations of the percent of the samples retained on the No. 4 sieve with respect to depth for the Quaternary, Pliocene and entire data.
Figure 20. The variations of the percent of the samples passing through No. 200 sieve with respect to depth for the Quaternary, Pliocene and entire data.

Figure 21. Distribution of the soil class for the entire dataset according to the USCS (ASTM, 2006).
The deeper parts of the Quaternary units (>8.5m) and the entire Pliocene data are mostly comprised of fine grained particles. This can be observed for the Pliocene unit particularly at depths greater than 2 m as given in Figures 19 and 20. The natural unit weight of the clay type soil class changes between the values of 1.8 g/cm$^3$ and 2.1 g/cm$^3$. This range is mainly clustered between the values of 1.84 g/cm$^3$ and 1.88 g/cm$^3$. The distribution of the soil class can be seen in Figures 21 and 22. The soil layers are dominantly formed by low plastic clayey silt (ML), silty soils (MH), low plastic clay (CL) and high plastic clay (CH) soils based on the USCS (ASTM, 2006). The major population of the constructed dataset is formed by these clay soil groups (Figure 22).

The LL, PL and PI (LL-PL) variations of these two units with depth are given in Figures 23a, b and c, respectively. As can be seen in these figures, even though there is a difference in their magnitude, variations have the same trend after the depth of 8.5 m. In addition to these, MH and ML soil groups are in the close vicinity of the A-line of the Casagrande chart (Figure 24). The CH soil class is clustered far from the LL value of 50% along the upper side of the A-line and this clustering is parallel to this line. As can be observed from the figure, parallel clustering to the A-line indicates that the PI values are approximately half of the LL values.
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Figure 23. The variations of the LL (a), PL (b) and PI (c) values with depth for the Quaternary, Pliocene and entire data.
3.3. Seismic characterization studies

3.3.1. Introduction

Today, the harmonic average of the first 30 meters of shear-wave velocity profile, (i.e., $V_{S30}$) is considered to be standard for soil characterization studies in general (Boore et al., 1993; Borcherdt, 1994; ICC, 2006). Many studies (Bodin et al., 2001; Nguyen et al., 2004; Andrus et al., 2006; Chapman et al., 2006; Parolai et al., 2006) regarding evaluation of the site effect of the deep basins indicate that it is necessary to consider the deeper sections of the sedimentary profile in order to acquire a suitable ground motion prediction. Recognition of the influence of deeper geology on the seismic ground motion behavior at the surface presents a major challenge. Therefore, it is necessary to accurately determine the seismic profile as deep as possible and correspondingly 2-D basin topography for accurate and sufficient results to be acquired from seismic characterization studies to be performed for rigorous interpretation of dynamic behavior generated by ground
motion at the surface. Thus, it is necessary to develop and/or apply geophysical approaches that are suitable for this type of a study.

There are various seismic methods available for the determination of shear wave velocity ($V_S$) profiles in the literature. Some of these methods (down-hole, cross-hole, PS log, etc.) give more accurate results, but they are costly and time consuming methods due to the requirement of a boring (Gosar et al., 2008). Among other non-destructive methods, seismic refraction, performed for many decades, considers soil profile characterization process with linear relation to depth and may not present accurate results due to complex geology (Xia et al., 2004). Furthermore, active and passive surface wave methods (SWMs) are mainly based on the dispersive nature of Rayleigh waves. When compared with body waves, Rayleigh waves have relatively higher amplitude, allowing surface wave measurements to be undoubtedly used for determination of shear wave velocity profiles as these are not highly susceptible to environmental (ambient) noises and have flexibility in data acquisitions at locations where other geophysical methods are limited (Miller et al., 1999).

Surface waves are generated by utilizing active and passive sources. In the implementation of the active SWMs such as MASW (Park et al., 1999) and Spectral Analysis of Surface Wave (SASW) (Nazarian, 1984; Stokoe et al., 1994), seismic energy is intentionally generated at a specific location relative to the geophone spread and the recording begins when the source energy is imparted into the ground. However, in passive SWMs such as MAM (Okada, 2003; Hayashi, 2008) or Refraction Microtremor (ReMi; Louie, 2001) methods, there is no time break and motion from ambient energy generated by a range of natural phenomena (i.e., wind, wave motion) and artificial sources (cultural noise, i.e., traffic, machinery and so on) at various and usually unknown locations relative to the geophone spread is recorded (Hayashi, 2008).
The important assumption regarding passive SWMs is that the recorded microtremors are the surface waves which are the fundamental mode of the Rayleigh waves (Aki, 1957; Asten and Boore, 2005; Park et al., 2007). It should be noted that the passive surface wave methods are named based on the utilized inversion method. The MAM is one of these methods based on spatial autocorrelation (SPAC) inversion (Okada, 2003). Passive SWMs are used with different configurations to identify the shear wave velocities characterizing deeper layers (Asten and Boore, 2005). Resolution of these methods, however, may be low at near surface locations and they are not appropriate at quiet locations and the locations where local data quality variations are dependent on proximity to ambient noise, as these conditions cause insufficient passive energy (Tokimatsu, 1997; Rix, 2005).

Within the context of geophysical characterization surveys in this study, Multi-Spectral Analysis of Surface Wave [(MASW), Park et al., 1999] Method and Microtremor Array Method [(MAM), Okada, 2003] were performed as active and passive surface wave measurements, respectively. The MAM allows gathering more accurate mechanical information of the geological units lying at deeper sections of a soil profile while the MASW allows more rigorous solution of shear wave velocity profiles at shallower depths.

Moreover, the methodology where mechanical information obtained from the active and passive surface waves were utilized together before the inversion process is termed as Combined Surface Wave Method (CSWM) (e.g., Eker et al. (2010, 2012 and 2013). It allows to create a shear wave velocity profile by preserving high resolution at shallow depths and extending the $V_S$ measurements to greater depths. Therefore, this approach was utilized in the context of this study in order to characterize the deeper parts of the geological units as much as possible. Moreover, the determination of the shear wave velocity can present different possibilities in classification of soils as a result of co-characterization of shallow and deep sections of layers at the same profile to generate a representative
shear-wave velocity profile reflecting local site conditions (e.g., validation of lateral heterogeneity assumption, determination and cleaning of higher mode saturation, determination of near and far field saturation, identification of environmental dominant noise, etc.). Due to these reasons, the $V_s$ acquired from utilization of surface wave profiles constructed by using this method was more effectively used in the determination of ground responses of the soil deposits in the Orta pull-apart basin.

3.3.2. Fundamental background of the utilized method

Surface wave methods are based on the dispersive nature of the Rayleigh waves at layered media for acquisition of subsurface shear wave velocity profiles. The Rayleigh wave, one of the surface wave types, travels along a free surface such as the earth-water or the earth-air interface. The characteristics of the Rayleigh wave are relatively low velocity, low frequency and high amplitude. The Rayleigh wave is generated by the interfering SV and P-waves which are the radial and vertical components of the surface waves, respectively. In a homogeneous medium, the particle motion of the Rayleigh wave is elliptical in a counterclockwise (retrograde) direction along the free surface when it moves from the left side to the right. The amplitude of this wave motion decreases exponentially with depth. Surface waves become planar towards sufficient depth. The motion is constrained to a vertical plane consistent with the wave propagation direction (Xia et al., 2004). Also, the depth is a function of the wavelength (Park et al., 1999).

The phase velocity of the surface waves depends on frequency. By assuming vertical velocity variation, each unique frequency component of a surface wave has a different propagation velocity or phase velocity. This, resulting in a different wave length at each propagated frequency, is called dispersion (Park et al., 1999). Shear wave velocities of the subsurface layers are characterized by inversion (back calculation) process utilizing the constructed dispersive curve. Unlike the conventional methods, SWMs are based on elastic wave equation and the analyses
are performed completely in a frequency domain due to this property (Hayashi, 2008).

In spite of having different scales, the SWMs are mainly based on the same principles. They are established on the geometrical dispersion (Figure 25). It makes the propagation velocity of the Rayleigh wave dependent on frequency in vertically heterogeneous media. As can be seen in the figure, high wavelength (low frequency) Rayleigh waves have information regarding deep seated layers as they can penetrate to deeper layers and their velocity is affected from material properties present at the deeper parts (Louie, 2000; Okada, 2003; Hayashi, 2008). On the other hand, short wavelength (high frequency) Rayleigh waves disperse at layers closer to the surface and includes information related with mechanical properties of shallow layers (Park et al., 1999). Combining these low and high wavelengths, Rayleigh waves provide a possibility for the characterization of materials at a considerably large scale range (Foti, 2005).

![Figure 25. Principle of geometric dispersion (Geovision, 2009).](image)

The scale of the interested frequency range and the field configuration differences during the data acquisition are the main differences between the SWMs. Despite
these discrepancies, the same main three steps are utilized to perform the SWMs as these methods rely on the dispersive nature of the Rayleigh waves in layered media (Foti, 2005). These main steps are:

1) Acquisition of the field data (i.e., seismic waves are generated or detected and recorded by sensors),
2) Signal processing in order to obtain the dispersion curve,
3) Inversion of the field dispersion curve in order to construct a shear wave velocity profile. The schematic drawing of this procedure is given in Figure 26.

Figure 26. The flowchart of the main steps followed in the analysis of the SWMs (reproduced from Foti, 2005).
3.3.3. Data acquisition and field configuration of the SWMs

Although there is a general consensus on recording length, sampling interval, source and geophone type for surface wave methods in the literature, there are discussions regarding optimum field configurations such as near offset (distance between source and first receiver geophone), geophone (receiver) spacing and spread length (distance between first and last geophone). These parameters should be selected properly in order to avoid data contamination and loss in the record due to near and far field effects (Stokoe et al., 1994; Park et al., 1999, 2001, 2002; Xia et al., 2004).

The maximum investigation depth of the MASW and the MAM survey is generally equal to half of the spread length even though it also depends on several parameters regarding the field geometry and data acquisition as explained in detail in the further parts of this section. However, the array length can be almost equal to the investigation depth in a SPAC analysis (Geometrics, 2006; Hayashi, 2008). Also, this depth is related to the seismic velocities of the subsoil as well (Natale et al., 2004). Moreover, the geophone spacing is associated with the resolution of the measurement. If the spacing increases, the detectable minimum thickness decreases (Xia et al., 2004). In this study, the field configuration and data acquisition parameters were selected by considering all the discussions given below in order to penetrate the deeper parts of the geological units as much as possible along with the accurate characterization of the shallower layers.

In the MASW method, selection of a sufficient energy source and natural period of geophones depends on investigation depth during the analysis. It is known that 4.5 Hz geophones can detect minimum 5 Hz frequency during MASW measurements (Park et al., 2002). It is mentioned in the literature that 4.5 kg and 9 kg hammer can generate sufficient energy to obtain depth information down to 50 m during these types of studies (Park et al., 2002). This depth shows variations based on the
number of geophones, natural frequency of geophones, weight and type of the energy source, array length and number of channels.

Besides the construction of the field geometry based on the target depth required in a study, these configuration parameters given above should also be selected in order to prevent the records from the near and far field effects leading to spatial aliasing. When aliasing problems arise during recording of the signals, the original signal cannot be reformed uniquely from the sampled signal. Information on the deeper layers cannot be obtained accurately due to the near field effect because in order to become planar, surface wave is supposed to travel a certain distance from the source to the seismic array, where this distance is known to be a function of the wavelength as explained in the previous section in this chapter. As suggested by Xu et al (2006), this effect can be minimized or removed by using different near offset distances with respect to the stiffness of the surficial soil at the measurement site. However, this near field effect is not observed especially on the combined analysis as stated by Yoon and Rix (2005) due to the integration of the MAM data. Rather than the near field effect, if the MASW method is performed with a long offset range, certain problems may arise as related with the far field effects due to rapid attenuation of the high frequency component of the Rayleigh wave (Park et al., 1999; 2001 and 2002). This effect was minimized by a stacking procedure, by utilizing shorter offset range and by comparing results of reverse shot measurements and the MAM measurements in this study.

Moreover, rather than the spatial aliasing and loss of information of the shallow layer problems, other problems related to the lateral heterogeneity can be introduced when utilizing long spread length to take surface wave measurements. In the SWMs, one of the main assumptions is that there is no lateral variation in the elastic properties of the materials underlying a seismic array. In order to confirm the validity of this assumption, the existence of the lateral heterogeneity can be checked by the comparison of the experimental dispersion curves constructed by forward and reverse shots for the same seismic array without
changing any other data acquisition parameters in a MASW survey (Foti, 2005). This application also provides possibility to validate the measurement results of forward array. Therefore, by confirming the validation of this assumption, the spread length can be kept longer by considering the far field effects.

As stated in the previous section, the Microtremor Array Method (MAM) uses passive or ambient energy generated by man-made noise, traffic, factories, wind, wave motion, etc. As these microtremor sources are randomly distributed in space, they do not have a distinct propagation direction. Therefore, 2D arrays are generally required to calculate phase velocities of microtremors. Isotropic arrays such as circular or triangular are theoretically the best array types for passive analysis (Hayashi, 2008). However, finding the appropriate area for these types of arrays are hard, especially for urban areas where it is mostly impossible. The anisotropic array types such as L-type or linear array are more suitable for urban surveys and allow selection of suitable areal coverage. Results in the literature indicate that irregular arrays can be used for small scale passive surface wave method where relatively high frequency microtremors are used. Recently, various theoretical and experimental studies were conducted for the applicability of irregular arrays (e.g., Louie, 2001; Louie et al., 2002; Pullammanappallil et al., 2003; Rucker, 2003; Jin et al., 2006; Chavez Garcia et al., 2006 and 2007; Chavez Garcia, 2007; Panca et al., 2007; Yokoi and Margaryan, 2007; Hayashi, 2008; Eker et al., 2012 and this study). These studies show that different passive methods (MAM, ReMi) with anisotropic geometry present good conformity with each other and furthermore, the results of some of these passive methods present good correlations when compared with the active surface wave method.

In linear configuration of the MAM method, a common seismic refraction recording equipment just like in that the MASW is utilized. 12 or more geophones are required in order to effectively record the surface waves (Hayashi, 2008). Long array size (spread length) and longer period geophones are significant to acquire the data from deeper sections (Asten and Boore, 2005). The natural frequency of
the 4.5 Hz geophones is a more appropriate choice due to its cost effectiveness and durability. Furthermore, experimental dispersion curves acquired from 4.5 Hz geophones are practically same with 2 Hz geophones at passive method down to a 2 Hz frequency (Hayashi, 2008).

The array length can be modified based on the target depth. As passive surveys are performed with a larger geophone spacing than those used during active surveys (generally 5 m or more), the processed dispersion curve generally gives limited information for shallow depths or high frequencies. Shorter geophone spacing and higher frequency geophones can be used in order to interpret shallower structures in more detail. Although these uncertainties can be reduced by performing multiple surveys with decreasing lengths, higher frequencies of passive surface waves may not be effectively recorded due to their rapidly attenuating character (Park et al., 2007). Therefore, the best practice may be to perform an active survey with the same array (e.g., Park et al., 2007; Gosar et al., 2008; Eker et al., 2012).

3.3.4. Field procedure of seismic survey utilized in this study

In the scope of this study, two campaigns were organized to take active and passive surface wave measurements in order to characterize seismically soft and unconsolidated Quaternary alluvium deposits and Pliocene sediments in the Orta pull-apart basin. The first survey was performed in September of 2009 and the second was carried out in June of 2014. All measurements were taken at the sites where microtremor data (explained in detail in next chapter) was recorded in order to investigate the degree of the relation of the position of the H/V curves with the depth dependent variation of the shear wave velocity values.

The SWMs were performed by adopting a grid system by considering the distribution of the sites at Phase 1 (2009 campaign). This distribution decided during Phase 1 was based on the conditions of the deposition environment and the spatial variation of the geological units in the study area. Prior to conducting the
second phase (2014 campaign), the grid system was created with the consideration of the distance between the seismic measurement points ranging between 500 m and 1000 m in order to properly characterize the local soil conditions and to determine their contributions to the seismic hazard distribution. However, during the application of the SWMs in the field, this grid system had to be revised because of dense vegetation and planted agricultural areas, environmental noise, man-made structures, especially infrastructures and electrical lines as well as accessibility problems.

In the first phase of the survey, 14 sites were characterized by both active (MASW) and passive (MAM) surface wave measurements. In other words, 28 surface wave measurements were taken by carrying out these two SWMs (Figure 27). As can be seen in the figure, these surface wave measurements were recorded to determine the local soil characterization of different sedimentary deposits which are Quaternary, Pliocene and Miocene in age within the Orta pull-apart basin. A total of 8 and 5 measured sites fell within the boundaries of Quaternary alluvium deposits and Pliocene sediments, respectively. The remaining 1 site was measured within the Miocene sediments. This distribution is given in Figure 28.

In the second phase of this geophysical survey, 48 shear wave velocity measurements were taken at 15 different sites by using both active (MASW) and passive (MAM) surface wave methods (Figure 27). The MASW and MAM with linear configuration were performed at all 15 sites. In order to check the reliability of the experimental dispersion curves constructed by the MAM survey linear array, different geometric array configurations were used at some of these sites. The MAM survey was performed by using Triangular and L-shape array geometries at a total of 6 and 12 sites, respectively.
Figure 27. The spatial distribution of the first and second phase surface wave measurements along with the selected sections.

Figure 28. Distribution of the Surface Wave Measurements with respect to the geological units.

<table>
<thead>
<tr>
<th>Geological Unit</th>
<th>Phase I</th>
<th>Phase II</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alluvium deposits</td>
<td>8</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Pliocene deposits</td>
<td>5</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>Miocene sediments</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No of Measurement</th>
<th>Alluvium deposits</th>
<th>Pliocene deposits</th>
<th>Miocene sediments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>14</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Phase I</td>
<td>8</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Phase II</td>
<td>6</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>
When the spatial distribution of the measurements are to be examined, it is observed that all measurements fall within the boundaries of Quaternary, Pliocene and Miocene sediments in the context of the seismic characterization studies of this dissertation. As can be seen in Figure 28, a total of 6 and 7 measured sites fall within the boundaries of the Quaternary alluvium deposits and Pliocene sediments, respectively. The other 2 sites were measured within the Miocene sediments.

In the first phase, the MASW measurements were taken by using a linear array configuration with twelve (12) 4.5 Hz natural frequency vertical geophones with a 2.5 m spacing. Geophones with spikes were connected to the seismograph through a spread cable and active surface wave measurements were acquired by an ABEM-RAS 24 seismograph having 12 channels. Figure 29 illustrates the utilized array geometry in Phase 1. Also, the parameters regarding both field configurations and data acquisition utilized at two phases are summarized in Table 3. In the second phase, the same array configuration was utilized in the MASW survey. Also, the number and type of the geophones in this phase was similar with those used in Phase 1. However, the measurements were recorded by a GEODE seismograph having 12 channels. Different from the field configuration constructed in Phase 1, the geophone spacing was selected as 1.5 m in Phase 2 (Figure 29 and Table 3).

Figure 29. The configurations of the linear arrays utilized in the active surface wave survey. The numbers given in parentheses show the selected field configuration parameters in Phase 1. The numbers without parentheses show the utilized parameters during Phase 2.
The qualities of all MASW measurements in both phases were preliminarily checked in the field via a notebook computer after recording the signals. In all MASW measurements, the source was generated by hitting a 6 kgf (13.2 lbf) sledge hammer on a 0.35 m x 0.35 m striker plate. In both phases, forward and reverse measurements were taken by generating a source at both ends of the array to confirm continuity of the lateral homogeneity in the processing stage. Moreover, in both phases, the forward shots were repeated for three near offset distances (5 m, 10 m and 15 m) at the array. Therefore, problems regarding the proper generation of a Rayleigh wave for the relatively deeper parts of the soil profiles and the degree of the contamination level at the measurements were minimized at the records. In order to eliminate the environmental background noise, vertical stacking was implemented 3 or 5 times at each shot point of each array to improve the quality of data (i.e., to increase the signal to noise ratio) during the first and second phases. The recording length for the measurements of the generated surface waves was selected as 2 s with 1 ms sampling interval. The utilized data acquisition methods and selected parameters in each phase are listed in Table 3.

The MAM measurements in the first phase were taken by using twelve 4.5 Hz natural frequency vertical geophones in a linear array configuration with a geophone spacing of 5 m. Geophones with spikes were connected to the seismograph through a spread cable and passive surface wave measurements were acquired by a 12 channel ABEM-RAS 24 seismograph. Figure 30 illustrates the utilized array geometry for the passive SWM in Phase 1 and the parameters regarding field configuration and utilized data acquisition method at both phases are summarized in Table 3. In the second phase, the same array configuration was utilized in the MAM survey along with the isotropic geometries such as triangular and L-shape. For the linear array configuration, the number and type of the geophones in this phase was similar with those used in Phase 1. Different from the linear array configuration constructed in Phase 1, the geophone spacing was selected as 10 m in Phase 2 (Figure 30 and Table 3). Additionally, 7 and 11 geophones were utilized for the measurement of the ambient noise by using the
triangular and L-shape geometries, respectively (Figure 31). All passive measurements were recorded by a GEODE seismograph with 12 channels in Phase 2. In the MAM survey during the first and second phase, the sampling time interval was selected as 2 ms as given in Table 3. Ambient noise records were taken for approximately 5 minute and 10 minute durations in the former and latter phases, respectively.

Table 3. The list of selected field configuration and data acquisition parameters in Phase 1 and Phase 2. Please note that the numbers given in parenthesis show the selected parameters in Phase 1. The numbers without parentheses show the utilized parameters during Phase 2.

<table>
<thead>
<tr>
<th>Survey type</th>
<th>MASW</th>
<th>MAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>6 kg sledge hammer</td>
<td>Ambient noise</td>
</tr>
<tr>
<td>Seismograph</td>
<td>GEODE (ABEM RAS 24)</td>
<td>GEODE (ABEM RAS 24)</td>
</tr>
<tr>
<td>Geophones</td>
<td>4.5 Hz (Spike coupling)</td>
<td>4.5 Hz (Spike coupling)</td>
</tr>
<tr>
<td>Receiver array</td>
<td>12 channel linear</td>
<td>11 Channel L, 7 Channel Triangular and 12 channel Linear (12 channel Linear)</td>
</tr>
<tr>
<td>Array dimension</td>
<td>16.5 m (27.5 m)</td>
<td>50 m in L, 34 m in Triangular 110 m in Linear (55 m in Linear)</td>
</tr>
<tr>
<td>Receiver Spacing</td>
<td>1.5 m (2.5m)</td>
<td>10 m in L, 17 m in Triangular 10 m in Linear (5 m in Linear)</td>
</tr>
<tr>
<td>Source offset</td>
<td>5 m, 10 m, 15 m for forward shot and 21.5 m (37.5 m) for reverse shot</td>
<td>-</td>
</tr>
<tr>
<td>Sampling Frequency</td>
<td>1 ms</td>
<td>2 ms</td>
</tr>
<tr>
<td>Recording Time</td>
<td>2 s</td>
<td>32 s for each record</td>
</tr>
<tr>
<td>No of stack / records</td>
<td>3 or 5 stacking</td>
<td>20 (11) records</td>
</tr>
</tbody>
</table>
Figure 30. The configurations of the linear arrays utilized in the passive surface wave survey. The numbers given in the parentheses show the selected field configuration parameters in Phase 1. The numbers without parentheses show the utilized parameters during Phase 2.

Figure 31. Configurations of the geometrical arrays utilized in the surface wave investigations in the second phase of the study a) triangular and b) L-shape array geometries configured in the passive surface wave survey.

3.3.5. Construction of dispersion curves

The initial model assumption for surface wave measurements is generally that linear elastic half-space layers used for interpretation of surface wave survey are homogeneously stacked. Rayleigh wave phase velocity of layered soil/rock model is a function of four components; i) frequency, ii) P-wave velocity, iii) density and
iv) thickness of each layer. The number of unknowns for a model with n number of layers including the half-space is 4n-1 (excluding the half-space with undefined depth). As can be clearly observed, it is not possible to directly solve the inversion of surface waves. Therefore, it is necessary to apply an optimization method to decrease the number of unknowns and it is required to introduce possible limiting conditions in order to acquire more reliable results (Foti, 2005). For this purpose, a preliminary assumption is made for density and Poisson ratio in order to decrease the sensitivity of the experimental dispersion curve based on the values of the density and P-wave velocity soil parameters. Xia et al. (1999) defined the relative effect of each soil parameter on a dispersion curve by analyzing the Jacobian matrix. Based on the results of the study performed herein and the study proposed by Xia et al. (2004), the shear wave velocity for the fundamental mode of dispersion curve of high frequency Rayleigh wave (>2 Hz) is the most dominant parameter among the other soil parameters that effects the phase velocity variations of the Rayleigh wave. Therefore, inversion of the shear wave velocity from the phase velocity of the Rayleigh wave is the basis of this process.

Moreover, in order to decrease the effect of the layer thickness on the dispersion curve, it is necessary to select thinner layers. This effect can be reduced by selecting a subsurface model of 10 or 15 layers as proposed by Hayashi (2008). This approach is termed as the “blind-way technique” (Hayashi, 2008). In the literature, many researchers have proposed to show the applicability of blind-way method (the Subcommittee for Geotechnical Survey of the Ashigara Valley Blind Prediction Test, 1992; Boore and Brown, 1998; Louie, 2001; Brown et al., 2002; Hunter et al., 2002; Rix et al., 2002; Xia et al., 2002; Martin and Diehl, 2004; Asten and Boore, 2005; Stephenson et al., 2005; Comina et al., 2006; Moss, 2008). During the inversion process of data acquired throughout this study, the blind-way technique was utilized to obtain the surface wave profiles. The validity of this technique was checked by the available geotechnical boreholes down to a depth of 15 m.
The processing and analysis of all MASW and MAM records acquired during the first and the second phase were performed by using a SeisImager/SW™ V. 2.2 Surface Wave Analysis software. The same software was also used for the combined analysis of active and passive SWMs at the same location. The phase shift (Park et al., 1999) and spatial auto-correlation (SPAC) inversion (Okada, 2003) methods were utilized to obtain dispersion curves in the phase velocity-frequency (v-f) domain for the MASW and MAM records, respectively. Figure 32 shows the examples of the exponentially constructed dispersion curves v-f domain for the MASW and MAM records.

At first, all of the necessary editing (e.g., excluding low quality data and higher mode contamination) was applied at the processing stage of the field records by using the raw data prior to building the initial model of the soil profile for both active and passive surfaces in order to obtain a reliable shear wave velocity model. The reason for this approach is that purity, specificity and accuracy of the dispersion curves are the prominent properties influencing the accuracy of the inverted shear wave velocity profile as stated by Jin et al. (2006). By editing, the low quality data (i.e., low signal to noise ratio) was removed from the dispersion curves. The low quality data was observed especially at the lower frequency levels of the MAM records and at the higher frequency components of the MASW data. In some MASW records acquired in the first phase, it was observed that the higher frequency components of the data were highly contaminated due to interference of the higher modes of the Rayleigh wave. One of the MASW records taken during the second phase is given as an example in Figure 32 to show this contamination clearly. For some measurement points like the site given in Figure 32a, it was not possible to catch high frequency components (greater than 15 Hz) of the fundamental mode Rayleigh wave. However, this inconvenience was tolerated as much as possible by using the other measurements having different near offset distances.
Figure 32. a) A contaminated MASW measurement [Comb02 (2)] by the interference of higher mode of Rayleigh wave observed at the higher frequency component of the record, an example of the constructed experimental dispersion curve of b) the L-shape and c) linear MAM records at Comb 12 (2).
After the editing process, the assumption regarding the continuation of the lateral homogeneity was checked by comparing the records obtained by forward and reverse shots for the MASW survey. In the MAM survey, 6 and 10 records were selected randomly and processed in order to confirm the validity of this assumption. As a result, the lateral heterogeneity effect was not observed at any signal recorded during the first and the second phase. Additional considerations taken in the selection of the trend of the array geometries during field work has made a significant contribution to the acquisition of well representative data.

After performing the stages given above, the dispersion curves of all of the surface wave measurements were generated and the initial soil models were constructed by a simple wavelength-depth conversion. This conversion utilized a multiplication factor (1.1) to the acquired phase velocity and one third wavelength approximation in the estimations of the shear wave velocity and depth, respectively. In the context of this study, the initial soil models were created by using 15 layers based on the blind way technique, and only the shear wave velocity values were changed throughout the inversion process. The depth of the initial models was assigned based on the effective penetrated depth of the phase velocity. The inversion process was performed by utilizing a non-linear least square method. After a number of iterations determined based on the amount of the root mean square error (<5%), the final calculated dispersion curve and the final shear wave velocity model were obtained.

As stated before, this study aims to characterize shallow layers at a higher resolution by using a relatively shorter array with the active method. Therefore, the depth information acquired from the MASW method is insufficient in general for deep basin analysis. Thus, MAM measurements were taken at MASW locations and dispersion curves of these two methods were combined and thus a larger frequency range was characterized while results identifying both shallow soils and also deeper sections were acquired (e.g., Asten and Boore, 2005; Gosar et al., 2008; Eker et al., 2012 and 2015). In the analysis of the CSWM, after merging the
dispersion curves of both methods conducted at the same site, the initial soil models were re-constructed with a similar procedure given above and the models were inverted by using a non-linear least square method with the same error margin consideration given above. No smoothing was applied during the combination procedure of the methods (Figures 33 and 34).

Figure 33. An example combined dispersion curve after the inversion process was performed at Comb07 (1). The red dashed line at the top of the figure shows the signal to noise ratio at each frequency of the phase velocity.
Figure 34. An example combined dispersion curve after the inversion process was performed at Comb12 (2). The red dashed line at the top of the figure shows the signal to noise ratio at each frequency of the phase velocity.

The resolutions of the dispersion curves were very high due to the utilization of the long and short array sizes together (Figures 33 and 34). Therefore, the high frequency components (greater than 15 Hz) of the fundamental mode Rayleigh wave were successfully detected in the MASW record. Also, as can be seen from Figures 33 and 34, nearly the entire frequency range (between 2 Hz and 15 Hz) was characterized by the MAM survey. This statement was valid for almost all measurements taken in both phases. Moreover, the same procedure was applied to the records taken by geometric arrays. When the dispersion curves of the MAM results recorded by the linear array configuration with the dispersion curves of the geometrical arrays were compared, it was observed that especially the lower frequency component of dispersion curves of geometrical array were slightly lower. When the results of the 12 sites are taken into account, the difference between the curves have a range of 2% to 7%. This difference is negligible when
the error margin of the utilized inversion technique in this study is to be considered. This margin is reported as ±15% according to Xia et al. (2002). Therefore, this confidently shows that a linear array is applicable for the passive MAM measurement. In order to make comparison, the expermentally constructed dispersion curves obtained from the geometric and the anisotropic arrays conducted at Comb 12(2) are given in Figure 32b and 32c, respectively. Additionally, as explained before, the maximum penetration distance can be as deep as the amount of the spread length. As given in Table 3, the array lengths are 34 m and 50 m in the triangular and L-shaped field configurations of the passive SWM, respectively. Therefore, the results of the MAM with the linear configuration were taken into consideration due to the capability of reliably characterizing the deeper parts of the sedimentary sites.

3.3.6. Results of the surface wave velocity measurements

The main aim of this study is to rigorously penetrate the deeper parts of the sediments as much as possible along with the accurate characterization of the shallower layers in terms of shear wave velocity values. As stated in the previous section, characterization of the target depth depends on several field acquisition parameters and their combinations along with the geological conditions. Also, it is related to the seismic velocities of the subsoil (Natale et al., 2004). This means that the same field acquisition parameters present different sampling depths at different locations. However as explained before, the general expectation is the maximum investigation of the MASW and the MAM survey to be generally equal to half of the spread length. At some cases, the maximum characterization depth can be increased up to the array length in the passive surface measurements.

In accordance with the purpose of this study, the local soil conditions of the Quaternary alluvial deposits and Pliocene sediments (hereafter termed as Plio-Quaternary sediments) were characterized in terms of shear wave velocity ($V_S$) values by utilizing a combination of the MASW and MAM surface wave
measurement results. As explained before, in order to implement this characterization study, these measurements were taken at different time periods. Mainly, the vertical and lateral variations of $V_S$ data, and the harmonic average of the $V_S$ values at the uppermost 30 m part at 29 sites were determined after analyzing the inverted $V_S$ profiles. It should be noted that the phase number is given in parenthesis when the characterized sites are mentioned in this section.

The maximum reliable depth of investigation is between 11 m and 18.1 m for the MASW survey in the first phase. This range is varying between 13.2 m and 15 m after the implementation of the active SWM in the second phase. Figure 35 shows the final $V_S$ soil profile that was obtained by the MASW survey at Comb14 (1). On the other hand, the MAM method was also performed at the same locations where the MASW method was implemented to increase the characterization depth. In the first phase, the maximum reliable depth that could be penetrated by the MAM survey was in the range of 35 m and 55 m. As a result of utilizing greater array length, the accurately characterized depth increased the range from 50 m to 85 m. The constructed $V_S$ profile after implementation of the MAM survey can be seen at Comb13 (2) in Figure 36. It should be noted that the dark shaded area in Figures 35 and 36 shows the reliable parts of the $V_S$ profiles.
Figure 35. The final shear wave velocity profile obtained from the MASW method at Comb 14(1). The small green circles show the dispersion curve which this $V_s$ profile was derived from. The dark shaded area indicates the reliable parts of the shear wave velocity profiles.

Figure 36. The final shear wave velocity profile obtained from the MAM method at Comb 13 (2). The small green circles show the dispersion curve which this $V_s$ profile was derived from. The dark shaded area demonstrates the reliable parts of the shear wave velocity profiles.
As explained in the previous section of this dissertation, the passive SWM results were integrated with the 1D active ones to obtain more reliable information on the deeper sites. By combining active and passive source dispersion curves, high resolution $V_S$ soil profiles were constructed for the 29 sites in this study. This can be clearly seen in Figures 33 and 34. As explained above in detail, these methods were performed based on the extent permitted by the properties of the utilized field equipment and approaches such as geophone, length of the spread cable, amount of energy exerted to the ground along with the degree of environmental noise, the proximity to the source of the noise and seismic properties of the geological units. The utilized equipment were not changed during the survey phase. Therefore, the variation of the maximum investigation depth in the same phase was controlled by the second set of the factors regarding the properties of the geological units and environmental noise. By performing the combined methodology, the maximum investigation depths were obtained as 55 m and 85 m according to results of the surveys conducted at Phase 1 and 2, respectively.

In the areas where an active river system dominates the depositional setting, the recent sediments may be deposited under the influence of both marginal and axial depositional systems. Mostly coarse grained soils are deposited due to the marginal depositional setting and these soils are composed mainly of terrace and alluvial fan conglomerates. This setting is controlled by debris flow and braided rivers. On the other hand, the axial depositional system includes fine grained alluvial plain sediments such as clay, silt and sand. The variations of the grain size in the soil layers causes the variation of the shear wave velocity values as stated by many studies by Ohta and Goto (1978), Inazaki (2006), Wills and Clahan, 2006 and Eker et al. (2012). However, these depositional characteristics were not observed at the study area together since the topography of the study area is very gentle and the majority of the area has a slope less than 1 degree. All results show that the area is dominantly under the axial depositional setting. The reason of the lateral and vertical variations of the cohesionless soils is the severity degree of the flooding and this is dependent on the intensity of the rainy seasons in the area.
As stated before, the Orta pull-apart basin has a diamond shape and it is elongated in the ENE-WSW direction. Three sites [i.e., Comb04 (1), Comb14 (1) and Comb13 (2)] are located at the places where the width of the alluvium deposit starts to narrow down as can be seen in Figure 27. The $V_S$ variation of these sites show that softer sediments have $V_S$ values ranging between 100 m/s and 270 m/s; the thickness decreases and the relatively stiffer geological layer that underlies this unit has an average $V_S$ greater than 350 m/s. This difference provides an opportunity to determine the thickness of the soft and unconsolidated sediments for the area. Based on this threshold value, the thickness of these soft sediments are determined as 10.5 m and 9 m at the eastern and the western sides of the basin, respectively. This small difference can be related with the depositional and erosional effect of the river due to its flow direction. According to the sites located at the center of the basin [i.e., Comb03 (1), Comb08 (1), Comb01 (2) and Comb04 (2)] (Figure 27), despite the slight variation, the thickness of the soft sediment was determined by using this cut off value (i.e., 270 m/s) that is between 15 m and 20 m. The $V_S$ profile of Comb01 (2) can be seen in Figure 37a.

When the variations of the Pliocene $V_S$ values with respect to depth are examined, it can be stated that the thickness of this soft layer shows some variations at the measured sites [i.e., Comb09 (1), Comb06 (2) and Comb08 (2)]. As can be seen in Figure 27, these sites fall within the boundaries of the Pliocene sediments at the longitudinal axis of the basin center. While one of these sites [Comb06 (2) site] is situated at the northern part of the axis, the others are located at its southern side (Figure 27). While Comb06 (2) shows that the soft Pliocene sediment thickness is around 20 m, the thickness of this sediment layer at Comb08 (2) is determined as approximately 25 m. The $V_S$ profiles constructed at the two sites can be seen in Figures 37b and 37c. Based on the variation of the topography and the spatial distribution of the geological units, normally, the $V_S$ values at Comb06 (2) should have increased radically after a certain depth. When Figure 37b is examined, it is observed that the $V_S$ variations become uniform at the value of 300 m/s. This unexpected behavior causing this non-linearity may be explained by the existence
of the geological elements. As can be seen in Figure 27, Comb06 (2) is located very close to a fault which controls the shape and depositional system of the valley. These results might be due to the presence of this fault and its deformation zone.

The cut off value is utilized as 270 m/s to distinguish the vertical variation of the soft overlying sediment from those of the stiffer underlying layers. When the lateral variation of the V_s values are examined, it is interestingly observed that the shallower parts of the shear wave velocity values at the Pliocene sites (Figures 37b and 37c) are lower than the Quaternary deposits (Figure 37a). This means that the older Pliocene deposits have lower V_s values at shallower depths. However, it was expected to be stiffer (Koçkar and Akgün, 2008). This phenomenon may be related with the grain size distribution, density, consolidation and degree of cementation in the deposits (Ohta and Goto, 1978; Wills et al., 2000; Inazaki; 2006; Wills and Clahan, 2006; Koçkar et al., 2011; Eker et al., 2012). Besides these, the degree of the weathering, the presence of faults and their deformation zones might have had a significant influence on the variation of the V_s values either in the vertical or lateral direction (Eker, 2009; Koçkar et al., 2011, Eker et al., 2012) while the other parameters are slightly changed for the deposits having different geological ages.

As stated above, this study mostly focuses on the characteristics of the Plio-Quaternary sediments. However, to properly describe the lateral variation of the sediments in terms of V_s values, the SWMs were taken at three Miocene sites [i.e., Comb13 (1), Comb05 (2) and Com10 (2)] which are present at the northern part of the Orta basin (Figure 27). The V_s profile of Comb05 (2) is given in Figure 37d. Based on these measurements, the thickness of the relatively softer layers having a V_s value of lower than 200 m/s is determined to be around 10 m. According to Figure 37d, it can be seen that this thickness is approximately 9 m. This finding regarding the soft Miocene sediments is highly related with the degree of the weathering and the proximity to the fault and its deformation zones as illustrated in Figure 27.
Figure 37. Some examples of the representative Vs profiles from the a) Quaternary, b, c) Pliocene and d) Miocene sites.
By integrating all of the information given above, it can be concluded that the shallower layers of the deposits which are divided into three groups based on geological age show similar variations with each other when the clay content of the soil layer is high. The presence of the coarse grained materials such as gravel and sand create the deviations especially at the alluvium deposits. Therefore, it can be concluded that the characteristics of the Quaternary sediments and shallower parts of the Pliocene and Miocene sediments are almost identical (Figure 37).

Due to the insufficiency of comparison of the seismic characteristics of the layers of different geological units, it was required to use another methodology in order to distinguish especially the shallower parts from each other. In this methodology, as given at the beginning of this chapter, the harmonic average of the shear wave velocity values for top 30 m of the soil profile were determined at 29 sites. The calculated $V_{S30}$ values were grouped based on the age of the geological units and compared with each other (Figure 38). As can be seen in Figure 38, the Quaternary alluvial deposits, Pliocene and Miocene sediments fell within the boundary of site class D (between 180 m/s and 360 m/s) according to the design code of IBC 2012. Figure 38 shows that the $V_{S30}$ values of the Quaternary sites change between 186.9 m/s and 289.3 m/s. However, the upper and lower bounds of the $V_{S30}$ values (225.9 m/s and 300.6 m/s) at the Pliocene sites shifts to the stiffer parts of the charts (Figure 38). When the $V_{S30}$ value distribution of the limited number of Miocene sites is examined in the same figure, it can be observed that three sites characterize this unit in a wider range. Also, these sites are at the same soil class with the others. This means that besides the correlation studies of the $V_S$ profiles at the different geological units, the $V_{S30}$ value does not give distinctive bounds for these units in order to quantitatively differentiate them.
Figure 38. The general distribution of the calculated $V_{S30}$ results with respect to different geologic deposits and corresponding to the site classes based on IBC 2012.

Depending on the results of the CSWMs performed, the regional seismic zonation map of $V_{S30}$ was prepared in order to investigate the spatial variation of this value over the area (Figure 39). In order to quantify the spatial structure of the $V_{S30}$ data, an ordinary kriging method with exponential semi-variogram model type was utilized by using the ArcGIS V9.3 software. In the creation of the $V_{S30}$ prediction (interpolation) map, the anisotropy in the spatial distribution of the data was considered as well. In this technique, no transformation was applied since a normal distribution is statistically more representative when the distribution of the data is taken into consideration (Figure 39). By performing the trend analysis, the presence of the second order trend was determined and removed from the data. The local polynomial interpolation was utilized in the de-trending stage. It should be noted that although some parts of the study area were not covered by the performed SWMs, these sited were included in the regional seismic map in order to avoid distorting the shape of the map (Figure 39).
As can be seen in Figure 39, the general trend shows that the $V_{S30}$ values tend to increase towards the northeastern and western parts of the basin. Towards these parts, the Quaternary alluvium thickness is gradually decreasing since the basin starts to narrow down. By comparing the $V_{S30}$ values of the sites at the western boundary of the delineated area [i.e., Com04 (1), Com13 (2)] and the locations at the northeastern part of the area [Com14 (1) Com11 (2)], it can be stated that the recent alluvium is thinner at the NE of the study area. Additionally, it can be observed that there are some packages having lower $V_{S30}$ values within the basin based on the measured sites. These sites [from west to east Comb11 (1), Comb09(2); Comb06 (1) and Comb07 (2)] are clustered at the northern part of the Quaternary deposits where the course of the major river is present. This observation may show that these lower value data are related with the domination of the axial depositional system in the basin.

When Figure 39 is to be examined in detail, it can be observed that rather than the age of the geological units, spatial distribution of the geological elements such as faults play a significant role in the distribution of the $V_{S30}$ values. None of the faults shown in the figure are pure strike slip faults. These have strike slip mechanism with a considerable normal component. This means that the dip
amounts of these faults are not so high and their planes have an inclination towards beneath the basin. The faults located at the northern side of the basin dip towards south. The others located at the south of the Orta basin have a north dip direction. The southern part of the basin cannot be observed in Figure 39 due to the extent of the figure, where Chapter 2 includes a detailed explanation of the subject. This state increases the deformation zone of the faults especially for the Quaternary and Pliocene sites. When the measurement sites located at NW of the study area [Com12 (1), Com13 (1), Comb5 (2), Comb10 (2) and Comb14 (2)] are to be taken into account, the variation of the $V_{S30}$ values may indicate the spatial significance of the sites where downthrown and/or upthrown sides of the faults are present. In Figure 39, the lowest $V_{S30}$ value (186.9 m/s) was observed at the site of ComB12 (2) located to the east of the study area and this location determines the extent of the eastern border of the survey. When Figures 27 and 39 are examined, it is clearly seen that this site is situated very closely to the NE-SW trending oblique slip fault controlling the basin. This is also another example for the effect of the presence of the faults and their deformation zones at the measurement locations.

In order to clarify the discussion given above and to understand the subsurface geometry of the basin, a 3D model was created by using $V_S$ values. In creating the 3D $V_S$ model given in Figure 40, a digital elevation map of the study area produced from 1:25.000 topographic maps of the General Command of Mapping was utilized to create the topography. The upper surface limit of the models was truncated with respect to the topography. The topography and the model itself was exaggerated 8 times in the vertical direction. Furthermore, the lower surface of the models was adjusted based on the maximum depth of the $V_S$ profiles among the measurements. The model was constructed by using the anisotropic inverse distance technique with high fidelity and smoothing (filter size was selected as 1 for both horizontal and vertical directions) options. In the preparation of the interpolated model, the combined results of the MAM and MASW measurements were used. The model consists of voxels (3D pixels) having 25m x 25m x 2m resolution in the X, Y and Z axes, respectively.
Figure 40. a) 3D $V_s$ model with digital elevation, b) vertical and lateral variation of the $V_s$ values along the x-y direction and c) iso-surface map with a $V_s$ value of 600m/s.
The 3D $V_s$ model with a digital elevation model of the area, vertical and lateral variation of the $V_s$ values along the x-y direction are given by Figures 40a and 40b, respectively. As can be seen in the model, the extent of the area that was investigated by the surface wave methods was constrained at the southeastern part of the study region because this region has a hilly topography (Figure 40a). Also, this area is out of the scope of this investigation due to the type of the lithological unit present. Therefore, the geophysical survey was not implemented over the area intentionally. As stated before, the layers having a $V_s$ value of greater than 600 m/s (illustrated as pinkish color in Figure 40) has an inclination towards the basin and it continues either from the west to the east or from the north to the south beneath the basin. The iso-surface of this layer can also be clearly seen in Figure 40c as well.

### 3.4. Generalization and comparison of the characterization studies

At the construction stage of the $V_s$ profiles, the inversions of the measured phase velocities were performed by utilizing a blind way technique as explained above. In order to determine the performance of this methodology, the characterized $V_s$ profiles were compared with concrete findings acquired from geotechnical borings. For this purpose, the SWM sites and borings were coupled and selected based on the distance between the pairs. The comparison was made for the layers down to a depth of 20 m due to the unavailability of the geotechnical data for the greater depths. This means that only the portion of the $V_s$ data mostly acquired from the MASW survey was utilized at this step. Unfortunately, there is no way to validate the MAM results, except checking the compatibility of the dispersion curves from both methods. As discussed above the obtained curves agree fairly well with each other.

This comparison study shows that the lithological boundaries determined for each of the units at the boring log can be characterized by using the shear wave velocity results. Apart from the minor differences, it can be said that the results correlated
well and were generally consistent with each other. To show the reliability of this observation for each case, three pairs were selected from the Quaternary [BH-7 & Comb01 (2) and BH-15 & Comb07 (1)] and Pliocene sites [BH-17 & Comb02 (2)]. It should be mentioned that the Quaternary sites are closely located at the boundary of this unit. All the pairs are illustrated by an orange circle in Figure 41. The distance between the geotechnical and seismic sites is around 75 m for each pair. It should be noted that, if the distance between the compared data increase, the correlation of the data may not be descriptive based on the degree of the lateral heterogeneity.

![Figure 41. The distribution of the geotechnical borings and shear wave velocity measurements along with the trend of two sections. The orange circles show the used pairs for the comparison of the results.](image)

Although there are minor differences between variations of the $V_s$, and SPT-N values and the soil types (Figure 42), based on the variations of the characterized soft alluvial and Pliocene sediments with high water table ($V_s < 200$ m/s) and medium dense sand and gravel ($200$ m/s < $V_s < 360$ m/s), these pairs are highly descriptive. This confirms that utilization of $V_s$ values obtained by blind way technique can be used for the seismic characterization purposes. In Figures 42a
and 42b, the deficiency of the SPT to characterize a clayey gravel layer can be observed. As stated before, artificially high results can be obtained during performance of the SPT due to the presence of coarse grained bearing layers. However, the stiffness of the gravel layers can be characterized by the \( V_s \) value without facing any technical difficulties (Figures 42a and 42b). Apart from the slight differences, the variations between the \( V_s \) and geotechnical data (SPT-N value and geotechnical boring) are in good agreement with each other up to a depth of 15 m. Also, it should be noted that the \( V_s \) values start to increase after a depth of 16 m like the SPT-N value behavior which can be observed between depths of 12 m and 15 m for the pairs given in Figure 31b.

In general, it can be concluded that if the proximity between the compared data is close (<100m), trend of the \( V_s \) variation can be quietly compatible with the geotechnical data. Depending on the degree of the lateral heterogeneity, it can be stated that the variations of the \( V_s \) value can be compatible with the geotechnical data for the other pairs spatially separated with a large distance (>200 m) in this study if the elevation difference effect is corrected.
Figure 42. The selected pairs for the comparison a) BH-7 & Comb01 (2), b) BH-15 & Comb07 (1) and c) BH-17 & Comb02 (2).
After correlation of the results of the seismic survey with that of the geotechnical data, it was observed that the shallower parts of the soil sites (<20m) has two layers in a general sense. The first layer is composed of softer sediments and it shows variance in the grain size. Mostly, the cohesionless soil and cohesive clay form this layer in the Quaternary and the Pliocene sites, respectively. The thickness of this layer shows a variation depending on the location with respect to the course of the river. However, as can be seen in Figures 43a and 43b, the thickness was determined as about 10 m for the Quaternary sites, respectively. For the Pliocene site (Figure 43c), the soft first layer has a thickness around 15 m.

Therefore, a new inversion process was performed by using the constructed dispersion curves via the combination of the SWMs. In this process, the initial model was created by using 4 layers. A non-linear least square method was utilized to obtain the inverted $V_s$ profiles for all sites in this study. The new inverted layers were compared with the results of the blind way technique in Figure 43. The comparison shows that the new ones also roughly characterize the layer and the variations of the values are concordant with each other. In the new constructed profiles, the $V_s$ values increases with the depth rather than showing variations especially for the shallower layer as discussed before. This means that the new $V_s$ structure follows the rule of thumb which is that the layers become stiffer towards the deeper parts due to the overburden thickness. This is true for most of the cases with a few exceptions. In order to generalize the $V_s$ profiles at the sites, the new constructed profiles were utilized. This was an important approach performed in this study to simplify the layers in order to construct 2D $V_s$ sections in a more acceptable manner.
As stated before, construction of the shear wave velocity profile up to the engineering or seismic bedrock is an important point in the ground response analyses. As stated in the previous section, a methodology, termed as CSWM, was adopted in this study to characterize the deeper parts of the soil profiles while preserving the high resolution throughout these profiles. The performances of the CSWM at the 29 sites show that sites could be described in terms of the $V_s$ values up to a depth of 85 m. At that depth, the sites have the $V_s$ values ranging from 500 m/s to 600 m/s. Based on the some studies (e.g., Borcherdt, 1994, Pitilakis, 2004; Boore, 2006; Havenith et. al, 2007; Sitharam and Anbazhagan, 2008), this value is sufficient in order to make an extrapolation to the $V_s$ value of 760m/s or it can be directly used in order to characterize the bedrock. However, it is a fact that more of
the sediment column should be considered to obtain an appropriate ground motion projection (Bodin et al., 2001; Nguyen et al., 2004; Parolai et al., 2006; Boaga et al., 2012). Andrus, et al. (2006) and Chapman et al. (2006) suggest extrapolation of the shear wave velocity up to 3500m/s in the ground response analyses. However, the characterization of the deeper geological units is a major challenge.

Based on the deep borings drilled for the purpose of calculating the coal reserve of this Orta area (Tokan and Özgen, 1976), it is known that the sediment thickness within the basin is more than 145 m and also the most probable unit underlying the sediments is the basalt and/or the andesite layer, a product of the volcanic activity in the Miocene. But this volcanic unit may not show lateral continuation throughout the basin either from the south to the north or from the east to the west. Additionally, based on these deep drilling logs, it can be stated that these volcanic intrusions are intercalated with sediments at the western edge of the Orta basin. Despite these facts, the presence of the volcanics within the basin and its thickness are not known after all the surveys are performed in this study. Therefore, some assumptions had to be made in order to locate the depth of the bedrock depending on the findings from the geological and geophysical data.

The main assumption is that the volcanic layer has a consistent lateral extent beneath the Orta basin and its shear wave velocity value is greater than 1500 m/s. Another important assumption during generation of these sections was that this layer possessed homogeneous engineering and seismic properties at every point within the area. Based on the information acquired from the deep drillings, a basalt unit was geologically assigned to the engineering bedrock. As stated above, if this unit intruded to the lake environment during the sedimentation, the boundary between the basalt and sedimentary deposits should have been sharp. Under these assumptions, the sections were constructed and the vertical and lateral variations of the layers were characterized by using extrapolated Vs values. At the extrapolation stage, the results of the microtremor surveys performed in the scope
of this study were also taken into consideration since this method can be used to
determine the bedrock depth, as discussed in the next chapter.

In order to perform 1D and 2D analyses, initially representative data and sections
were selected by examining all of the $V_s$ profiles in detail. As can be seen in
Figure 41, two sections covering a total of 11 different measurement sites with one
common site [i.e., Comb04 (2)] were selected. One of the sections is almost in the
N-S direction and the other one is nearly in the E-W direction. In the generation of
these two sections, the digital elevation map of the study area produced for the
creation of the 3D model was utilized to create the topography. The upper surface
limit of the models was truncated according this topography. The lower surface of
the models was adjusted according to the depth of the $V_s$ profile which was
extrapolated up to layer having a $V_s$ value of 1500 m/s. Both sections were
modeled by using the anisotropic inverse distance weighting (IDW) technique with
high fidelity option. It should be noted that the N-S (A-A') and E-W (B-B')
sections were exaggerated 5 and 10 times in the vertical direction, respectively
(Figure 44).

The B-B' section is a transversal cross section and it covers all sites under the
dominant axial depositional setting. It is observed that surficial soils at the B-B'
cross section comprises softer sediments based on the shear wave velocity values
(Figure 44a). However, the A-A' section is a longitudinal cross section and it starts
from the Miocene site and passes through the recent alluvial deposit terminating at
the Pliocene sediments (Figure 44b). As can be observed in Figure 44, this section
consists of stiffer layers at its both ends. The subsurface geometry of the bedrock
was determined in both of the sections. When the geometries in Figure 44 are to be
compared, some variations in the bedrock depth can be easily observed. This
situation meets the expectations in terms of geology as discussed above. Both of
these sections strongly reflect the depositional setting of the area and the influence
of the faulting as discussed above.
Figure 44. The two constructed sections a) A-A’ section and b) B-B’ section to determine lateral and vertical $V_s$ variations. The red line shows the possible direction of the faults given in Figures 27 and 39.
Based on the correlation studies between the geotechnical and $V_S$ data, geological principles, the extrapolated $V_S$ profiles and the results of the microtremor surveys, the sites are divided stratigraphically into 6 layers. The first layer of the soil models can consist of either the cohesionless or cohesive soils. The soil types were assigned to this layer based on the geotechnical data. The layers between 2 and 4 were differentiated as clay deposits. The fifth layer was considered as the weathered upper part of the basalt layers based on the total core recovery taken from the deep borings (Tokan and Özgen, 1976). In the classification stage the contribution of the seismic behavior of the sediments is very high. It means that the layers were grouped based on the distribution of the $V_S$ data especially for the deeper layer ($>15m-20m$) since the depth of the boundary between the Pliocene and the Miocene units as well as the Quaternary and the Pliocene sediments are not precisely known. Although the age of the geological layer is not a required knowledge in the further analyses, generally the first layer was assigned to Quaternary deposits if the sites are located within boundary of this unit. The deposits were classified as Pliocene clay and the third and fourth underlying layers were assumed as Miocene clay based on the vertical and lateral $V_S$ variations. This classification varies based on the location of the sites with respect to the geological units. The performed procedure and results regarding the determination the $V_S$ values and mechanical properties of the layers (i.e., unit weight, plasticity index and mean effective confining pressure, etc) is given in the next Chapter where implementation of 1D and 2D seismic response analyses is elaborated.
CHAPTER 4

METHODOLOGIES PERFORMED IN ESTIMATION OF SITE EFFECT

4.1. Introduction

The proximity to water sources and fertilized agricultural areas always offer convenient areas for people to live from the ancient times to recent. Most of these areas have wide topographically flat regions hosting a large population. However, these wetlands in Turkey are generally under the control of tectonic activity and they were chosen as the settlement areas. The increasing rate of the population growth have resulted in increasing the necessity of constructing buildings for residential, industrial, educational, religious and governmental purposes in Turkey. Meeting these requirements urgently can cause urban sprawl and sometimes leads to a decreased quality of construction. Therefore, in Turkey all of these concerns have already raised an issue related to the vulnerability of these structures located at these regions to a possible earthquake. All of the recent destructive earthquakes, namely, the 1999 Kocaeli Earthquake (M_w: 7.4) and the 2011 Van Earthquake (M_w: 7.2) in Turkey, the 2008 Sichuan Earthquake (M_w: 7.9) in China, the 2010 Christchurch Earthquake (M_w: 7.1) in New Zealand have clearly showed that local soil conditions have a prominent effect on ground motion and on the damage pattern.

Seismic waves generated during an earthquake propagate through different geological units until they reach the ground surface. The travel path of these waves through the geological units, especially which are present closest to the surface considerably influences the character of the waves and causes different effects on
the motion of the earthquake at the surface. Soft and unconsolidated deposits with considerable thickness have a tendency to amplify certain wave frequencies and to change the frequency content of the ground motion. This complex phenomenon is known as local soil effect. Along with this, local topography can also change the character of the earthquake waves. Depression (valley) or elevated (hills) surface features can lead to this effect. Local soil and topographic effects are classified within site effects (Oliveira, 2004). Pace of the studies on local site effects have increased in the last two decades. Although studies related to the influence of local site conditions on ground motion is more common (Fäh et al., 1997; Bour et al., 1998; Rodriguez-Marek et al., 2001; Tevez-Costa et al., 2001; Cara et al., 2008; Koçkar and Akgün, 2012) and the studies on investigation of the influence of topographic effect have considerably increased in the recent years (Hestholm, 1999; Komatitsch and Vilotte, 1998; Helstholm et al., 2006; Lee et al, 2008; Lee et al, 2009; Anggraeni, 2010).

Soft and unconsolidated sediments have a tendency to amplify selectively different wave frequencies since the seismic waves are trapped between the bedrock and overlying sediment layers due to the high impedance contrast between them. The effect of the local soil can manifest itself at low or high frequency regarding the sediment thickness (Lacave et al., 1999; Pitilakis, 2004 and Chavez-Garcia, 2007). Additionally, as stated before, the ground motion characteristics (the amplitude and frequency content) can be affected by surface topography (Jibson, 1987; Geli et al., 1988; Finn, 1991; Lebrun et al., 1999). The studies (Jibson, 1987; Geli et al., 1988; Hestholm, 1999; Komatitsch and Vilotte, 1998; Helstholm et al., 2006; Lee et al, 2008; Lee et al, 2009; Anggraeni, 2010) show that the ground motion is amplified at elevated topographies while de-amplification of the peak ground motion acceleration is observed over depressions.

When 2-D or 3-D geometries such as an area where fault controlled valley basins or topographical rise field conditions are present, lateral variation of these types of structures as well as the morphology of soil-bedrock boundary cause ground
motions to vary considerably when compared with 1-D conditions (Silva, 1991; Kramer, 1996). The main principal factors causing these changes are focusing or de-focusing of seismic waves, generation of surface waves at fault controlled edge structures and possible 2-D resonance. Effects related with these phenomena generally increase ground movement and lead to amplification at longer periods and continuation of movement. Furthermore, even though there are little or no changes in local site conditions, spatial variation of surface ground motion can be considerable even at neighboring locations. These are named as basin effect in general. Another factor contributing to ground amplification or de-amplification is the non-linear behavior of soils. This is highly dependent on the magnitude of movement generated by the earthquake (Idriss, 1991). Therefore, 1-D modeling at high strain levels at valley basins with sediment fill may not sufficiently represent the ground amplification levels observed in the field (Kramer, 1996, Rathje and Bray, 2001, Ólafssó et al., 2007).

The study encompasses a comparison of the results by performing 1D analysis based on amplifications due to 2-D influences by considering factors such as spatially non-linear variations in amplification and determination of soil response based on earthquake magnitude simulated by using 1-D and 2-D softwares. Seismic response analyses were performed via the 2D QUAD4M (Hudson et al., 1994) and 1D Shake2000 (Ordonez, 2000) softwares which use equivalent linear assumptions and consider non-linear stress-strain behavior of soils during estimation of effects of ground motion on basin/edge topography. Furthermore, differences and similarities between small unit deformation measurements acquired by the field surveys and the soil responses at high stain levels acquired from numerical simulation were determined by comparing H/V curves obtained from microtremor records and numerical analyses results.
4.2. Nakamura (H/V) method

There are many techniques in the determination of a soil response other than the numerical analyses. Among these, the Nakamura method, which is utilized for the determination of the main characteristics of site response of soft soils (i.e., fundamental periods and spectral ratio) have prominent applications in the site effect analysis since it is easy to use, low cost and time efficient. The signals are the records of natural noise of the ground, therefore no local or regional seismic activity and a reference point is required in the implementation of this technique. This experimental method (Lacave et al., 1999 and Pitilakis, 2004) is probably one of the most common methods preferred all over the world. This method is called as the Nakamura technique or H/V method (Nakamura, 1989). The pioneer study was proposed by Nogoshi and Igarashi (1971) to introduce this method based on the initial findings of Kanai and Tanaka (1961). The Nakamura method mainly depends on deriving the ratio of the Fourier amplitude spectra of the horizontal components to the vertical components of the records at the surface (Figure 45).

$$S_{H/V} = \frac{S_T}{E_S} = \frac{H_S}{V_S}$$

Figure 45. Simple model assumed by Nakamura (1989) to interpret microtremor measurements. SH/V is the horizontal to vertical spectral ratio, ST is the spectral ratio of transfer functions of the horizontal component of microtremor spectrum (SHS) at the surface to the horizontal component of microtremor spectrum (SHB) on the basement rock, ES is the ratio of vertical spectrum at the surface (SVS) to that spectrum at the base ground (SVB).
Many studies utilizing spectral ratios of horizontal and vertical components (H/V) method proposed by Nakamura have shown that all the information required for the accurate estimation of the dominant period of the site can be acquired with this method (e.g., Fäh et al., 1997; Duval et al., 1998; Guegen et al., 1998; Bodin et al., 2001; Cid et al., 2001; Satoh et al., 2001; Tevez-Costa, 2001; Delgado et al., 2002; Rodríguez and Midorikiwa, 2002; Nguyen et al., 2004; D’Amico et al., 2008; Haghshenas, et al., 2008; Özalaybey et al., 2011; Koçkar and Akgün, 2012; Eker et al., 2015). These observations have also been supported by various theoretical investigations (e.g., Field and Jacob, 1993; Lachet and Bard, 1994; Lermo and Chavez-Garcia, 1994). The accuracy of the amplification ratios acquired by this method, however, is still in debate. Certain theoretical (e.g., Lachet and Bard, 1994) and experimental (e.g., Teves-Costa et al., 1996; Bour et al., 1998 and Nguyen et al., 2004) studies show that the spectral ratio acquired from the Nakamura method does not supply all the information required for a reliable estimation of amplification of surface ground motion. Other studies (Lermo and Chavez-Garcia, 1993; Nakamura, 1989 and 2000), on the other hand, show that there is a good association between amplification ratios acquired from the H/V method and the standard spectral ratios along with the actual earthquake records.

This method has been implemented to figure out bedrock geometry (Bodin et al., 2001; Di Giulio et al., 2008; Walling et al., 2009 and Del Monaco et al., 2013), dynamic characteristics of the lithological units (Kudo et al., 2002; Fäh et al., 2003; Mirzagoğlu and Dikmen, 2003; Tokimatsu et al., 2004; Asten et al. 2004; Nunziata, 2007; Panzera et al., 2014), the zones prone to liquefaction hazard (Beroya et al., 2009), dynamic slope response (Del Gaudio et al., 2014) as well as soil-structure interaction (Gosar, 2007; Panzera et al., 2013), along with the fact that this method has been preferred all around the world for the last two decades by many scientists in order to investigate site effects (i.e., Gueguen et al., 1998; Bodin et al., 2001; D’Amico et al., 2008; Koçkar and Akgün, 2012; Eker et al., 2015).
4.2.1. Recording microtremor measurements

Two campaigns were organized to take microtremor records for the purpose of investigating the site effect phenomenon experimentally. The first one was conducted in November, 2007 and the second was carried out in June, 2014. Two different velocimeters as suggested by Guillier et al. (2008) were utilized to record the microtremors along with the different data acquisition parameters during the field surveys performed at these two phases. The microtremor measurements were conducted at both phases, because of the reasons given above, and additional attention were given to determine the local site effect on the ground motion. Therefore, a grid system was adopted with changing spacing from 500 to 750 m because of the environmental noise, planted agricultural areas, man-made structures (especially electrical lines and infrastructures), accessibility problems, etc. at both phases in order to properly describe the site effect.

The main purpose of implementing two surveys was to investigate the effect of the acquisition parameters and different time periods, to compare the results of the H/V curves derived from the measurements of different seismographs and to increase the data in the study area in order to determine the site effects (if compatibility were to be observed between the two datasets). After completing both phases, Quaternary and Pliocene sediments constituted the majority of the measured sites in this study (Figures 46 and 47) and Miocene sediments observed at the northern part of the area in Figure 46 consisted of the minority of the measurements (Figure 47).

During the first phase of the survey, a total of 44 ambient noise measurements were taken to estimate the site effects of different lithologies within the Orta pull-apart basin. All these measurements were recorded at sedimentary deposits which are Quaternary, Pliocene and Miocene in age. A total of 23 and 19 measured sites fell within the boundaries of Quaternary alluvium deposits and Pliocene sediments, respectively, and the remaining 2 sites were measured within the Miocene
sediments. The spatial distribution of the first phase microtremor measurements is given in Figure 46 and Figure 47 shows the distribution of these measurements with respect to the geological units.

Figure 46. The spatial distribution of the first and second phase microtremor measurements.
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Figure 47. Statistical distribution of the measurement sites with respect to the geological units.

<table>
<thead>
<tr>
<th></th>
<th>Alluvium deposits</th>
<th>Pliocene deposits</th>
<th>Miocene sediments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase I</td>
<td>23</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Phase II</td>
<td>16</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>Overall</td>
<td>39</td>
<td>32</td>
<td>8</td>
</tr>
</tbody>
</table>
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In the first phase, microtremor measurements were recorded by a NS/A model PC connected to a three component (two horizontal, one vertical) velocimeter (VCT Corp. model UP-255s seismograph) with a natural period of 1.0 s (Figure 48a and 48b). All the measurements have been taken through an A/D converter with a resolution of 12 bits via utilizing an amplifier (Figure 48c). The short-period noises were recorded with a duration of 5 minutes at each site with a frequency sampling range of 100 Hz. The quality of the data (measurements) taken was simultaneously checked by means of a notebook computer during the recording process.

Figure 48. a) A close-up view of the UP-255s velocimeter, b) a view of the inside of the velocimeter, c) the amplifier and the notebook PC utilized during the recordings.
In the second phase of the survey, total of 35 ambient noise measurements were recorded to evaluate the site effects of the sedimentary unit deposits within the Orta pull-apart basin. A total of 16 and 13 measured sites fell within the boundaries of Quaternary alluvium deposits and Pliocene sediments, respectively. The remaining 6 sites were measured within the Miocene sediments. The spatial distribution of the second phase microtremor measurements is given in Figure 46. Additionally, Figure 47 shows the distribution of these measurements with respect to the geological units.

In the second phase microtremor survey, the measurements were recorded with a Güralp model PC connected CMG-40TD velocimeter seismograph having a frequency band ranging between 0.033 Hz and 50 Hz with two horizontal and one vertical, three component “servo type” velocity sensor (Figures 49a, 49b and 49c). The sensor has a 24 bit digital output. In this survey, the data acquisition was performed by considering internationally accepted SESAME procedures (SESAME, 2004). Although the duration of the microtremor records were changed depending on the natural noise of the ground, measurements were generally taken with 30 minutes of unprocessed wave form records and 100 Hz sampling interval. The seismograph was warmed up for 5 minutes at each locations before recording microtremors during 30 minutes. Similar to the first phase, the quality of the data (measurements) taken was simultaneously checked by means of a notebook PC during the recording process (Figure 49c).
4.2.2. Processing of microtremor records

Before the processing of the records taken at the first phase, a noise filtering process was applied to the raw microtremor data in order to eliminate the noisy portion of the records. In this respect, an average envelope of waveform was calculated in the time domain for each record based on the noise level at the site. A higher noise level indicates that the record is intensely contaminated by the environmental noise. Although it depends on the waveform of the record, the
application of the high level noise can cause omitting an important portion of the record from the further analysis. In this study, 3.5, 4 and 4.5 noise levels were applied as a threshold value for the elimination of the contaminated parts of the records at 44 sites based on the influence level of environmental factors.

The stationary parts of each record were selected by at least 5 windows of 20 second length (Figure 50). A Fast Fourier Transform (FTT) procedure was applied to the selected windows following the noise analysis. Then, the Fourier spectrum of the window was smoothed by utilizing appropriate bandwidth (0.3 Hz) for parzen window to catch all possible peaks in the velocity spectrum (Figure 51). After these processes, during construction of the H/V spectra, in order to smooth the calculated Fourier spectra, filtering was not applied so that the H/V curves constructed at this phase with the others obtained from the second phase could be compared.

Figure 50. An example of the waveform from the unprocessed 5 min microtremor data recorded at the Ort07 (1) site. The hatched twelve rectangular areas are the selected 20 s windows for further analysis.
After performing this procedure, the spectral ratio of the horizontal to vertical noise components \( S_{H/V} \) was derived by dividing the resultant spectra of the horizontal components of the sediment site (NS and EW) by the spectrum of the vertical component (UD) of the measurement site (Equation 2). After acquiring the spectral ratios of all the selected windows, their arithmetic average was calculated to obtain the H/V spectrum of the site (Figure 51). During the data processing, the recorded signals were processed and analyzed by Micplot Version 1.1 for UNIX developed by Motoki (2002). The constructed average H/V curve after this procedure was demonstrated as a dark black colored in the figure and the thin lines represented the spectra of the selected windows.

\[
S_{H/V} = \sqrt{\frac{(NS^2 + EW^2)}{UD}}
\]  
Eq. (2)

Figure 51. The FFT and H/V spectra of the selected 20 s windows to the left and right of the figure, respectively at the Ort07 (1) site. The thick lines show the average values of the spectra of selected windows which are demonstrated by the thin lines.
For the microtremor measurements recorded at the second stage, processing and analysis of raw data of the recorded natural noise was performed with GEOPSY V. 2.6.3 software. Prior to the data processing stage, a noise filtering process was applied to the raw microtremor data in order to eliminate the noisy portion of the records. First of all, baseline correction was applied to the raw records. Then, band pass filtering was utilized to keep the frequencies between 0.5 Hz and 20 Hz. After filtering of the raw signals, at least 10 windows of 25 second length were selected automatically (Figure 52) based on the ratio of short term amplitude to average long term amplitude (STA/LTA). Each window was tapered with a 5% cosine function in order to minimize the boundary effects regarding the extraction of selected windows. Fourier spectra of the selected windows were calculated for each noise component and smoothed using the algorithm proposed by Konno and Omachi (1998) having a smoothing constant b-value of 40. By using Equation 2 given above, $S_{H/V}$ for each selected window was obtained. At final stage, geometrically averaged $S_{H/V}$ was obtained in order to determine fundamental periods and spectral ratio amplitudes of the sites (Figure 53). The averaged H/V curve was demonstrated as a solid black color and mean ± one standard deviation curves are given as dashed black lines in the figure. The H/V spectrum of all selected windows in Figure 52 is also given in Figure 53 with the same colors.
Figure 52. The selected windows from the filtered 30 minute microtremor data recorded at the Ort02 (2) site. The colored 14 rectangular areas are the selected 25 s windows for further analysis.

Figure 53. Geometrically averaged H/V spectra of 14 windows of 25 s length at the Ort02 (2) site. The solid black lines show the average values of the spectra of selected windows and the dashed lines represent the variation of the mean by considering ± one standard deviation.
4.3. 1D and 2D numerical methods

4.3.1. Introduction

Soil response analyses include identification of non-linear soil properties along with identification of shear wave velocity profiles in context of the characterization of the site effects studies. There are various methods that can be used for simulation of seismic response analysis. These methods include different stress strain constitutive models. These methods can be performed to simulate the soil response under a possible excitation in 1D, 2D and 3D. Dynamic soil responses can be obtained by utilizing linear (e.g., Boore, 1972; EPRI, 1988), equivalent linear (e.g., Idriss and Seed, 1967; Wallace and Rollins, 1996; Rathje and Bray, 2001; Ordonez, 2009; Barani, et al., 2013) and non-linear (e.g., EPRI, 1988; Dawson et al. 2001; Andrade and Borja, 2006; Gelagoti et al., 2010) techniques.

In general, it is assumed that 1D analysis can identify key response properties regarding the actual 3D problem. One dimensional analysis of vertical propagation of horizontal shear waves along with modeling of non-linear soil responses with equivalent linear approach is extensively performed both in scientific and also in engineering applications for many decades to figure out soil response under a possible excitation (Rathje and Bray, 2001; Chouinard et al., 2004; Cavallaro et al., 2008 ve 2012; Lanzo et al., 2011; Pagliaroli et al., 2011; Boaga et al., 2012). However, reliability of 1D soil seismic response analysis results is a debatable subject regarding estimation of actual soil response at ground surface (Kramer, 1996). Since the lateral and vertical irregularities of subsurface layers and topography can be integrated into a 2D/3D soil response analysis, the strata is assumed as horizontal in the vertical direction in the 1D analysis due to the nature of this analysis.
The other reason is that the mechanical properties of near surface soils which can produce significant amplifications during an earthquake plays an important role in the spatial variability of the seismic ground motions. Because of these reasons, 2D/3D (Wallace and Rollins, 1996; Rathje and Bray, 2001; Ordonez, 2009; Gelagoti et al, 2010; Barani, et al., 2013) or 3D (Pitarka, 1999; Delavaud et al., 2006; Anggraeni, 2010) dynamic response analyses are proposed as a more reliable way during scientific and engineering applications. However, due to the requirement of a relatively uncomplicated database, cost and computational efficiency, 2D analysis are commonly preferred rather than 3D either in engineering practice or scientific researches (Chavez-Garcia, 2007). Additionally, their common usage allows to compare the 2D results with the other analyses in the literature (i.e., parametric studies).

To implement soil response analysis including a 1D, 2D and/or 3D environment, many techniques have been developed. These are Finite Difference Method [(FDM), e.g., Dawson et al., 2001; Moczo et al., 2002; Bohlen and Saenger., 2006)], Finite Element Method [(FEM), e.g., Rathje and Bray, 2001; Gelagoti et al., 2010], Spectral Element Method [(SEM), e.g., Faccioli et al., 1996; Delavaud., 2006], Boundary Element Method [(BEM), e.g., Chaillat et al., 2009] and so on. In the scope of this study, seismic response analysis was performed by using 2D QUAD4M (Hudson et al., 1994) and 1D Shake2000 (Ordonez, 2000) softwares which use equivalent linear assumptions and consider non-linear stress-strain behavior of soils during studies on effect of ground motions on basin/edge topography. However, it should be noted that seismic response analyses performed via equivalent linear approach causes over-attenuation especially at high frequencies and over-amplification at soil response spectrum during large magnitude earthquakes due to the nature of the method (Kramer, 1996).

In the soil response analyses, independent from the dimensionality, the characterization of soils to the depth of bedrock is one of the critical subjects. According to a seismological and geotechnical point of view, there are two
bedrock concepts based on the shear wave velocity value. One of them is seismic bedrock and the other is engineering bedrock. It is accepted that the seismic one has a considerable lateral extent and is of relatively more homogeneous and of uniform composition when compared with the overlying layers. The lower bound of the shear wave velocity value of seismic bedrock is taken as 3500 m/s according to Andrus, et al. (2006) and Chapman et al. (2006). There are different descriptions for the engineering bedrock in terms of the shear wave velocity value. The lower bound of the shear wave velocity value ranges from 500 m/s to 760 m/s (e.g., Pitilakis, 2004; Boore, 2006; Havenith et. al, 2007; Sitharam and Anbazhagan, 2008) for the engineering bedrock utilized in the geotechnical foundation designs and characterization studies.

In some places of the region, the depth of bedrock was estimated to be more than 200 m in this study. However, the geophysical studies conducted in this study were not capable of characterizing the layers up to this depth. Therefore, an extrapolation methodology had to be performed in order to assign $V_S$ data to the deeper layers and then to the characterization depth. In order not to increase the uncertainty in the extrapolation stage due to the high lateral geological heterogeneities as explained in Chapter 2, the 1750 m/s was accepted as a cut-off value and assigned to the bedrock.

The purpose of this study is to determine suitable rock-earthquake records for the study area, scaling these records in time domain, local soil characterization and determination of non-linear soil properties with the most accurate manner, and to perform 1D and 2D soil response analyses and compare the acquired findings. Based on the results, a simplified scaling for the results of the 1D analysis was proposed based on amplifications due to 2D non-linear effects (topographic, basin edge, basin). The analyses were performed by considering the active tectonic structure of the region based on the relatively high (M>7) magnitude earthquake potential evaluated by a deterministic seismic hazard assessment approach. The selection of the required acceleration records were performed based on different
groups to be acquired from rock records of different earthquakes in the Pacific Earthquake Engineering Research (PEER) Center NGA West-2 ground motion database. Therefore, the performances of the equivalent linear 1D and 2D analyses at the same sites were compared.

4.3.2. The methodology utilized in this study

QUAD4M operates in a time domain and uses the finite element method to solve a dynamic equilibrium equation by using unconditionally stable direct time integration of Newmark. It uses a direct integration scheme in time domain and is based on quadrilateral elements. QUAD4M has a transmitting base to model half-space under the mesh and removal of a rigid base assumption. This base property allows escape of part of the energy to the basement rock. By utilization of this base, a ground motion record is allowed to be a function of material properties of half-space present below the model network. S- and P-wave velocities and unit weights of the material under the mesh can be used as an input to the software and response of the mesh above this half-space can be modeled with high accuracy. In cases where deconvolution process is utilized, use of such a boundary condition at the base of the model is a suitable approach (Hudson et al., 1994, Rathje and Bray, 2001). Also, seismic coefficients useful for performing deformation analysis are also predefined in the software. The seismic coefficient is the ratio of the force of an earthquake on a mesh block to the weight of this block and is calculated for each time step.

Furthermore, soil materials are modeled as uniform linear visco-elastic material (Hudson et al., 1994). As in the Shake2000 software, shear modulus and damping ratio is changed in each layer (Ordonez, 2000). Analyses are re-run until effective shear strains developed at each layer is coherent with the pre-determined constant shear modulus and damping ratios of each layer. Shake2000 calculates dynamic response of a layered system by using closed-form solution of 1D wave equation in a frequency domain and models the damping independent from the frequency
(Ordonez, 2000). QUAD4M, on the other hand, employs Rayleigh damping which formulates viscous damping matrix as a linear combination of mass and stiffness matrices (Hudson et al., 1994).

In order to perform QUAD4M analysis in this study, a graphical interface, Visual-Q4M developed by Magnifesta (2015) was utilized to construct complex geometries regarding lateral and vertical variations of lithologies, bedrock surface and topography in a more precise way. It has the capability of generating complex grids for FEM analysis. Also, the Visual-Q4M provides graphical user interfaces for post-processing of the results of QUAD4M analysis. Also, in the running stage of an analysis, it gives the value of the strain check after each iteration. Therefore, it prevents misleading results to be acquired by the interpretation of an incomplete analysis.

In order to perform 1D and 2D soil response analyses, 2 cross sections adequately representing the basin characteristics were prepared (Figure 54). As can be seen in the figure, one of them is in north-south direction (A-A') the other is almost in the east-west direction (B-B'). There are five sites having shear wave velocity measurements along the A-A' section. The order of these sites from north to south is Comb05(2), Comb06(2), Comb07(2), Comb04(2) and Comb08(2). It should be noted that the numbers in the parentheses show the phase stage (September 2009 or June 2014) implemented in this study during the geophysical characterization of the sites. A total of five measurements were taken during the second phase at this section. On the other hand, seven shear wave velocity sites are present along the B-B' section. Five of these sites were characterized at the second phase and the remaining two sites were measured during the first phase. The sequence of these measurements from west to east is Comb14(1), Comb09(2), Comb06(1), Comb04(2), Comb01(2), Comb03(2) and Comb12(2). As it can be observed from the figures, one of the measurements [Comb04(2)] is the common site for both sections. A 1D seismic site response analyses were performed at these 11 sites and 2D response analyses were carried out by using these two sections.
In order to simulate dynamic soil response behavior by using either the 1D or 2D analyzing techniques stated above, four main tasks should be figured out as given below:

- Construction of a target spectrum for the site,
- selection of and scaling input rock motions,
- characterization of a shear wave velocity profile,
- determination of the non-linear soil characteristics.

Please see the subsequent subsections in this chapter for further information about the methodology regarding each item given above.

4.3.2.1. Construction of the target spectrum

Seismic hazard and risk analyses performed for the design of earthquake resistant structures are based on the principle of quantitative calculation of ground motion hazard at a certain site. For this purpose, there are two types of approaches in the
determination of design ground motion in practice for approximately 40 years, these are: deterministic (Krinitzsky and Chang, 1975) and probabilistic (Cornell, 1968) approaches. In the deterministic approach, individual earthquake scenarios (earthquake magnitude and location) are developed for each seismic source (Wells and Coppersmith, 1994). In the context of this study, rather than the probabilistic approach, the deterministic one is utilized. For this purpose, a characteristic ground motion probability level was selected. In general, this value is generally obtained from the median value (i.e. 50% probability of exceedance) or median plus one standard deviation (i.e. 84% probability of non-exceedance). In this study, a deterministic seismic hazard analysis was performed only for earthquake sources having a destructive potential for the area via utilizing four main steps as stated by Reiter (1990):

The first step is to identify and characterize each earthquake sources that are capable of generating potential destructive earthquakes for the study area. In this step the geometry of each fault was figured out and relocated (please see Section 2.4. of this dissertation for detailed information). The total rupture length of each fault zone having significant potential seismic source for the Orta District was determined based on different studies (Blumental, 1945; Ambraseys, 1970; Barka and Kadinsky-Cade, 1988; Koçyiğit et al., 2001) in the literature and the segmentation of these faults was determined based on the study proposed by Barka and Kadinsky-Cade (1988) and Koçyiğit et al. (2001). Also, a width value was assigned to each fault zone as stated by Cambazoğlu (2012) and Aktuğ et al., 2015.

In the second step, although different distance definitions can be used depending on the standards of the attenuation relations (i.e., Joyner-Boore distance, rupture distance, etc.), the shortest distance between the fault zone and the study area was designated (Figure 55).

When the seismic records of the instrumental period (after 1900) are analyzed for the delineated area in Figure 55, it is observed that the most destructive
earthquakes took place mostly along the Dodurga, Ulusu, Çerkeş-Kurşunlu and Tosya fault zones located in the İsmetapaşa-Kargı section of the North Anatolian Fault System (NAFS). Figure 55 shows the surface ruptures of the major earthquakes such as the Gerede, Kurşunlu, Ilgaz and Orta Earthquakes and the distance between these surface ruptures and the Orta District. The distribution of the earthquake (M<sub>W</sub> > 5.5) epicenters with their focal mechanisms are also presented in the figure. Moreover, a summary of the surface ruptures of four major earthquakes located at close vicinity of the study area is given in Table 4.

Figure 55. The surface ruptures of the four major earthquakes (Gerede, Kurşunlu, Ilgaz and Orta Earthquakes) and the distance between these surface ruptures and the Orta District along with the distributions of the strong motion stations and major earthquake epicenters (M<sub>W</sub> > 5.5).
Table 4. The summary of the surface ruptures of four major earthquakes located in the close vicinity of the study area. The closest segments of the fault zones to the study area are indicated by bold format (SRL: Surface rupture length, FS: fault segment, FSL: Fault segment length, Mech: Mechanism, FW: Fault width).

<table>
<thead>
<tr>
<th>Fault rupture name</th>
<th>SRL (km)</th>
<th>Location of surface ruptures</th>
<th>FS no</th>
<th>FSL (km)</th>
<th>Mech.</th>
<th>FW (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1943 Earthquake Fault rupture</td>
<td>265&lt;sup&gt;a,b&lt;/sup&gt; - 320&lt;sup&gt;c&lt;/sup&gt;</td>
<td>From ESE of Taşova District at east to NNE of Kuruṣulu District at west</td>
<td>Fs 18</td>
<td>45</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1943 Earthquake Fault rupture</td>
<td></td>
<td></td>
<td>Fs 19</td>
<td>80</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1943 Earthquake Fault rupture</td>
<td></td>
<td></td>
<td>Fs 20</td>
<td>80</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1943 Earthquake Fault rupture</td>
<td></td>
<td></td>
<td>Fs 21</td>
<td>50</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1943 Earthquake Fault rupture</td>
<td></td>
<td></td>
<td>Fs 22</td>
<td>65</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1944 Earthquake Fault rupture</td>
<td>150&lt;sup&gt;c&lt;/sup&gt; - 190&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>From NE of Çerkeş District at east to WSW of Bolu Province at west</td>
<td>Fs 24</td>
<td>40</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1944 Earthquake Fault rupture</td>
<td></td>
<td></td>
<td>Fs 25</td>
<td>10</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1944 Earthquake Fault rupture</td>
<td></td>
<td></td>
<td>Fs 26</td>
<td>100</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>1951 Earthquake Fault rupture</td>
<td>40&lt;sup&gt;a,b&lt;/sup&gt; - 50&lt;sup&gt;c&lt;/sup&gt;</td>
<td>From NE of Kuruṣulu District at east to NW of Kuruṣulu District at west</td>
<td>Fs 23</td>
<td>50</td>
<td>SS</td>
<td></td>
</tr>
<tr>
<td>2000 Earthquake Fault Rupture</td>
<td>36&lt;sup&gt;d&lt;/sup&gt;</td>
<td>From Saçak village at north to Körselik village at south</td>
<td>Os-1</td>
<td>36</td>
<td>N*</td>
<td>10&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

* This fault zone is a normal fault with a considerable amount of left lateral strike slip component (Emre et al., 2000). a) Blumenthal, 1945; b) Ambraseys, 1970; c) Barka and Kadinsky-Cade, 1988; d) Koçyiğit et al., 2001; e) Aktuğ et al., 2015; f) Cambazoğlu, 2012; g) Taymaz et al., 2007.

In the third step, the characteristic earthquake(s) affecting the region was designated by comparing the ground shaking levels formed by the seismic source identified in the first step at the distance determined in the second step. A characteristic earthquake was defined by its magnitude and its distance to the study area. The closest segments of the fault zones to the study area was selected as the ones with the most destructive potential for the study area. Then, the moment magnitude was calculated based on the equations proposed by Wells and Coppersmith (1994) regarding the segmentation of a portion of the NAFS along the 1943, 1994, 1951 and 2000 fault ruptures according to Barka and Kadinsky-Cade (1988) and Koçyiğit et al. (2001), and widths of the faults stated by Taymaz et al. (2007) and Aktuğ et al. (2015). The equations, proposed by Wells and Coppersmith (1994) in order to estimate the moment magnitude depending on the
surface rupture length and rupture area for normal and strike slip faults are given by Equations 3 to 6.

\[
MW = 4.86 + 1.32 \times \log(SRL) \quad \text{for normal faults (Eq. 3)}
\]

\[
MW = 5.16 + 1.12 \times \log(SRL) \quad \text{for strike slip faults (Eq. 4)}
\]

\[
MW = 3.93 + 1.02 \times \log(RA) \quad \text{for normal faults (Eq. 5)}
\]

\[
MW = 3.98 + 1.02 \times \log(RA) \quad \text{for strike slip faults (Eq. 6)}
\]

where, SRL is surface rupture length in km, RA is the rupture area in km\(^2\) and \(MW\) is moment magnitude. The rupture area is calculated by multiplication of the surface rupture length by the rupture width.

In order to calculate the characteristic moment magnitudes, the SRL and the RA given in Table 4 were calculated regarding the different fault mechanism by using the relationship proposed by Wells and Coppersmith (1994). It is also possible to utilize the standard deviation value representing the aleatoric variability of the earthquake phenomenon in this empirical relationship. This important uncertainty should be considered in seismic hazard assessments (Kramer, 1996). Therefore, the results are given in Table 4 for both mean and mean plus one standard deviation moment magnitudes. It should be noted that calculation of characteristic magnitudes is made for the closest segments of the fault zones to the study area as indicated in bold face either in Table 4 or Table 5, since these segments give the highest peak ground acceleration values (PGA) for each fault zone by utilizing the ground motion prediction equations. The mean plus one standard deviation results of the calculated characteristic magnitude of the region was preferred to be used based on the rupture area in the further analyses of this study. In this respect, the characteristic moment magnitude of a possible earthquake for the region was selected as 7.2 (Table 5).
Table 5. The calculated moment magnitudes (mean and mean + standard deviation) according to the different fault mechanisms by using the relationship proposed by Wells and Coppersmith (1994).

<table>
<thead>
<tr>
<th>Fault Segment No*</th>
<th>Calculated Mw (mean) by SRL</th>
<th>Calculated Mw (mean +1σ) by SRL</th>
<th>Calculated Mw (mean) by RA</th>
<th>Calculated Mw (mean+1σ) by RA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fs 18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fs 19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fs 20</td>
<td>7.19</td>
<td>7.47</td>
<td>7.13</td>
<td>7.34</td>
</tr>
<tr>
<td>Fs 21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fs 22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fs 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fs 25</td>
<td>6.95</td>
<td>7.23</td>
<td>6.92</td>
<td>7.12</td>
</tr>
<tr>
<td>Fs 26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fs 23</td>
<td>7.06</td>
<td>7.34</td>
<td>7.02</td>
<td>7.22</td>
</tr>
<tr>
<td>Os-1</td>
<td>6.91</td>
<td>7.25</td>
<td>6.53</td>
<td>6.78</td>
</tr>
</tbody>
</table>

* Please see Table 4 for the detailed information on fault segments.

The final step is the identification of seismic hazard based on ground motion to be generated at the study area by characteristic earthquakes affecting the region. The peak ground acceleration and response spectra ordinates were the parameters used during characterization of seismic hazard in this study. A target spectrum was constructed for the sites in order to select a suit of input motions for 1D and 2D soil response analyses. Then the selected motions within the suits were scaled and the suit containing seven input rock motions that best fit the target response spectrum was identified.

The selection of the ground motion prediction equation (GMPE) to be used in a seismic hazard analysis is an important research subject. An important issue to be considered is the selection of the most appropriate GMPE to be used at the area of interest in order to specify a proper spectrum. If a GMPE encompassing the study area has not been developed specifically, then GMPEs developed for areas having similar seismotectonic properties as the study area should be used (Kayabah, 1995). Utilization of different attenuation relationships (GMPEs) proposed by different researchers is important to model epistemic uncertainties in the PGA and
spectrum. In order to reduce this uncertainty, a logic-tree approach with varying weight factors was utilized in this study as suggested by Çetin et al. (2004) and Yücemen (2008).

Initially, the target spectrum satisfactorily representing the study area was tried to be formed based on assessment of the results of both the next generation ground motion prediction equations [NGAs, Abrahamson et al., 2014 (ASK 2014); Boore et al., 2014 (BSSA 2014); Campbell and Bozorgnia, 2014 (CB 2014); Chiou and Youngs, 2014 (CY 2014)] and also previous attenuation relationship studies (Abrahamson and Silva, 1997; Sadigh et al., 1997, Margaris et al., 2002; Kalkan and Gülkan, 2005) through the logic-tree approach. In order to select the appropriate attenuation relationship and assign reasonable weights to each relations, the Orta Earthquake records at six different strong ground motion stations were utilized and the PGA of this earthquake at these stations was tried to be estimated by the prediction equations (Table 6). It was observed that next generation ground motion prediction equations gave close results to the actual case and the others led to overestimated PGA values at the stations.

Table 6. PGA values of the 2000 Orta Earthquake records at six different strong motion stations and distance between the study area and these stations along with their $V_{S30}$ values.

<table>
<thead>
<tr>
<th>Strong Motion Stations</th>
<th>Orta Earthquake (Mw=6.0) records</th>
<th>Distance to DFZ (km)</th>
<th>$V_{S30}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Çankırı (Çerkeş, Meteorological Station)</td>
<td>0.064 E-W</td>
<td>12.3</td>
<td>347.9</td>
</tr>
<tr>
<td>Karabük (City Center, Karabük High School)</td>
<td>0.007 E-W</td>
<td>55.7</td>
<td>702.6</td>
</tr>
<tr>
<td>Kastamonu (Tosya, Directorate of Meteorological Station)</td>
<td>0.012 E-W</td>
<td>88</td>
<td>361.8</td>
</tr>
<tr>
<td>Bolu (City Center, Directorate of Environment and Urbanization)</td>
<td>0.007 E-W</td>
<td>117</td>
<td>293.6</td>
</tr>
<tr>
<td>Düzce (City Center, Directorate of Meteorological Station)</td>
<td>0.004 E-W</td>
<td>156.6</td>
<td>282.0</td>
</tr>
<tr>
<td>Kutahya (City Center, Directorate of Civil Defense)</td>
<td>0.005 N-S</td>
<td>276.6</td>
<td>242.5</td>
</tr>
</tbody>
</table>
After investigating suitable attenuation relationships for the study area by comparing the PGA values of the Orta Earthquake records at the stations and estimation of the relationship (Table 6), four different Next Generation Attenuation (NGA) Ground Motion Prediction Equations (GMPEs) were selected to be utilized during deterministic seismic hazard assessment, namely: ASK 2014, BSSA 2014, CB 2014 and CY 2014. A summary of these GMPEs is given in Table 7 to show their applicability and limitations in terms of range of magnitude, distance and VS30 values. Further details on these GMPEs can be found in Abrahamson et al. (2014), Boore et al. (2014), Campbell and Bozorgnia (2014), Chiou and Youngs (2014) and Douglas (2015).

<table>
<thead>
<tr>
<th>GMPEs</th>
<th>Applicable to Turkey</th>
<th>M_{min} (M)</th>
<th>M_{max} (M)</th>
<th>M_{scale} (M)</th>
<th>r_{min} (km)</th>
<th>r_{max} (km)</th>
<th>r_{scale}</th>
<th>V_{S30} range(m/s)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrahamson et al., 2014</td>
<td>YES</td>
<td>3.0</td>
<td>8.5</td>
<td>M_{w}</td>
<td>0.0</td>
<td>300</td>
<td>r_{rup}</td>
<td>180-1000</td>
<td>Function of M_{w}, r, V_{S30}</td>
</tr>
<tr>
<td>Boore et al., 2014</td>
<td>YES (anelastic attenuation)</td>
<td>3.0</td>
<td>8.5*</td>
<td>M_{w}</td>
<td>0.0</td>
<td>400</td>
<td>r_{jb}</td>
<td>150-1500</td>
<td></td>
</tr>
<tr>
<td>Campbell and Bozorgnia, 2014</td>
<td>YES</td>
<td>3.3</td>
<td>8.5**</td>
<td>M_{w}</td>
<td>0.0</td>
<td>300</td>
<td>r_{rup}</td>
<td>150-1500</td>
<td></td>
</tr>
<tr>
<td>Chiu and Youngs, 2014</td>
<td>YES</td>
<td>3.5</td>
<td>8.5***</td>
<td>M_{w}</td>
<td>0.0</td>
<td>300</td>
<td>r_{rup}</td>
<td>180-1500</td>
<td></td>
</tr>
</tbody>
</table>

*The maximum moment magnitude decreases to 7.0 for normal faults.
** The maximum moment magnitude is limited to 8.0 and 7.5 for reverse and normal faults, respectively.
*** The maximum moment magnitude is set at 8.0 for either reverse or normal faults, respectively.

A comparison of PGA values of the Orta Earthquake records at the stations in regards to estimation of the selected four different GMPEs (Figure 56), led to an estimation that the median values of all GMPEs overestimate the PGA values for the distance lower than 15 km. Additionally, when the rupture distance increases, the estimation performance of the utilized GMPEs increases. Examination of
Figure 56 reveals that the prediction performance of ASK 2014 and CY 2014 equations are better than the others especially at shorter distances. Therefore, higher weights were assigned to these GMPEs (Table 8).

![Figure 56. Comparison of PGA values of the Orta Earthquake records at six strong motion stations with the estimation of four GMPEs.](image)

Table 8. Assignment of weights regarding the results of the GMPEs. The weight sum up to 1.

<table>
<thead>
<tr>
<th>Next Generation of Ground Motion Prediction Equations</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASK 2014</td>
<td>0.4</td>
</tr>
<tr>
<td>BSSA 2014</td>
<td>0.1</td>
</tr>
<tr>
<td>CB 2014</td>
<td>0.1</td>
</tr>
<tr>
<td>CY 2014</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Target response spectra for the region was obtained by the deterministic method via utilizing the selected ground motion prediction equations (ASK 2014, BSSA 2014, CB 2014 and CY 2014) based on the mechanism of the faults and the
regional tectonic conditions with a logic-tree approach (Table 8). The constructed target spectra is given in Figure 57. In deterministic seismic hazard analysis, integration of uncertainties is possible by considering the standard deviation value of attenuation relationships and should be taken into account (Kramer, 1996). In addition to this, ASCE 7 (2010) suggested that the target response spectrum should be determined by multiplying the response spectrum by 1.5. In Figure 57, the ratio of the spectrum obtained by adding one standard deviation to the median of the spectrum is at least 1.8. Therefore, in order to follow a conservative approach, the former spectrum was utilized in this study. During the specification of the target spectrum given in Figure 57, the distance was taken as 29.8 km based on the average proximity of the sites to the fault segments and the calculations were made by using weighted GMPEs for the possible earthquake (Mw = 7.2) along the NAFS and $V_{S30}$ value was taken as 760 m/s to represent the rock site.

![Figure 57. Constructed target spectrum by using a logic-tree approach.](image-url)
4.3.2.2. Selecting and scaling of the input motions

Earthquake damage pattern is significantly influenced by the non-linear behavior of soil, the ground motion characteristics (intensity, duration and frequency content of ground motion), topography, subsurface geometry, local soil condition when the superstructural information is disregarded. Generating a statistically stable ground motion estimation based on the constructed target rock spectrum is the main purpose of a site response analysis. In other words, the computed response spectra is not highly influenced by the choices of input rock motions (Rathje et al., 2010). As soil behaves non-linearly, the computed seismic site response can be affected by the input rock motion characteristics. This can be handled only by using an adequate number of input rock motions acquired by earthquake records or by creating synthetic records (Bommer and Acevedo 2004; ASCE 7, 2010).

In order to make a proper selection from Pacific Earthquake Engineering Research (PEER) Center NGA West-2 ground motion database and to form proper suits in this study, a set of criteria was followed:

- Suits were formed by searching NGA West-2 database (no aftershocks, etc.),
- Only one record from any single event was selected to form suits,
- Moment magnitude of the earthquake record of interest was limited between 6.5 to 8.0,
- The earthquakes that occurred at a distance ranging from 10 km to 45 km were taken into consideration,
- The minimum and maximum shear wave velocity was selected as 600 m/s and 1500 m/s, respectively,
- An additional criterion used to search appropriate earthquake records was the events maximum horizontal acceleration (MHA) values to be greater than 0.05g.
By using these criteria given above, 15 earthquake records were selected. The summary of these earthquakes are listed in Table 9. To increase the size of the population, these records were scaled according to the PGA value of the target spectrum. A total of 30 earthquakes were scaled and suits were formed from seven of them based on the criterion given above. The maximum horizontal components of each record was used during the scaling process.

Table 9. Summary of the selected ground motion records.

<table>
<thead>
<tr>
<th>Number of event</th>
<th>Name of the event</th>
<th>Year</th>
<th>Mag.</th>
<th>Mec.</th>
<th>Station Name</th>
<th>$R_{rup}$ (km)</th>
<th>$V_{S30}$ (m/s)</th>
<th>PGA (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Landers</td>
<td>1992</td>
<td>7.28</td>
<td>Strike Slip</td>
<td>Twentynine Palms</td>
<td>41.4</td>
<td>635.01</td>
<td>0.080</td>
</tr>
<tr>
<td>2</td>
<td>Düzce, Turkey</td>
<td>1999</td>
<td>7.14</td>
<td>Strike Slip</td>
<td>Lamont 1060</td>
<td>25.9</td>
<td>782.00</td>
<td>0.053</td>
</tr>
<tr>
<td>3</td>
<td>Sitha, Alaska</td>
<td>1972</td>
<td>7.68</td>
<td>Strike Slip</td>
<td>Sitka Observatory</td>
<td>34.61</td>
<td>649.67</td>
<td>0.096</td>
</tr>
<tr>
<td>4</td>
<td>Manjil, Iran</td>
<td>1990</td>
<td>7.37</td>
<td>Strike Slip</td>
<td>Abbar</td>
<td>12.55</td>
<td>723.95</td>
<td>0.515</td>
</tr>
<tr>
<td>5</td>
<td>Hector Mine</td>
<td>1999</td>
<td>7.13</td>
<td>Strike Slip</td>
<td>Hector</td>
<td>11.66</td>
<td>726.00</td>
<td>0.328</td>
</tr>
<tr>
<td>6</td>
<td>Hector Mine</td>
<td>1999</td>
<td>7.13</td>
<td>Strike Slip</td>
<td>Twentynine Palms</td>
<td>42.06</td>
<td>635.01</td>
<td>0.067</td>
</tr>
<tr>
<td>7</td>
<td>Tottori, Japan</td>
<td>2000</td>
<td>6.61</td>
<td>Strike Slip</td>
<td>OKYH07</td>
<td>15.23</td>
<td>940.20</td>
<td>0.185</td>
</tr>
<tr>
<td>8</td>
<td>Tottori, Japan</td>
<td>2000</td>
<td>6.61</td>
<td>Strike Slip</td>
<td>OKYH08</td>
<td>24.84</td>
<td>694.21</td>
<td>0.241</td>
</tr>
<tr>
<td>9</td>
<td>Tottori, Japan</td>
<td>2000</td>
<td>6.61</td>
<td>Strike Slip</td>
<td>OKYH14</td>
<td>26.51</td>
<td>709.86</td>
<td>0.453</td>
</tr>
<tr>
<td>10</td>
<td>Tottori, Japan</td>
<td>2000</td>
<td>6.61</td>
<td>Strike Slip</td>
<td>SMNH10</td>
<td>15.59</td>
<td>967.27</td>
<td>0.231</td>
</tr>
<tr>
<td>11</td>
<td>Tottori, Japan</td>
<td>2000</td>
<td>6.61</td>
<td>Strike Slip</td>
<td>SMNH11</td>
<td>40.08</td>
<td>670.73</td>
<td>0.059</td>
</tr>
<tr>
<td>12</td>
<td>Darfield, New Zealand</td>
<td>2010</td>
<td>7</td>
<td>Strike Slip</td>
<td>CSHS</td>
<td>43.6</td>
<td>638.39</td>
<td>0.116</td>
</tr>
<tr>
<td>13</td>
<td>Darfield, New Zealand</td>
<td>2010</td>
<td>7</td>
<td>Strike Slip</td>
<td>LPCC</td>
<td>25.67</td>
<td>649.67</td>
<td>0.357</td>
</tr>
<tr>
<td>14</td>
<td>Big Bear-01</td>
<td>1992</td>
<td>6.46</td>
<td>Strike Slip</td>
<td>Silent Valley</td>
<td>35.41</td>
<td>659.09</td>
<td>0.069</td>
</tr>
<tr>
<td>15</td>
<td>Kocaeli, Turkey</td>
<td>1999</td>
<td>7.51</td>
<td>Strike Slip</td>
<td>Gebze</td>
<td>10.92</td>
<td>792.00</td>
<td>0.261</td>
</tr>
</tbody>
</table>

As stated above, one of the challenges in the soil response analysis is to scale ground motion properly according to actual tectonic conditions of a site. In spite of the fact that there are no well established procedures in the selecting and scaling of ground motions, many ground motion selection and modification procedures have
been developed to select ground motions for a wide variety of objectives (e.g., Bommer and Acevedo 2004; Kottke and Rathje, 2009; IBC, 2010; ASCE 7, 2010). According to the standards proposed by ASCE 7 (2010), at least five earthquake records should be utilized by considering the active tectonic setting of a site. The study proposed by Rathje et al. (2010) indicates that the average response spectra acquired from 5 different ground motion records has a stable median value when the utilized earthquake records have a good fit to the target spectrum.

In this study, several suits containing seven earthquake records were selected and scaled in the time domain. Selection and linear scaling of ground acceleration records were performed by the SeismoMatch software V. 2.1.2. Rather than using a frequency domain spectral matching (e.g., Gasparini and Vanmarcke, 1976; Silva and Lee, 1987) and linear scaling of ground motions (Kottke and Rathje, 2009) methods, this program utilizes the wavelets algorithm which was proposed by Abrahamson (1992) and Hancock et al (2006), and it is based on the time-domain technique proposed by Lilanand and Tseng (1988). The selection of the suit which fits to target spectrum best was performed by the degree of maximum and average misfits. The mean matched spectrum has an average misfit of 1.7% and maximum misfit of 12.6%. Figure 58 shows the suit matching the target spectrum the best. The details of seven earthquake records in the suit are listed in Table 10. Also, Figures 59 and 60 show the original and matched accelerograms of seven records forming the best fit suit along with the target spectrum.
Figure 58. The mean match spectrum formed by averaging seven earthquake records and the target spectrum.

Figure 59. Original accelerograms of the seven earthquakes and the target spectrum. Please see Table 7 for the abbreviations of the records.
4.3.2.3. Construction of 1D and 2D soil profile geometries

In order to perform 1D and 2D soil response analyses, 2 cross sections adequately representing the basin characteristics were prepared (Figure 54). As can be seen in the figure, one of them is in the north-south direction (A-A') the other is almost in the east-west direction (B-B'). There are five sites having shear wave velocity measurements along the A-A' section. The order of these sites from the north to the south is Comb05(2), Comb06(2), Comb07(2), Comb04(2) and Comb08(2). However, seven shear wave velocity sites are present along the B-B' section. 1D
seismic site response analyses were performed at these 11 sites and 2D response analyses were carried out by using these two sections.

High resolution shear wave velocity curves over the entire tested depth range were successfully constructed by combining active and passive source dispersion curves of all sites. Integration of the passive surface method aids in understanding the subsurface structure down to a depth of 85 m. As stated in the previous chapter, the blind way technique was utilized in order to obtain the shear wave velocity ($V_S$) profile. After examining the results of these analyses, it was observed that 3 main layers are present in almost all profiles except one. Therefore, an idealization procedure was performed to construct 1D shear wave velocity profiles at 11 sites. The layer having shear wave velocity values greater than approximately 800 m/s in the idealization process is assumed as the bedrock and thus 1750 m/s $V_S$ value is assigned as the shear wave velocity bedrock half-space. Then, all 1D profiles were extrapolated up to this value by considering the adjacent measurement sites, geology and vertical variation of the $V_S$ throughout the profile.

Mainly 6 layers including bedrock was identified at almost each profile except Comb12(2) in 1D profiles (Tables 11-18). As can be seen in the previous chapter, 2D $V_S$ sections were created by using 1D profiles along the A-A' and B-B' sections. Based on the geotechnical and geophysical data, the lateral and vertical variations of the layers were modeled and classified (Tables 11-18). According to the classification, the mean values of the geotechnical and geophysical properties of the layers such as unit weight, thickness, effective vertical stress, effective mean stress, shear wave velocity, plasticity index, etc. were calculated along with their mean and standard deviations (Tables 11-18). These average values were assigned to each layer in 2D sections (Table 11-18). The same properties of the layers in 1D profiles were assigned to the layers that do not have lateral continuation in 2D sections [e.g., the first layers of Comb01(2), Comb03(2), the second layer of Comb14(1) and so on].
Table 11. The lateral and vertical variations of layer thickness at the sites located along the A-A' section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Thickness of the layers (m)</th>
<th>Section N-S (A-A')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-04 (2)</td>
<td>C-05 (2)</td>
<td>C-06 (2)</td>
</tr>
<tr>
<td>Layer 1</td>
<td>6.7</td>
<td>7.5</td>
<td>8.3</td>
</tr>
<tr>
<td>Layer 2</td>
<td>13.3</td>
<td>15.0</td>
<td>35.7</td>
</tr>
<tr>
<td>Layer 3</td>
<td>80.0</td>
<td>22.5</td>
<td>36.0</td>
</tr>
<tr>
<td>Layer 4</td>
<td>50.0</td>
<td>20.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Layer 5</td>
<td>55.0</td>
<td>55.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Layer 6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The first layer of these sites has a lateral continuation.

Table 12. The lateral and vertical variations of layer thickness at the sites located along the B-B' section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Thickness of the layers (m)</th>
<th>Section E-W (B-B')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-01(2)</td>
<td>C-02 (2)</td>
<td>C-03 (1)</td>
</tr>
<tr>
<td>Layer 1</td>
<td>9.2</td>
<td>6.5</td>
<td>6.7</td>
</tr>
<tr>
<td>Layer 2</td>
<td>18.3</td>
<td>6.0</td>
<td>33.3</td>
</tr>
<tr>
<td>Layer 3</td>
<td>42.5</td>
<td>25.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Layer 4</td>
<td>70.0</td>
<td>52.5</td>
<td>20.0</td>
</tr>
<tr>
<td>Layer 5</td>
<td>70.0</td>
<td>100.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Layer 6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The first layer of these sites has a lateral continuation. The third layer was not observed at this site. The second layer of this site is different than the second layer of the others.

Table 13. Variations of unit weights of the layers along the A-A' section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Unit Weight (kN/m$^3$)</th>
<th>Section N-S (A-A')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-04 (2)a</td>
<td>C-05 (2)a</td>
<td>C-06 (2)a</td>
</tr>
<tr>
<td>Layer 1</td>
<td>19.4</td>
<td>18.4</td>
<td>16.8</td>
</tr>
<tr>
<td>Layer 2</td>
<td>18.5</td>
<td>18.3</td>
<td>18.5</td>
</tr>
<tr>
<td>Layer 3</td>
<td>18.5</td>
<td>18.4</td>
<td>18.7</td>
</tr>
<tr>
<td>Layer 4</td>
<td>19.0</td>
<td>18.5</td>
<td>19.0</td>
</tr>
<tr>
<td>Layer 5</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
</tr>
<tr>
<td>Layer 6</td>
<td>26.0</td>
<td>26.0</td>
<td>26.0</td>
</tr>
</tbody>
</table>

The first layer of these sites has a lateral continuation.
Table 14. Variations of unit weights of the layers along the B-B' section. "C" is the abbreviation of Comb. "BH" is the closest borehole at the \( V_S \) measurement sites.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Section E-W (B-B')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-01(2) BH-07</td>
<td>C-03 (2) BH-04</td>
</tr>
<tr>
<td>Layer 1</td>
<td>17.6</td>
<td>18.0</td>
</tr>
<tr>
<td>Layer 2</td>
<td>18.7</td>
<td>18.4</td>
</tr>
<tr>
<td>Layer 3</td>
<td>18.5</td>
<td>18.6</td>
</tr>
<tr>
<td>Layer 4</td>
<td>19.0</td>
<td>19.0</td>
</tr>
<tr>
<td>Layer 5</td>
<td>23.5</td>
<td>23.5</td>
</tr>
<tr>
<td>Layer 6</td>
<td>26.0</td>
<td>26.0</td>
</tr>
</tbody>
</table>

* The first layer of these sites has a lateral continuation. * The third layer was not observed at this site. * The second layer of this site is different than the second layer of the others.

Table 15. Shear wave velocity variation of the layers in lateral and vertical directions along the A-A' section. "C" is the abbreviation of Comb and "BH" is the closest borehole at the \( V_S \) measurement sites.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Section N-S (A-A')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-04 (2) BH-14</td>
<td>C-05 (2) BH-14</td>
</tr>
<tr>
<td>Layer 1</td>
<td>167.2</td>
<td>146.8</td>
</tr>
<tr>
<td>Layer 2</td>
<td>274.2</td>
<td>309.5</td>
</tr>
<tr>
<td>Layer 3</td>
<td>347.0</td>
<td>414.0</td>
</tr>
<tr>
<td>Layer 4</td>
<td>506.0</td>
<td>524.6</td>
</tr>
<tr>
<td>Layer 5</td>
<td>790.0</td>
<td>755.9</td>
</tr>
<tr>
<td>Layer 6</td>
<td>1750.0</td>
<td>1750.0</td>
</tr>
</tbody>
</table>

* The first layer of these sites has a lateral continuation

Table 16. Shear wave velocity variation of the layers in the lateral and vertical directions along the B-B' section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Section E-W (B-B')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-01(2)</td>
<td>C-03 (2)</td>
</tr>
<tr>
<td>Layer 1</td>
<td>136.9</td>
<td>183.0</td>
</tr>
<tr>
<td>Layer 2</td>
<td>284.9</td>
<td>243.6</td>
</tr>
<tr>
<td>Layer 3</td>
<td>387.1</td>
<td>389.1</td>
</tr>
<tr>
<td>Layer 4</td>
<td>514.2</td>
<td>604.4</td>
</tr>
<tr>
<td>Layer 5</td>
<td>790.0</td>
<td>734.9</td>
</tr>
<tr>
<td>Layer 6</td>
<td>1750.0</td>
<td>1750.0</td>
</tr>
</tbody>
</table>

* The first layer of these sites has a lateral continuation. * The third layer was not observed at this site. * The second layer of this site is different than the second layer of the others.
Table 17. Plasticity index values of the layers along the A-A’ section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Section N-S (A-A’)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-04 (2)(^a)</td>
<td>C-05 (2)(^a)</td>
</tr>
<tr>
<td>Layer 1</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>Layer 2</td>
<td>62.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Layer 3</td>
<td>62.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Layer 4</td>
<td>62.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Layer 5</td>
<td>15.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Layer 6</td>
<td>BEDROCK</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) The first layer of these sites has a lateral continuation.

Table 18. Plasticity index values of the layers along the B-B’ section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>Section E-W (B-B’)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-01(2)</td>
<td>C-03 (2)(^a)</td>
</tr>
<tr>
<td>Layer 1</td>
<td>29.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Layer 2</td>
<td>37.0</td>
<td>45.0</td>
</tr>
<tr>
<td>Layer 3</td>
<td>50.0</td>
<td>60.0</td>
</tr>
<tr>
<td>Layer 4</td>
<td>50.0</td>
<td>60.0</td>
</tr>
<tr>
<td>Layer 5</td>
<td>15.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Layer 6</td>
<td>BEDROCK</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) The first layer of these sites has a lateral continuation. \(^b\) The third layer was not observed at this site. \(^c\) The second layer of this site is different than the second layer of the others.

After the determination of the geophysical, geotechnical and geometrical properties of the layers during the idealization procedure of the 11 measurement sites, the geometry of the 1D and 2D profiles were created. As stated by Matasovic and Ordonez (2012), strain dependent properties (e.g., shear modulus and damping values) are the function of the thickness of the layers. These properties significantly vary with depth. Matasovic and Ordonez (2012) suggests that thinner layers can be used to capture this highly non-linear and/or non-uniform variation of shear strain throughout the soil profile. Additionally, layering of a soil column in Shake2000 is required to model vertical \( V_S \) variations with depth. However,
when shear wave velocity value is constant with depth and shear strain variation is almost uniform with depth, a relatively thicker layer can be used to model the soil column in Shake 2000 (Ordonez, 2012). In this stage of the study, it is assumed that the shear wave velocity values corresponding to each layer do not significantly vary in the vertical direction and have a uniform behavior. Another assumption taken into account regarding the uniform behavior is the shear strain within each layer.

As can be seen in Tables 11 and 12, the depth of the soil profiles were extended to more than 200 m. The plasticity index values and unit weights were assigned to the extended portion of the soil profiles based on the previous layers where these values were determined by geotechnical laboratory tests (Tables 13-14 and Tables 17-18). But the characterization of the soils based on these tests were constrained up to the depth of 20 m as the maximum depth of the boreholes drilled in the region is 20 m. Therefore, the only parameter that can be used more confidently is the shear wave velocity profile since much deeper parts of the ground subsurface could be characterized by this approach. At some sites [e.g., Comb03 (2) Comb05(2), Comb08 (2)], maximum reliable characterized depth is 85 m. However, this depth can be increased up to 150 m during the inversion process for these sites if it is preferred to utilize the portion of the data where the degree of the reliability is low after a certain depth.

Under these circumstances, these shear wave velocity profiles were extended up to 210 m at some sites (Tables 11 and 12), by considering a linear increase of shear wave velocity values with depth. Additionally, the uncertainty of the modulus reduction and damping curves were taken into consideration as well (Darendeli, 2001). Also, a set of sensitivity analysis was implemented to investigate the effects of the layer thickness and variations of shear wave velocity values at the sublayers of the main layer. It was observed that these two model parameters had no significant effect on the response of the surface soils. As a result, the main layers
were divided into sublayers by using Equations 7 and 8 given below. In addition to this, a uniform behavior of shear strains in the subsets of each layers was assumed.

\[ H_{\text{max}} \leq \frac{V_S}{4 \times f_{\text{max}}} \]  \hspace{2cm} \text{Eq. (7)}

\[ f_{\text{max}} = \frac{1}{2 \times DT} \]  \hspace{2cm} \text{Eq. (8)}

where, \( H_{\text{max}} \) is the maximum layer thickness (m), \( V_S \) is the shear wave velocity of the layer (m/s), \( f_{\text{max}} \) is the maximum resolved frequency (Hz) and \( DT \) is the sampling interval of the records (s).

In the 1D soil response analysis, a frequency threshold was applied and it was selected as 25 cps. Based on the equations given above, the maximum height of each sublayer was calculated and is given in Tables 19 and 20. According to the \( H_{\text{max}} \) value, the number of sublayers were figured out for each main layer.

In 2D soil response analyses, initially the 2D geometries of the soil models, given in Figure 61a and 61c, were constructed based on the lateral continuation of the soil layers characterized by 1D shear wave velocity profile at the 11 sites along with the information acquired from the closest geotechnical borings (Tables 14 and 15). The mechanical properties of these soil layers having lateral continuity were assigned by considering the mean values of the data obtained from each site located along the sections (Tables 11 through 18).
Table 19. The maximum height (m) for 1D soil response analysis along the A-A' section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>C-04 (2)</th>
<th>C-05 (2)</th>
<th>C-06 (2)</th>
<th>C-07 (2)</th>
<th>C-08 (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>1.7</td>
<td>1.5</td>
<td>1.8</td>
<td>1.7</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>Layer 2</td>
<td>2.7</td>
<td>3.1</td>
<td>2.8</td>
<td>2.8</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>Layer 3</td>
<td>3.5</td>
<td>4.1</td>
<td>3.5</td>
<td>4.1</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>Layer 4</td>
<td>5.1</td>
<td>5.2</td>
<td>5.1</td>
<td>5.1</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>Layer 5</td>
<td>7.9</td>
<td>7.6</td>
<td>8.1</td>
<td>7.4</td>
<td>7.9</td>
<td></td>
</tr>
<tr>
<td>Layer 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 20. The maximum height (m) for 1D soil response analysis along the B-B’ section. "C" is the abbreviation of Comb.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Site No</th>
<th>C-01(2)</th>
<th>C-03 (2)</th>
<th>C-06 (1)</th>
<th>C-09(2)</th>
<th>C-12(2)</th>
<th>C-14(1)</th>
<th>C-04 (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>1.4</td>
<td>1.8</td>
<td>1.7</td>
<td>1.8</td>
<td>1.4</td>
<td>1.8</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>Layer 2</td>
<td>2.8</td>
<td>2.4</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>3.7</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>Layer 3</td>
<td>3.9</td>
<td>3.9</td>
<td>3.9</td>
<td>4.1</td>
<td>none</td>
<td>4.3</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Layer 4</td>
<td>5.1</td>
<td>6.0</td>
<td>5.8</td>
<td>5.8</td>
<td>6.1</td>
<td>5.7</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>Layer 5</td>
<td>7.9</td>
<td>7.3</td>
<td>7.5</td>
<td>8.4</td>
<td>9.0</td>
<td>7.9</td>
<td>7.9</td>
<td></td>
</tr>
<tr>
<td>Layer 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Variations of the data was also taken into consideration especially at the stage of generation of the modulus reduction curve and damping curves as explained in next section of this chapter. The geometry of the individual soil layers (i.e., showing no continuity in the lateral direction) were modeled based on the geological setting of the area (Figures 61b and 61d). This is one of the most critical parts of constructing the geometric model since the study area is a fault controlled basin and numerous rivers control the depositional and/or erosional settings within the area. Therefore, the degree of lateral variability of the surficial deposits is high. Additionally, this variability degree is not negligibly low for soils underlying soft, unconsolidated Quaternary deposits due to the tectonic setting and geological evaluation of the area (see Chapter 2 for detailed explanations).
Figure 61. a) and c) Soil model of sections A-A' and B-B', respectively. b) and d) a close view of these sections to show the lateral and vertical variations of the layers. Colors are assigned to the layers for illustration purposes only. The dimension of the squares in a) and c) is 100m x 100m.
In the producing of 2D soil models given in Figure 61, the upper surface of the models were truncated based on the digital elevation map of the study area that was prepared by using 1:25,000 topographic maps of the General Command of Mapping. The lower boundaries of the models were constructed according to the vertical and lateral variation of the bedrock in the study area. After constructing the geometry, in order to perform 2D seismic response analyses by utilizing finite element method (FEM) based QUAD4M, the finite element (FE) meshes were generated for both sections. Due to the complex geometries of the layers forming the sections, quadrilateral and triangular elements were used. The maximum height of the elements was calculated by using Equation 9. The maximum value of the ratio between the horizontal and vertical size of the elements is constrained to be lower than 3 to obtain better accuracy in the results. By using these considerations, FE meshes were created (Figure 62). The geometric model and mesh properties of the sections are given in Table 21.

\[ H_{\text{max}} \leq C \times \frac{V_S}{f_{\text{max}}} \]  

\text{Eq. (9)}

where, \( H_{\text{max}} \) is the maximum height of a finite element (m), \( V_S \) is the shear wave velocity of the layer (m/s), \( f_{\text{max}} \) is the maximum resolved frequency (Hz) and \( C \) is a constant ranging from 1/5 to 1/10 according to different researches (e.g., Kuhlemeyer and Lysmer, 1973; Lanzo and Silvestri, 1999 and Ordonez, 2009). In this study, the \( C \) value is taken as 1/5.

<table>
<thead>
<tr>
<th>Sections</th>
<th>Min. Height (m)</th>
<th>Max Height (m)</th>
<th>Min. Length (m)</th>
<th>Max Length (m)</th>
<th>Node No</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-S section</td>
<td>23.1</td>
<td>263.3</td>
<td>0</td>
<td>4207.5</td>
<td>43767</td>
</tr>
<tr>
<td>E-W section</td>
<td>21.4</td>
<td>253.8</td>
<td>0</td>
<td>6171.8</td>
<td>43667</td>
</tr>
</tbody>
</table>

Table 21. A summary of the geometric model and mesh properties.
As stated in this section, transmitting boundary conditions was applied to the base of the soil models since deconvolution process was utilized. Also, in order to reduce the effect of the artificially reflected waves, different researchers have reported to have constructed their models by using different lateral extension values ranging from 200 m to 800 m (Augello et al. 1998; Rathje and Bray, 2001; Pagliaroli, 2006). The main reason for this wide range is related with the purpose of the seismic response analysis and the geometries of these models. To overcome this difficulty, Bouckovalas et al. (2006) suggest that the total lateral extension of a model can be used at least 5 times the thickness of soil column. In this study, the side boundaries were extended 250 m in both directions for both models by considering lithological variations and bedrock geometry so that the effect related with the side boundaries which is the interference between the input motion and the artificially reflected waves was tried to be minimized.
4.3.2.4. Characterization of non-linear soil behavior

The variations of normalized modulus reduction and material damping curves depending on the strain level (i.e., $G/G_{\text{max}}$ and $D-\gamma$ curves) are utilized as fundamental input parameters for any numerical ground motion analysis. A comparison between measured shear moduli and standard degradation curves also requires a value for the small-strain shear modulus (i.e., $G_{\text{max}}$) against which the shear modulus is usually normalized (Darendeli, 2001; Brennan et al., 2005). Most of the field seismic surveys can be performed to obtain the shear wave velocity at shear strains lower than the percent of $3 \times 10^{-4}$. Therefore, in this study, the $G_{\text{max}}$ value was calculated by the results of the surface wave measurements which is the most reliable way to determine the in situ value of $G_{\text{max}}$ for a particular soil deposit (Kramer, 1996), by using Equation 10.

$$G_{\text{max}} = \rho \times V_s^2$$ \hspace{1cm} \text{Eq. (10)}

where, $\rho$ represents the density of material obtained by dividing the total unit weight of the soil by gravity (9.807 m/s$^2$) and $V_s$ is the shear wave velocity value (m/s).

The most appropriate curves for these soil parameters were determined based on the data acquired by previous geotechnical works and seismic characterization studies performed during this study as well as the results of the experimental studies in the literature. Various parameters have an influence in the variation of these curves for the determination of the proper $G/G_{\text{max}}-\gamma$ and $D-\gamma$ curves for the soil layers. These parameters are the mean effective confining stress, soil type and plasticity, frequency of loading, number of loading cycles, degree of saturation, over-consolidation ratio (OCR), void ratio, grain size distribution and characteristics along with the mineralogical properties and so on. Based on the study proposed by Darendeli (2001), not all the parameters control the non-linear
soil behavior with the same degree of effectiveness. Darendeli (2001) states that the mean effective confining pressure, soil type and plasticity are the most prominent parameters that affect the $G/G_{\text{max}}$ and $D-\gamma$ curves.

The laboratory test results and log data of 20 different geotechnical borings having a total of 308 m depth drilled in the Quaternary and Pliocene units were analyzed and the obtained information was integrated with the results of the geophysical surveys conducted in the area to select predefined experimental curves in the literature (e.g., Seed et al., 1986; Vucetic and Dobry, 1991; Darendeli, 2001). The non-linear properties of the soils were determined by using the soil models proposed by Darendeli (2001) for each layer based on the data regarding soil class, soil plasticity and mean effective confining stress values of the soils.

As stated before, to determine the unit weight, soil type and plasticity values of the soil layers at the 11 sites, the results of the geotechnical laboratory tests were utilized up to 20 m. The properties of the soil layers at the remaining portion of the soil profiles were assigned according to the variation of the shear wave velocity profiles and local geology. In the calculation of the mean effective confining stress, the thickness and unit weights of the soil layers were identified for each site (Tables 11 through 14) and Equation 11 was utilized.

\[
\sigma'_m = \sigma'_v \times \left(\frac{1 + 2K'_0}{3}\right)
\]

Eq. (11)

where, $\sigma'_m$ is the mean effective confining stress, $\sigma'_v$ is the vertical effective stress and $K'_0$ is the coefficient of effective earth stress at rest.

It is well known that the $K'_0$ value is a function of the effective angle of internal friction for normally consolidated soils. Additionally the OCR value is integrated to calculate the $K'_0$ for the over-consolidated ones (e.g., Pruska, 1973; Mayne and Kulhawy, 1982). However, the laboratory tests are not enough to characterize the
entire region in terms of the effective angle of internal friction and the OCR in this study. Therefore, sensitivity analyses were conducted to investigate the variations of the $G/G_{\text{max}}$ and $D-\gamma$ curves and the uncertainties of these curves according to the selected soil model proposed by Darendeli (2001) where the vertical effective stress was utilized instead of the confining stress. In this respect, unconsolidated granular and over-consolidated cohesive layers at Comb01 (2) and Comb06 (1) sites were selected (Figures 63-66). The error margin (± one standard deviation) of the curves along with the mean values based on the vertical effective stress was compared with the mean values of the curves drawn by using the confining stress. It can be observed in Figures 63-66 that the upper and lower boundaries of the curves according to the former approach covers the curves constructed by the latter one at almost all shear strain values. Therefore, instead of increasing the uncertainties by assuming OCR and the angle of internal friction values, the effective vertical stress was calculated for the layers at each site and it was used to construct the curves along with the soil type and plasticity in 1D and 2D soil response analyses. As stated above, this approach does not have any effect on the 2D analysis as a result of the selected approach during the determination stage of the geotechnical parameters of the layers.

**Figure 63.** A comparison of using vertical and confining effective stresses for the overconsolidated cohesive layers at the Comb01 (2) site.
Figure 64. A comparison of using vertical and confining effective stresses for the overconsolidated cohesive layers at the Comb01 (2) site.

Figure 65. A comparison of using vertical and confining effective stresses for the unconsolidated cohesive layers at the Comb06 (1) site.

Figure 66. A comparison of using vertical and confining effective stresses for the unconsolidated granular layers at the Comb06 (1) site.
The generated normalized modulus and material damping curves based on the study proposed by Darendeli (2001) are given in Figures 67-77. These curves were used as input parameters for 1D soil response analysis. As can be seen in these figures, these curves were classified according to the layer numbers of each site where Layer 1 represents the shallowest part of the soil profile and Layer 5 is the strata overlying the bedrock.

When the variation of these curves are examined with respect to the layer numbers, it can be easily seen that the trend of the $G/G_{\text{max}}$ ratio increases at higher shear strain levels ($>10^{-3}\%$) from layer 1 to layer 4 due to the rise of the effective vertical stress and plasticity of the soil. However, there is a non-uniform behavior when the curves of layer 5 are reviewed. Although, the vertical stress increases, this behavior is caused by decreasing plasticity value. The same situation is inversely valid for the material damping curves. This implies that the trend of the damping ratio values decreases after a certain shear strain percent ($>10^{-2}\%$) from the shallower portions of the soil column to the deeper parts. But due to the same reason given above, Layer 5 does not behave in the same trend. In 1D response analysis, the bedrock behavior was characterized by using the $G/G_{\text{max}}-\gamma$ and $D-\gamma$ curves proposed by Schnabel (1973). The variation of these curves is not given in a figure, since these curves are not affected by any parameters discussed above. This means that these curves are identical for all sites.

In 2D soil response analysis, based on the mean values of the parameters given in Tables 11 through 18, the normalized modulus and the material damping curves were constructed by using the model proposed by Darendeli (2001). Also, during the generation of the curves, the standard deviation of these properties were taken into account especially for the deeper layers. When the produced curves for each layer constituting two sections were examined (Figures 77-80), the same behavior is observed with the other curves created for the 1D response analysis.
Figure 67. Normalized modulus curves of the first layer utilized in the 1D soil response analysis.

Figure 68. Material damping curves of the first layer utilized in the 1D soil response analysis.

Figure 69. Normalized modulus curves of the second layer utilized in the 1D soil response analysis.
Figure 70. Material damping curves of the second layer utilized in the 1D soil response analysis.

Figure 71. Normalized modulus curves of the third layer utilized in the 1D soil response analysis.

Figure 72. Material damping curves of the third layer utilized in the 1D soil response analysis.
Figure 73. Normalized modulus curves of the forth layer utilized in the 1D soil response analysis.

Figure 74. Material damping curves of the forth layer utilized in the 1D soil response analysis.

Figure 75. Normalized modulus curves of the fifth layer utilized in the 1D soil response analysis.
Figure 76. Material damping curves of the fifth layer utilized in the 1D soil response analysis.

Figure 77. Normalized modulus curves of all layers utilized in the 2D soil response analysis. "c" is the abbreviation of the layer having lateral continuity and the others are the individual ones.

Figure 78. Material damping curves of all layers utilized in the 1D soil response analysis. "c" is the abbreviation of the layer having lateral continuity and the others are the individual ones.
Figure 79. Normalized modulus curves of all layers utilized in 2D soil response analysis. "c" is the abbreviation of the layer having lateral continuity and the others are the individual ones.

Figure 80. Material damping curves of all layers utilized in 1D soil response analysis. "c" is the abbreviation of the layer having lateral continuity and the others are the individual ones.
CHAPTER 5

RESULTS OF THE SITE EFFECT STUDIES

5.1. Results of the microtremor survey

In the scope of determination of site effects in the Orta pull-apart basin, the performed microtremor survey can be classified as a preliminary evaluation method. In order to correctly investigate the influence of the local site condition and topographical effect on the spatial variation of ground motion, the seismic behavior of shallower deposits, the spectral structure of a possible seismic event, the effects of the small-scale lateral and vertical variations of the soils should be carefully taken into account. However, the H/V spectral ratio (Nakamura Method), one of the experimental technique for the ambient microtremors (vibrations), has been widely used in microzonation studies as it is cost-effective and an easy procedure for application (Bonnefoy-Claudet, 2004).

A fundamental period and a maximum value for the H/V amplitude were estimated from each microtremor measurements conducted at the first and the second phases. As was stated in Chapter 4, the record length, the brand of seismograph and the time period of the conducted surveys are different from each other. Therefore, the results of this study show the degree of the dependency of the microtremor method on the measurement length and the time interval in terms of the stability of the constructed H/V curves.

As mentioned before, the microtremor records were taken at 44 sites in the first phase, however, site effect phenomenon was investigated at 35 sites during the
second phase. Regarding the results obtained from the microtremor study in the Orta basin, different geological units related with their H/V spectral ratio have been identified and surveyed using the short-period noise recordings. According to the range of the fundamental period with respect to the geological units given in Figures 81 and 82, in a general sense, the fundamental periods observed at the sites were higher than the expected periods. When the figures are examined separately, it can be seen that the results show large variability in the H/V spectrum. Although, the results are more stable for the Miocene sediments measured at Phase-1 (Figure 81), this group was not considered within the statement given above due to the low population of the characterized sites.

After conducting the first phase of the survey (Figure 81), the observed maximum H/V amplitudes were at the period range of 0.73 s to 1.37 s with their amplitude changing between 2.7 and 11.5. On the other hand, the second phase showed that the fundamental periods were between 1.01 s and 2.22 s with their corresponding H/V peak amplitudes ranging from 2.9 to 19.0 for the Orta basin (Figure 82). Figures 81 and 82 indicate that the geological sediments do not have typical fundamental periods. In other words, these units cannot be differentiated by utilizing the abscissa value of the H/V curve. These figures individually imply that the relatively higher thickness of the soft soil deposits are present within the Orta pull-apart basin. However, this is an unexpected result, since this basin type has mostly shallower depressions when compared with the graben like basins (Eker et al., 2015). However in the literature, similar types of basins filled by very thick soft deposits are reported by Özalaybey et al. (2011) and Yousefi-Bavil et al. (2015).

There are procedures presented by SESAME (2004) in order to check two fundamental factors on the H/V curve to be generated. These are, conditions regarding reliability of the generated H/V curve and clarity conditions of peak values observed on the H/V curves. Reliability conditions are conditions controlling the parameters such as number of selected windows during processing.
and window length based on estimated dominant frequency. Based on this, parameters such as number of windows, window length, recording time vary based on the estimated (predicted) dominant frequency ($f_0$). In other words, it is necessary to select site specific recording and analysis parameters based on geological and structural conditions. Additionally, the standard deviation values are to be checked after the acquisition of the H/V curves that are calculated for more than one analysis windows via the procedure proposed by SESAME (2004). The reliability of the acquired peaks are to be investigated by considering the amplitude values of the H/V curves, standard deviations of amplitudes, peak frequencies and deviation values on distinct peak conditions.

Figure 81. The observed maximum and minimum fundamental periods with respect to the geological units after the first phase of the microtremor survey.
When the H/V curves obtained from the two phases (Figure 83) are inspected, it can be observed that although some of the comparable results given by Figures 83a, 83c and 83e can be obtained, the degree of the correlation is not good for the majority of these pairs as shown in Figures 83b, 83d and 83f. After processing of the other signals recorded in both phases, well defined single, double, multiple and broad peaks are observed in the H/V spectra (Figure 83). These shapes show variations with respect to the subsurface geological conditions and the geometry of the investigated basins (Guegen et al., 1998; SESAME, 2004; D’Amico et al., 2008; Bonnefoy-Claudet et al., 2009). The variations between the results of the phases may be in regards to the smoothness degree of especially the first phase since the smoothness parameter was selected by using smaller bandwidths in order to detect all the possible peaks in the H/V spectrum. The sensitivity analysis of the smoothness step of the generated H/V curves at Phase2 was implemented with the purpose of increasing the correlation degree of the comparisons. This analysis was performed by changing the smoothing constant of the Konno–Omachi algorithm. It

Figure 82. The observed maximum and minimum fundamental periods with respect to the geological units after the second phase of the microtremor survey.

<table>
<thead>
<tr>
<th>Geological Unit</th>
<th>Minimum Tp</th>
<th>Maximum Tp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alluvium deposits</td>
<td>1.28</td>
<td>2.22</td>
</tr>
<tr>
<td>Pliocene deposits</td>
<td>1.53</td>
<td>2.12</td>
</tr>
<tr>
<td>Miocene sediments</td>
<td>1.01</td>
<td>2.08</td>
</tr>
</tbody>
</table>
was observed that it is not necessary to adjust the smoothing constant for that purpose since the general trend of the curves are not significantly influenced as illustrated in Figure 83a. In this figure, the H/V curve constructed by processing the signal record at Ort28 (2) was obtained by using no smoothing function.

One of the main reasons of the poor correlation between the pairs can be related with the total record length. Therefore, this difference can be a function of the number of the selected windows and the selected window lengths in the calculation of the average H/V spectra. The longer window length has higher capabilities in order to represent the longer period values of the soils as stressed by SESAME (2004). Due to this effect, although the general trend and shape of the curves were retained, the amplitude amounts of the peaks and their position according to x-axis could change with respect to the soil character (i.e., thickness of the sediments overlying the bedrock). In order to test this statement, the spatial distributions of the fundamental periods were created for both phases.
Figure 83. The comparisons of the H/V spectra obtained after implementing both phases. Please note that the numbers the parentheses show the Phase number.
In the generation of the interpolation map of the fundamental period for the conducted phases, the ordinary kriging method with an exponential semivariogram model type was utilized to quantify the spatial structure of the data by considering the anisotropy. In this method, a logarithmic transformation was selected for the dataset regarding the measurements at Phase1. However, the box-cox transformation (Box-Cox, 1964) was applied with the exponent value of 3 for the dataset of Phase2. By performing the trend analysis, the second order effect was determined at both datasets and the local polynomial interpolation was utilized in the de-trending stage. The generated fundamental period interpolation (prediction) maps for the results of the first and second phases are given in Figures 84a and 84b, respectively.

Even though some parts of the study area were not covered by the microtremor surveys, these were included in the regional seismic map in order not to distort the shape of the maps. It should be mentioned that the qualitative character of the maximum H/V spectral ratios obtained from the Nakamura method does not provide reliable ratios for a soil site over a rock site during an earthquake. The variation of the H/V amplitudes were highly influenced by the variation of some of the parameters, such as the impedance (velocity) contrast, Poisson’s ratio and source-receiver distances (Lachet and Bard, 1994). This subject was also stressed in the previous chapter. In this respect, only the relative spectral ratios between the two measurement sites were assumed to be significant (Lachet and Bard, 1994; Bour, 1998; Bard, 1999; Duval et al., 2001). Therefore, instead of creating an interpolation map, the graduated symbols were utilized to create a map to assess and compare the maximum spectral ratios of the sites as a discrete location on the map (Figures 84a and 84b).
When the spatial distributions of the fundamental periods in Figure 84a are compared with the variations in Figure 84b, it can be observed that the region is characterized by totally different behavior of the periods. As can be seen in both figures, a soil corridor zone is determined between Kanlıca village and Orta District. Figure 84a indicates that this region has relatively higher periods when compared with the other sites in the close proximity, however, the fundamental period of this area is classified as a low period zone with respect to the periods of other adjacent sites. Additionally, this type of difference between the period maps can be seen in the NE of the study area where relatively lower period values are assigned to this zone in Figure 84a. On the contrary, the acquired periods have totally opposite behavior at this zone in Figure 84b. Briefly, under these
circumstances, the maps are incompatible with each other. When these figures are examined in order to compare the variations of the H/V spectral amplifications, the same type of discrepancy can be observed. This comparison leads to a conclusion that the result of at least one of the microtremor surveys is not correct. However, a differentiation in regards to which result represents the actual case is not an easy task without performing soil response analyses.

Furthermore, before comparing the experimental results with the outputs of the 1D and 2D soil response analyses, the spectral curves of the individual components were investigated especially for the second phase since the relatively higher fundamental periods were obtained from this phase. Large vertical spectral amplitudes manifest themselves at the majority of the sites. Two of the distinctive samples are given in Figure 85. These sites are situated at the Quaternary units of which the depositional setting is controlled by the river. As can be seen in the figure, the amplitudes of the vertical components are greater than those of both of the horizontal ones at the similar frequency ranges.

The reason for this can be related with the P-wave velocity (V_p) contrast within the same layers which also controls the behavior of the horizontal components (Raptakis et al., 2005). One of the main factors influencing the V_p is the ground water level (GWL). If the soil layers which are located above the GWL are considered, it is observed that they have significantly lower P-wave velocity values when compared with V_p values of the layers below the GWL. As stated in Chapters 4 and herein, the area consists of abundant permanent rivers and based on the geotechnical boring logs and the excavated trial pits, the ground water level is very high in almost the entire study area even within the Pliocene sediments. Therefore, this may be the reason for the observation of the higher fundamental periods in the second phase of the microtremor survey.

In order to clarify which phase of the microtremor survey has more representative outcomes in the determination of the site effects for the Orta pull-apart basin, 1D
and 2D soil response analyses were performed. In the further sections of this chapter, the discussions regarding the results of the response analyses and the evaluation of the site effect studies in the area are given.

Figure 85. The individual spectral curves of vertical (z), N-S and E-W components of a) Ort-07 (2), b) Ort19 (2).
5.2. Results of 1D and 2D numerical analyses

In order to perform 1D and 2D soil response analyses, two cross sections were constructed with numerous considerations as explained in detailed in Chapter 4. To characterize the sedimentary deposits in the basin properly, the N-S (A-A’) and E-W (B-B’) trending sections were prepared. The N-S trending section is geographically more or less parallel to the main fault system of the region, NAFS. However, the other one is nearly perpendicular to this fault system. Based on the strike of the Dodurga Fault Zone, the A-A’ and B-B’ cross sections get parallel and perpendicular relative positions, respectively.

A total of 11 different sites were characterized by 1D shear wave velocity profiles utilized in the generation of these cross sections. Comb05(2), Comb06(2), Comb07(2), Comb04(2) and Comb08(2) are located along the N-S section. The order is given in the direction of north to south. Additionally, the sequence of the quantitatively investigated 1D sites along the E-W section is Comb14(1), Comb09(2), Comb06(1), Comb04(2), Comb01(2), Comb03(2) and Comb12(2) from west to east. These two sections share one common site, Comb04(2). It should be noted that the numbers in parentheses indicate the phase stage during which the geophysical characterization of the sites were performed. A total of 5 sites are located within the Orta basin, namely Comb01(2), Comb04(2), Comb06(1), Comb07(2) and Comb09(2). The sites of Comb12(2) and Comb14(1) that are assigned as the end points of the E-W section are present at the boundary of the Quaternary deposits and Miocene units (Boundary group). Additionally, the Pliocene units were characterized by three sites, namely, Comb03(2), Comb06(2) and Comb08(2). The remaining site, Comb05(2), fell within the boundary of the Miocene sediments.

Before carrying out the ground response analyses, initially 7 earthquakes were specified as the input rock motion based on the described target spectrum in this study. The selection and scaling procedure of these earthquakes are given in
Chapter 4. 1D and 2D soil response analyses were carried out by using the Shake2000 (Ordones, 2000) and QUAD4M (Hudson et al., 1994) softwares, respectively. As explained in Chapter 4, these two softwares use equivalent linear assumptions and consider non-linear stress-strain behavior of soils under a possible ground motion.

The 1D analyses were executed for each site by utilizing the selected seven earthquakes in order to check the variations of the soil responses regarding the input ground motion records. In other words, it was investigated whether or not the soil responses were statistically stable at each site. A total of 77 runs was performed at 11 sites during the investigation of the 1D ground responses. In the 2D ground response analyses, these seven input rock motion records were used for each seismically and geotechnically characterized sections. 14 runs were performed in the determination of the 2D soil response along two sections.

The amplification and acceleration response spectra of the surface layers were examined in order to check whether the soil responses have stationary behavior or not. It should be noted that all the response spectral accelerations were constructed for a 5% damping ratio. Results of the dimensional seismic response analyses for two sites are given for the sake of comparison of the results obtained by the 1D and 2D numerical analyses. At these sites, the mean of the variations and their deviations of spectral acceleration and the amplification ratio spectra with respect to the utilized input motions can be observed in Figures 86 and 87, respectively. As can be seen in these figures, the responses of the sites do not change with the selection of the input motions. This means that the mean values of the soil responses with respect to the ground motions can be utilized as the 1D and 2D seismic responses of the site. In order to investigate the ground motion variation within the Orta pull-apart basin, the acceleration and amplification ratio spectra are taken into consideration.
Figure 86. The comparison of the stability of the soil responses by investigating the variations of the acceleration spectra after running 1D and 2D analyses for seven earthquakes.
Figure 87. The comparison of the stability of the soil responses by investigating the variations of the amplification ratio spectra after running 1D and 2D analyses for seven earthquakes.
After examining and correlating the behaviors of the spectral acceleration curves, the results of the 1D and 2D numerical analyses were grouped based on the geological units where the utilized sites are present. The sites are divided into 4 groups. A list of the classified sites were given at the beginning of this section. Initially, 1D and 2D seismic responses of the sites were investigated with respect to the variation of the input rock motions obtained by selecting and scaling seven ground motion records by using the time-domain spectral matching technique. As stated in Chapter 4, the spectral matching was performed according to the constructed target spectrum. In this comparison, the mean of the selected suit was considered as given in Figure 88. It can be seen from the figure that, the dominant period of the input motion is 0.18 s with a spectral acceleration value of 0.533g. When the results of both numerical analyses are considered and compared with the input motion, the characteristics of the surface response spectra are described by the higher dominant periods and the higher spectral acceleration values along the entire period range for all of the sites (Figure 88).

Based on the results of the 1D soil response, it can be concluded that the highest spectral acceleration values ($S_a$) of the Quaternary sites are within the range of 1.05g to 1.4g at corresponding periods between 0.27 s and 0.53 s. The maximum $S_a$ values in the Pliocene group is changing between 1.11g and 1.43g that are observed at periods ranging between 0.27 s and 0.52 s. The 1D numerical analysis of the two sites at the geological boundaries along the E-W section show that the $S_a$ values are 1.07g and 0.72g for the sites located at the west and east ends of the section, respectively. These peaks emerge at the period of 0.62 s and 0.64 s in the above given order. Due to the insufficient population amount, rather than giving a range, only the highest $S_a$ value and its corresponding period is obtained for the Miocene sediments. These values are 1.07g and 0.62 s in the above given order. One of the representative examples from each group can be seen in Figure 88.

As a result of the 2D seismic response analysis, the spectral acceleration peaks are observed in the range of 1.19g to 2.06g for the sites within the Quaternary while
their corresponding periods is changing between 0.24 s and 0.72 s. In the Pliocene sites, the maximum spectral acceleration values are clustered between 1.50g and 1.99g in the period range of 0.24 s to 0.28 s. At sites located at the boundaries of the Quaternary unit, the highest $S_a$ values that are ranging between 1.38g and 1.52g were observed at same period value of 0.72 s. The Miocene site has the peak $S_a$ value of 1.15g at the period value of 0.48 s. The Quaternary group shows more variations in terms of either the peak $S_a$ values or their corresponding periods after the 2D numerical analyses. The comparison between the spectral acceleration graphs obtained by the utilization of 1D and 2D numerical analyses is given in Figure 88 for one representative example from the each group.

When the results of the 2D response analysis are examined individually at the characterized sites, it can be observed that the spectral peaks of the 2D response analyses at all of the sites are greater than that of the 1D analyses (Figures 88 and 89). As can be seen in the comparison of the spectral curves for Comb09 (2), Comb06 (2) and Comb14 (1) in Figure 88, the 1D numerical analyses can estimate the similar behaviors of the spectral curves acquired by the 2D response analyses. However, when the response spectra of the sites [i.e., Comb09 (2) and Comb14 (1)] are examined in Figure 88, there is a considerable difference in the maximum spectral values. In addition, the position of the peaks with respect to the period axis is compatible with each other except the site of Comb06 (2). A shift in the period towards the lower values can be observed in the 2D response spectrum of Comb06 (2) according to the results of the 1D analyses (Figure 88). This response may be related with the topographical rise at this site and its close vicinity as stated by Jibson (1987), Geli et al. (1988), and Rathje and Bray (2001).
Figure 88. The obtained spectral acceleration curves for one representative site of the geological groups after performing 1D and 2D numerical analyses.
When the 1D and 2D spectral responses in the Miocene group example [i.e., Comb05 (2)] are examined in Figure 88, it can be seen that the behavior of the 1D and 2D peaks are different from each other. While the multiple peaks are revealed at the 2D spectrum, one strong peak takes its position in the 1D spectrum. When the 2D model of the N-S section given in Figure 92 is examined, it can be seen that this site is placed at the northern end of the N-S section. Also it is present within the Miocene unit. Due to the rise of the subsurface topography to the surface, the thicknesses of the sedimentary layers overlying the bedrock gradually decrease towards the north. It is evident that the thinning of these soft layers results in an impedance contrast in the results of the 1D analysis. Therefore, the amplitude of the peak $S_a$ value is nearly similar with that of the 2D peak. However, because of the complexity of the wave field such as the effects of wave diffraction and phase conversion, 2D resonance can be observed at the low frequencies (high periods) in the 2D spectrum in Figure 88. The geometry of the bedrock surface and the boundaries of the geological units are the main factors responsible for this resonance.

In addition to these example sites given above, the 1D and 2D $S_a$ responses of other sites [i.e., Comb01 (2), Comb04 (2), Comb12 (2)] where the 2D site effect phenomenon may make itself evident are given in Figures 89a, 89b and 89c. At Comb01 (2), the period of the maximum spectral acceleration value determined from the 2D analysis slightly shifts towards longer periods and the behavior of the curves are similar with each other (Figure 89a). This case is also observed at Comb04 (2) (Figure 89b). As stated before, Comb04 (2) is the site located approximately in the middle of the basin and the thickness of the sedimentary cover at this site is higher than the other sites characterized in this study. This condition may cause this non-linear behavior along with the effect of the subsurface topography and boundaries of the geological layers. One of the reasons leading to the differences between the results of the 1D and 2D numerical analyses may be that it is not possible to describe the complexity of the wave field regarding the effects of wave diffraction and phase conversion in the 1D numerical
model due to 2D/3D geometries of a valley. As stated above, these effects may lead to the generation of surface waves in different directions and the 2D resonance such as those observed in these sites in this study.

Figure 89c shows the 1D and 2D response spectral accelerations calculated at Comb12 (2) which is located close to the eastern end of the E-W section and the site is in the close proximity to the Miocene volcanics. Based on the constructed 2D model, the upper surface of the bedrock has an inclination beneath this site (Figure 93). Therefore, the influence of the 2D site effects manifests itself highly at this site as stated above. As can be seen in Figure 89c, the results of the 1D and 2D numerical analysis reveal two peaks in the spectral curve. Even though there are significant differences in the amplitudes of the peaks, the trend of the curves are almost similar. A slight shift to the longer periods can be followed in the 2D spectrum due to the 2D site effect. However, the $S_a$ spectrum of the 1D analysis does not show a clear dominant peak, in other words, it has a broader peak. This observation may be related with the influence of soil stratigraphy on the 1D model since layer 3 was not observed at this site according to the results of the characterization studies.
Figure 89. 1D and 2D $S_a$ responses of the sites a) Comb12 (2), b) Comb04 (2) and c) Comb01 (2) where 2D effect phenomenon is observed.
The variation of the peak $S_a$ values with respect to the specified periods are given in Figure 90 in order to compare the performance of both numerical analyses for the seismic responses of the 11 sites. When the results of 1D analysis are examined, Figure 90a shows that the sites within the Quaternary and Pliocene groups show similar behavior at almost all specified periods. This means that the older Pliocene units have the same seismic response characteristics with the younger Quaternary units and the differentiation of these two units is not possible by using their responses. When the responses of the other groups are investigated in Figure 90a, it is observed that their characteristics are different from the above mentioned two groups, particularly at periods in the range of 0 -0.7 s. They have lower $S_a$ values until 0.5 s. However, higher degree of responses emerge at the period of 0.7 s. After 1 s, their responses are determined as the lower bound.

The 2D Analysis results are grouped with respect to the geological units and examined by considering the specific periods (Figure 90b). As traceable from the figure, the Pliocene group shows high seismic response particularly the shorter periods. On the contrary, the Quaternary group behaves as a high dynamic response characteristic material at the period of 0.3 s. Their $S_a$ values represent the upper boundaries of the responses of the other sedimentary units present at the study area. When the pattern of the $S_a$ values of the Miocene is examined, it was observed that the relatively lower results are introduced for the Miocene site. These multiple peaks come out at the periods changing between 0.7 s and 1.0 s. Additionally, although the population number of the Boundary groups is only 2, it is remarkable that this group presents less variation at all specified periods and it gives a strong peak at around 0.7 s. In general, it can be stated that the Pliocene group shows significant peaks at relatively shorter periods when compared with the spectral accelerations of the Quaternary sites according to the results of 2D analysis.

When the spectral acceleration results of the 1D and 2D analyses are compared (Figures 90a and 90b), it is evident that the 2D analysis estimates higher spectral
peaks at the determined periods less than 1 s for all geological groups. In addition to this, the 2D numerical results of the Quaternary sites give higher $S_a$ values at the longer periods, when compared with the results of the 1D analysis. When these two figures are examined, the maximum $S_a$ values obtained by the 2D analysis is compared with the results of the 1D analysis and generally it can be stated that the ratio of the maximum 2D $S_a$ values to the highest 1D $S_a$ peaks ranges between 1 and 1.5. There are only two outlier sites present above the upper boundary (i.e., 1.5) in the data. These sites Comb04 (2) and Comb12 (2) are classified into the Quaternary and Boundary groups.

Moreover, in order to investigate the prediction skills of the models, the maximum horizontal accelerations (MHA) at the surface determined by the 1D and 2D numerical analyses are correlated. The utilized MHAs were calculated by taking an arithmetic average of the 1D and 2D results of the utilized seven input motions for the 11 sites. The data in Figure 91 show that the variations of the mean MHA values are constrained by the upper (1:1.35 line) and lower (1:1 line) bounds. The data shows these variations especially when MHA$_{1D}$ is changing between 0.2g and 0.4g. For the range of the above given MHA$_{1D}$, the results of 1D analysis are considerably unconservative since the ratio of the MHA$_{1D}$ to the MHA$_{2D}$ is less than 0.75. For the greater MHA$_{1D}$ values, the distribution of the data approaches the line of equality. As can be seen in the figure, the MHA$_{1D}$ and MHA$_{2D}$ values of the majority of the sites are calculated within the range of 0.2g to 0.4g. However, the Quaternary group has significant variations in the MHA$_{1D}$ and MHA$_{2D}$ data when compared with the Pliocene sites. Also, both the higher and lower values of the Pliocene sites are greater than the corresponding upper and lower bounds of the MHA values of the Quaternary sites based on the results of either the 1D. Additionally, the MHA$_{1D}$ and MHA$_{2D}$ values of the Miocene and Boundary sites are substantially lower than the other two groups. This can be observed in Figures 90a and 90b.
Figure 90. Comparison of the results of the a) 1D and b) 2D numerical analyses in terms of the peak spectral acceleration values and their corresponding periods.
5.3. Comparison of the results of the site effect studies

In this stage, the characteristic seismic responses of the 11 sites obtained by the experimental and numerical methods were compared and evaluated. As stated in the previous sections of this chapter, the site effects within the Orta pull-apart basin was primarily assessed by the results of the experimental study based on the determination of the fundamental frequencies and H/V amplitudes at the sites. This methodology was based on the microtremor measurements processed by the Nakamura method. Secondly, the numerical seismic response analyses were performed by using 1-D Shake2000 and 2-D QUAD4M programs via the utilization of the data acquired from the studies given in Chapter 3. A comparison and evaluation of the site effects determined by using these different techniques enabled to confirm the results of Nakamura method of which the usage is under discussion for the site effect studies in the literature.
Since the excessive information was already given in Chapter 4, briefly it can be summarized that many studies (e.g., Lermo and Chavez-Garcia, 1993; Nakamura, 1989, 1996 and 2000; Toshinawa et al., 1997; Konno and Ohmachi, 1998) show that the actual site amplification can be estimated by the H/V spectrum obtained by the Nakamura method. Additionally, other studies (e.g., Cid et al., 2001; Satoh et al., 2001; De Luca et al., 2005; Barani et al., 2013) regarding the comparison between experimental and 1D/2D numerical methods show that there is a good correlation between the results of the utilized techniques. However, many theoretical and experimental studies proposed by different researchers (e.g., Lachet and Bard, 1994; Teves-Costa et al., 1996; Bour, 1998; Bard, 1999; Duval et al., 2001; Nguyen et al., 2004; Haghshenas et al., 2008; De Ferrari et al., 2010) reveal that the derived spectral ratio by using the Nakamura method is not capable of estimating a reliable amplification value of a ground motion at the surface.

In order to compare the utilized site effect techniques, the amplification ratio spectra of the results of the 1D and 2D analyses at the 11 sites were prepared, according to the outputs of the Nakamura method. However, before examining and comparing the spectral acceleration curves, initially the results of the 1D and 2D analyses covering the entire two cross sections were introduced in order to understand the effect of basin geometry on the dynamic response. In this respect, the spatial variation of the ratio (hereafter termed as $A_{MHA}$) between the maximum horizontal acceleration (MHA) on the each node along the surface ($A_{MAX,S}$) and the MHA corresponding to the nodes at the bedrock ($A_{MAX,R}$) was investigated. Therefore, the arithmetic average of the $A_{MHA}$ values acquired by the simulation of the seven earthquakes was compared with the geometrical properties of the generated 2D models. The distributions of the 1D and 2D $A_{MHA}$ values along the 2D soil model of N-S (A-A') and E-W (B-B') sections are given in Figures 93 and 94, respectively.

When the $A_{MHA}$ results of 1D and 2D response analysis along the N-S cross section is examined in Figure 92, it is easily seen that 2D analysis results of the
AMHA values are higher than the 1D numerical method. The 2D amplification ratios show variations in the range of 1 to 4. Generally, the AMHA values are clustered between 2 and 3. This means that the PGA values of the input rock motion are amplified by 2 to 3 times at the surface. On the other hand, the 1D AMHA values vary between 1.6 and 2.3. The values are generally gathered around the value of 1.7. As can be observed from the figure, de-amplification phenomenon is not present along this section based on the results of the 1D and 2D analyses. When the figure is examined from north to south, the highest amplification can be seen at the slopes of the subsurface topography [i.e., zone1 between the western end of the section and Com05 (2); zone2 between the sites of Comb07 (2) and Comb04 (2); zone3 between the sites of Comb04 (2) and Comb08 (2)]. These observations are mostly related with the lateral variations of the upper boundary of the bedrock.

When the trend of the AMHA values obtained from 2D analysis are compared with the 1D AMHA values (Figure 92), it can be observed that the 2D site effects take place especially at the measurement sites Comb06 (2); Comb04 (2) and Comb08 (2). At Comb04 (2) and its close vicinity, the 2D numerical analysis estimates moderately higher AMHA values. At this area, the thickness of the basin reaches its highest value (Figure 93). Finally, some abrupt changes of AMHA values can be seen along the sections especially at the sites of Comb04 (2) and Comb08 (2) due to the presence of the interlayer boundaries within the 2D model.

As can be seen in Figure 93, the 1D AMHA values show variations in the range of 1.2 to 2.5. The values are generally clustered around 1.7. The prominent deviations from the general trend can be observed at the site of Comb03 (2) and Comb12 (2). Since the sites are present in areas where relatively lower 1D and 2D AMHA values were obtained, making interpretations regarding the comparison of discrete 1D AMHA values with the relatively continuous 2D AMHA outcomes has some difficulties while tracing the trend of the 1D AMHA values along the section especially for the first five sites from the north. However, at the last three sites along the section, 1D analysis is able to capture the pattern of the 2D AMHA values (Figure 93). When the figure is examined, it can generally be said that the
variations of the 1D results can be correlated with the behavior of the MHA amplifications calculated by a 2D analysis. However, it is obvious that the degree of the 2D $A_{MHA}$ is greater than 1D $A_{MHA}$ at every site.

Figure 93 shows the distribution of the $A_{MHA}$ results obtained from the 2D soil response analysis along the E-W section. These amplification ratio values vary in the range of 1.7 to 3.6. As can be seen in Figure 93, the $A_{MHA}$ values do not decrease below the amplification ratio value of 1. This means that de-amplification phenomenon is not observed along the E-W section as present at the other section and the results of the 1D analysis. Along this section, the $A_{MHA}$ values show clustering between 2 and 2.5. The spatial variation of this value along the E-W section is less than what it is observed at the first one. When the figure is followed from east to west, the highest amplification can be observed at the slopes of the subsurface topography. This observation is also given and valid for the N-S section.

On the basis of conservation of energy, along the basin, the ratio of 2D to 1D maximum horizontal accelerations is expected to be higher than 1.0 where basin effects are more pronounced; and smaller than 1.0 where basin effects are less pronounced. However due to lack of closely spaced 1D site response analyses, the regions where 1D analyses are expected to be more critical could not be captured. This is listed as one limitation of current study. However, the number of the zone and the width of these zones where the largest $A_{MHA}$ values are revealed are relatively lower when compared with those along the N-S section as stated above. Three zones are determined; i) zone1 between the western end of the section and Comb14 (2); ii) zone2 at around Comb09 (2) and iii) zone3 between Comb12 (2) and the eastern end of the section.
Figure 92. a) The 2D soil model of N-S (A-A') section along with distribution of the b) 1D and 2D $A_{MHA}$ values.
Figure 93. a) The 2D soil model of E-W (B-B') section along with distribution of the b) 1D and 2D $A_{MHA}$ values.
In order to understand the existence and influence of the 2D site effects at a site, the best way is to compare the amplification ratio spectra obtained by both the 1D and 2D numerical analyses. In order to make a comparison between the results of both numerical models, four examples sites were selected (Figure 94). These sites are present mostly at the Quaternary unit where a 2D site effect is observed. Additionally, during the selection of the sites, one of the considerations was the availability of the microtremor survey conducted at both phase 1 and 2 in order to demonstrate the degree of the correlation between the site effect estimation methods. As can be seen in Figure 94, the two peaks are captured by a 2D analysis at these four sites. Also, 1D analysis gives similar amplification ratio spectra at the three sites such as Comb01 (2), Comb04 (2) and Comb06 (2). The thickness of the sediment cover is very high at these sites. As stated before, Comb01 (2) and Comb04 (2) are situated almost in the middle of the basin. As can be seen in the figure, the performance of 1D analysis is highly sufficient to estimate the fundamental period of the sites.

When compared with the results of the 1D analysis, a 2D numerical analysis gives higher amplification ratios especially at the sites along the E-W sections. This was observed due to two important reasons: i) the performed numerical analyses is based on the different theoretical fundamentals. Therefore, the QUAD4M analyses can reveal systematically higher $S_a$ values than the results of the Shake2000 at these sites since it is known that this program generates lower damping ratios for the input motions with higher intensity and frequency, and ii) presence of the 2D site effects in the study area, namely focusing of seismic waves, generation of surface waves at fault controlled edge structures and possible 2-D resonance. Because of these, the 2D model introduces amplification peaks that can be increased to some extent (Lanzo and Pagliaroli, 2012). On the other hand, the 1D model only considers the resonance of vertically propagating shear waves, as explained in the previous chapter. However, a considerable period shift to the longer periods was not observed in the amplification spectra of the given examples due to the 2D site effect. Therefore, the differences between the results of the
numerical methods may also be related with their different assumptions in order to simulate the soil responses along with the 2D resonance.

When the sites present along the N-S sections are taken into consideration, the amplification ratio of the sites [Comb06 (2); Comb07 (2) and Comb08 (2)] obtained by 1D analysis are greater than those calculated by the 2D analysis. The comparison of the 1D and 2D amplification spectra of Comb06 (2) can be seen in Figure 94. Because of the decrease of the thickness of the sedimentary layers overlying the bedrock at these sites (Figure 92), the impedance (velocity) contrast in the results of the 1D analysis makes itself significant and this leads to the estimation of the higher amplification ratio values with respect to the results of 2D analysis (edge to basin effect). By considering all the calculated spectra at each site, it can be concluded that, although there are major differences in the amplification ratios, the behavior of the 1D amplification curves appears to estimate the site effect at many sites [e.g., Comb01 (2), Comb05 (2), Comb06 (2) and Comb08(2)] in the study area.

In general, based on the results of the 1D and 2D analyses at the sites located along the two constructed sections, it can be concluded that different seismic surface responses were calculated at the sites present at different sections. A comparison of the simulated results basically reveals that the basin effect manifests itself especially at the sites along the E-W section. As stated before, the trend of this section is along the same direction with the longer axis of the basin. In other words, it is more or less parallel to the depositional zone of the active river system. Based on the results of the 2D seismic simulation, higher amplification ratios are observed when compared with the results of the 1D analysis at all the sites along this section. At the sites [i.e., Comb06 (2) and Comb07 (2)] located along the N-S section, the basin edge effect is more dominant and higher ratios arise after the 1D analysis. At the common site of these two section [i.e., Comb04 (2)], it is noted that the basin effect governs the site responses.
Figure 94 also contains the H/V spectral curves derived by the processing of the records acquired by both Phase 1 and 2 of the microtremor survey. Four H/V spectra obtained by phase 2 shows peaks at lower frequencies. This is observed at many sites such as Comb01 (2), Comb03 (2), Comb05 (2), Comb06 (1), Comb07 (2), Comb08 (2), Comb09 (2) and Comb14 (1). In other words, the Phase 2 H/V results is compatible with the results of the numerical methods for only three investigated sites, two of them [i.e., Comb04 (2) and Comb06 (2)] are given as an example in Figure 94. These discrepancies are mostly associated with the P-wave velocity ($V_P$) contrast within the same layer governing the behavior of the horizontal components. This contrast is probably related with high groundwater level in almost the entire area covered with the Plio-Quaternary units. Therefore, in the context of this study, the results of the second phase microtremor survey were proved to be inadequate to estimate the seismic response at the study area. Consequently, its utilization is not suggested at sites with similar geological characteristics.

The results of the Phase 1 study can be compared for 8 sites where numerical analyses were performed. There are no measurements at the Phase 1 study for the remaining 3 sites. According to Figure 94, the pattern of the H/V curves obtained by the first phase microtremor survey is compatible with the results of the 1D and 2D numerical analyses in terms of the fundamental periods. The Phase 1 H/V curves are very promising for the determination of the fundamental periods of the sites such as Comb01 (2), Comb03 (2), Comb04 (2), Comb06 (1); Comb07 (2), Comb08 (2) and Comb09 (2). This means that more than 85% of the sites could be characterized by using the microtremor method. One of the incompatible sites [i.e., Comb06 (2)] is given as an example in Figure 94. However, H/V amplitudes generally represent the lower boundaries when compared with the results of the 1D and 2D amplification spectra. This is valid especially for the sites such as Comb01 (2), Comb04 (2), Comb06 (1) and Comb09 (2). However, when the impedance contrast ratio between the relatively stiff and soft sediments is high, or the upper surface of the bedrock is close to surface, H/V amplitudes give the upper boundary
of amplification values at the site effect studies in this study. The behavior of the
H/V results has similarities with the outputs of 1D and 2D analyses when the sites
are located at the different sections. It should be noted that the numerical analysis
utilizing equivalent linear approach causes over-amplification at soil response
spectrum during a large magnitude earthquake due to nature of the method. As
mentioned in Chapter 4, 2D QUAD4M (Hudson et al., 1994) and 1D Shake2000
(Ordonez, 2000) programs use equivalent linear assumptions. This means that
higher amplification values or higher spectral acceleration values might be
obtained by performing these methods. Therefore, the microtremor results might
represent actual soil response at the ground surface rather than giving lower
bounds. However, there is no available destructive earthquake record at the site,
therefore it is not possible to compare the results of the site effect studies with the
actual data. Therefore, the usefulness of the spectral H/V ratio of the microtremor
method remains a mystery.
Figure 94. The acquired amplification ratio curves obtained by the site effect studies.
CHAPTER 6

DISCUSSION AND CONCLUSION

This study encompasses an accurate estimation of seismic responses at sites possessing soft and unconsolidated characteristics within the Orta basin by performing 1D and 2D numerical analyses. In accordance with this purpose, 2D QUAD4M (Hudson et al., 1994) and 1D Shake2000 (Ordones, 2000), which are widely used programs in scientific and engineering applications were preferred. As stated in the previous chapters, these programs use equivalent linear approach. Based on the results of these two numerical methods, similarities and differences between the 1D and 2D ground response analyses simulated by considering high intensity levels of the selected and scaled earthquake sets were identified. The earthquake set (suit) was determined based on the seismo-tectonics of the study area.

In the context of this study, to simulate dynamic soil response behavior by using either 1D or 2D analysis techniques stated above, four main tasks were performed: i) constructing target spectrum for the site, ii) selecting and scaling input rock motions, iii) characterization of shear wave velocity profile, and iv) determination of the non-linear soil characteristics. All these items were obtained based on the field studies and analyses conducted within this dissertation. Therefore, this approach of identifying all the input and output parameters in the same research resulted in and was accompanied by the discussions of the many parameters obtained in each sub-study. Additionally, low strain measurements were acquired from the field by using a single and mobile velocimeter in order to compare the results of the 1D and 2D numerical simulation with the H/V curves obtained from
microtremor records. Therefore another research topic investigating the capability of the low strain measurements in the estimation of the site effects observed during a ground motion having a high strain level was addressed.

In order to perform the research subjects described above, the Orta District located to the west of the Çankırı Province was selected as the study area. The reasons for this preference were: i) the district is located at a region close to the North Anatolian Fault System which is one of the most significant active fault systems both in Turkey and in the world with a considerable earthquake potential, ii) the occurrence of the 2000 Orta earthquake along a fault zone (Dodurga Fault Zone, DFZ) which was not identified before in the active faults map of Turkey (Şaroğlu et al., 1992), and the introduction and addition of this fault zone to the literature in the close vicinity of the study area (Emre et al., 2000; Koçyiğit et al., 2001), iii) a possibility of the continuation of the active DFZ to the south until the Çubuk District in Ankara (Koçyiğit, 2008), and iv) the tectonic evolution of the basin where the Orta District is settled.

When the study area was examined geologically on a regional scale, although there are different geological evolution models for NW Central Anatolia in the literature, the general consensus is that, the region has been exposed to a new tectonic period due to the continental collusion during the Neogene period. In other words, all the proposed models (Koçyiğit, 1991a, 1991b, 1992 and 1995, Seyitoğlu, 1997 and 2000, Kaymakçı, 2000 and Kaymakçı et al., 2001) refer to a new tectonic period during Late Miocene or Late Pliocene. Since the sedimentary units deposited during the time of neotectonic period show soft and unconsolidated characteristics, this information is a good indicator to designate the geological units where the field studies are focused in order to determine the local soil conditions (Koçkar and Akgün, 2008 and 2012; Eker et al, 2012; Eker et al., 2015). Based on the statement given above, the Pliocene and Quaternary sediments were considered as the most susceptible deposits where this study was mainly concentrated on.
On the other hand, even though these models generally agree on the time of this new tectonic period, they have a major discrepancy about the tectonic setting dominating the region. Based on the results of the performed studies in this dissertation and by synthesizing the information acquired by the excessive literature survey about the geology and seismo-tectonics on a local scale, the new tectonic setting considered in this thesis is considered to be an intra-continental tensional Neotectonic regime with oblique slip normal faulting as stated by Koçyiğit et al. (2001) and Koçyiğit (2003).

Under these geological conditions, it can be stated that the area is a pull-apart basin and its evaluation has been controlled by the oblique slip normal faults. At the study area, there are many local faults having strike slip mechanism with a significant normal component (Koçyiğit et al., 2001). This mechanism led to the formation of a depression at that time and this depression was occupied by both lacustrine and mostly fluvial clastics. The depth of the depression increases due its center line. It is known that the sediment thickness within the basin is more than 145 m (Tokan and Özgen, 1976). Based on the deep borings compiled from the previous MTA studies (Tokan and Özgen, 1976), volcanic products, especially basalts, are inter-fingering with the sedimentary deposits at the western side of the pull-apart basin. It was considered that this intrusion which occurred in Miocene might have a significant lateral extent within the area. This inference is of significant importance to describe the seismic properties of the layers in the construction of the 1D and 2D models utilized in the further analyses.

When the seismo-tectonic properties of the NW Central Anatolia are investigated, it can be observed that the major earthquakes have mostly occurred along the sections of the NAFS. There are five destructive earthquakes (M>6) recorded during the instrumental period in the vicinity of the study area. Based on the spatial distribution of these earthquakes and the relevant fault segments, a characteristic earthquake magnitude was calculated with a deterministic approach. As a result of the studies regarding the description of the seismo-tectonic
properties of the area, the segments of the major fault zones were defined. Based on their closest proximity to the area and their capabilities of creating earthquakes in terms of magnitude, the fault segment of the NAFS belonging to the 1951 Kurşunlu Earthquake fault rupture was determined as the most critical one among the others. According to the equations proposed by Wells and Coppersmith (1994), the characteristic moment magnitude was determined as 7.2. Based on the statistical distributions in the estimation of the earthquake magnitudes along a strike slip fault by using the rupture area (Wells and Coppersmith, 1994), this magnitude is equal to the median value plus about a 1.7 standard deviation. When it is considered that the moment magnitude of the major earthquakes experienced is ranging between 6.0 and 6.8 at the region (EERC-ERD, 2009; DDA, 2015; KOERI, 2015), it can be stated that the calculated moment magnitude (7.2) is sufficient to cover the aleatoric variability. This corresponds to a value having more than 84% probability of non-exceedence.

As stated before, the recent most destructive earthquake occurred in the area is the 2000 Orta event. This event was recorded by six different strong ground motion stations located at a distance ranging between 12.3 km and 276.6 km away from the DFZ. Based on the recorded maximum horizontal acceleration values (MHA), various next generation ground motion prediction equations and previously proposed attenuation relationships were utilized to predict the MHA values of the actual records of this earthquake. It was observed that the prediction capabilities of the GMPEs such as ASK 2014, BSSA 2014, CB 2014 and CY 2014 were considerably better than the others especially for the MHA values recorded at the mid- and far-field stations. Additionally, none of the utilized equations were able to predict the MHA value observed at the Çerkeş Station located at the near distance of the DFZ. Based on the distribution of the estimated MHA values obtained from the four GMPEs with respect to the actual records given above, a logic-tree approach was used in the weighing process of these GMPEs. According to the four weighted GMPEs, a target spectrum was constructed. Additionally, in order to take the epistemic uncertainties related with these equations into
consideration, one standard deviation was added to the weighted median value. It was observed that this is a more conservative approach than multiplying the median values by 1.5 as suggested by ASCE 7 (2010).

After all these processes were completed, the input ground motions were selected in order to perform the deconvolution process in the numerical analyses. Various suits containing seven earthquake records were formed by utilizing PEER NGA West-2 database with the consideration of a set of criteria including: i) only main shocks were taken into account, ii) only one record from any single event was selected for each suit, iii) the moment magnitude of the interested records was constrained between 6.5 to 8, iv) the distance between the strong motion stations and the relevant faults was limited to range between 10 km and 45 km, v) the records of the stations installed at stiff sites were picked and the stiffness was controlled by the $V_{S30}$ value, and finally vi) the records having MHAs greater than 0.05g were utilized in the suits. By implementation of these criteria, 15 earthquake records of nine events were selected. Also in the creation of the suits, these records were scaled with respect to the MHA values of the target spectrum. A database consisting of a total of 30 records were established and the suits were constituted by the selection of seven ground motion records from the this database according to the criteria given above. Each of the suits was scaled with respect to the target spectrum based on the time-domain technique proposed by Lilanand and Tseng (1988). After the trial and error process with respect to the degree of maximum and average misfits of the suits, the most representative suits for the target spectrum were selected in order to perform 1D and 2D seismic response analyses. Depending on the mean of the seven scaled records forming the best fit suit, the dominant period of the mean input motion was calculated as 0.18 s with a spectral acceleration value of 0.533g.

Associated with the main purpose of this study, accurate characterization of the shear wave velocity profile at the sites is a very critical step in order to obtain reliable results from the numerical methods. Therefore, an elaborate database
including the results of the geotechnical field and laboratory tests, and in-situ geophysical tests based on surface wave testing methods was constructed. During the construction stage of this database, the main considerations were to quantitatively characterize the geological characteristics of the area with field tests within soft and unconsolidated sediments where a potential to observe the influences of the local soil condition and topographical effect on the ground motion were present. Therefore, these studies mainly concentrated on the Pliocene and especially Quaternary alluvial sediments deposited at the north of the Orta pull-apart basin where most of the settlement area is located.

In the geotechnical studies, a database was constructed by a compilation of the previous studies conducted in the Orta District. This data encompasses 20 geotechnical borings having a total of 308 m depth drilled at the sites falling within the Quaternary and Pliocene geological units. The database contains the results of the SPT performed at every 1.5 m of the boreholes at each of the 20 sites. Along with this data, total of 122 disturbed and undisturbed soil samples were taken from the borings to determine the soil index parameters (i.e., natural water content, liquid limit, plastic limit, plasticity index, grain size distribution and natural unit weight) via geotechnical laboratory tests. In addition to this data, 9 trial pits were excavated during this study to expand the data for the shallow layers (<2 m). The samples were taken from the pits and the laboratory tests were performed to assign these index parameters to the sites. Also, these pits allowed a geological inspection of the sediments.

According to the geotechnical data, coarse grained soils were present at the uppermost depth of 8.5 m within the Quaternary alluvium deposits. The deeper parts of the Quaternary units (>8.5 m) and the entire Pliocene data were mostly comprised of fine grained particles. Based on the geotechnical boring logs and trial pits, the ground water level has higher variations within the Quaternary unit. The level can be observed at a depth ranging between 0.9 m and 5.4 m, and the data cluster is around 2 m in this unit. Interestingly, the level is also located at the
shallower parts of the soil within the Pliocene unit and it has a range between 0.6 m and 2 m.

Moreover, when the Quaternary and Pliocene data is compared, the variation of the SPT-N value with depth shows a similar trend after a depth of 12 m. However, these two datasets show considerable variations at the shallower parts of the 15 m soil column. When the distributions of the SPT-N values throughout the soil columns of the entire data set was examined, it was figured out that the average SPT-N values increase almost gradually with depth. Characterization of the soils based on the geotechnical data is available up to the depth of 20 m which is the maximum depth of the boreholes drilled in the region. Furthermore, in the database, there are several refusal values belonging to the Quaternary deposits due to the considerable gravel content of the layers. Due to the nature of this field test, artificially higher values can be obtained from coarse cohesionless soil bearing layers. Therefore, utilizing SPT-N results to determine the stiffness of these layers may lead to misinterpretation (Eker et al., 2013 and 2015). In the context of this study, considerably deeper parts of the sediment layers should have been characterized as much as possible along with the accurate identification of the shallower layers in terms of shear wave velocity values. The surface wave measurement technique is one of the most preferred ways due to its advantages regarding time, cost and application when compared with this destructive geotechnical method.

In the scope of this study, two campaigns were organized to acquire active (MASW) and passive (MAM) surface wave measurements in order to determine the seismic properties of soft and unconsolidated Quaternary alluvium deposits and Pliocene sediments within the Orta pull-apart basin. The first survey was performed in September 2009 and the second was executed in June 2014. A total of 58 surface wave measurements were taken at 29 different sites by using linear array configurations. Additionally, a MAM survey was performed by using L-shape and triangular array geometries at 12 and 6 sites, respectively, in the second
phase. These geometric arrays were constructed at the same sites where a linear configuration was already applied. The geometric array measurements were taken only for comparison and validation of the results of the MAM surveys having linear array.

Before implementing further analyses regarding the seismic characterization, initially, the dispersion curves of the MAM results recorded by the anisotropic and isotropic field configurations were compared, and the results revealed that linear array appears to produce compatible results. The difference between the curves was calculated to range between 2% and 7%. When the error margin of the performed non-linear least square inversion technique was taken into account, it can be stated that this is a negligible variation. According to the study proposed by Xia et al. (2002), the upper and lower bounds of the margin are reported as -15% and 15%, respectively. Therefore, the results of the anisotropic (i.e., linear) MAM measurements were utilized to increase the maximum penetration distance due to its longer spread length.

Linear array configurations in either MASW or MAM surveys were constructed by using twelve (12) 4.5 Hz natural frequency vertical geophones. Although the brand of the seismographs and some field configuration parameters (i.e., geophone spacing, spread length) were different at the first and second phases, based on the utilized available equipment during both phases, the seismic arrays were configured with the consideration of penetrating the deeper parts of the sediments as much as possible along with the accurate characterization of the shallower layers.

In order to increase the characterized frequency range and the resolution of the shear wave velocity profile from shallower to deeper layers, the dispersion curves acquired from the MASW and MAM surveys were combined at 29 sites. According to the results of this combination method (CSWM) performed for both phases, the maximum reliable depth that could be characterized changes between
35 m and 85 m. The shear wave velocity values were determined in the range of 500 m/s to 600 m/s at the depth of 85 m.

Based on the results of the CSWM, the shear wave velocity (V_S) variations of Quaternary alluvial deposits show that shallower layers have V_S values ranging between 100 m/s and 270 m/s. Also, the Pliocene sediments have almost the same V_S variations at shallower layers with the Quaternary units. The shear wave velocity value of 270 m/s was assigned as the threshold value to detect the vertical V_S variation of the soft overlying sediment from that of the stiffer underlying layers. Based on this classification, the soft layer thickness of either the Quaternary and Pliocene sites was determined as nearly 20 m. This means that the Quaternary and Pliocene sediments could not be differentiated quantitatively by comparing the vertical and lateral variations of their V_S values. In other words, these two units were deemed to have the same seismic behaviors.

When all the measured sites are considered, it can be mentioned that the characteristics of the Quaternary sediments and shallower parts of the Pliocene and Miocene sediments are almost identical. However, according to the shear wave velocity variations, it can be suggested that sedimentation is under the control of the axial depositional setting within the basin. The existence of the lateral and vertical variation of the cohesionless soils is dependent on the severity degree of the flooding. This means that grain size distribution has a major influence on the V_S data variation rather than density, consolidation and degree of cementation.

Besides examining the variation of the V_S values in the vertical and lateral directions in order to differentiate the Plio-Quaternary sediments from each other, the harmonic average of the V_S values was calculated at the uppermost 30 m as suggested by Borcherdt (1994). By using this value at each site, an interpolation map was generated and the spatial and statistical distribution of this value with respect to the geological units over the area was examined. It was observed that this value was also insufficient to distinguish the sedimentary units from each
other. $V_{S30}$ values of all the sites fell within the boundary of D soil class (180 m/s $<$ and $<$360 m/s) based on IBC 2012. Similar observations regarding the incapability of the $V_{S30}$ values to quantitatively differentiate Plio-Quaternary sediments are stated in other studies (e.g., Eker et al., 2012; Eker et al., 2013; Eker et al., 2015).

The geophysical investigations show that the shallower Pliocene sediments have lower $V_S$ values when compared with the values of Quaternary deposits at some places. Also, the Miocene units are characterized by the lower $V_S$ values. Furthermore, this value changes when the sites are present at the up-thrown or down-thrown blocks of the faults. This behavior was also supported by the spatial distribution of the $V_{S30}$ value. All these are indicators of the effect of the presence of the faults and their deformation zones at the measurement locations. Therefore, it can be concluded that grain size distribution and locations of the faults are significant factors affecting the seismic behavior of the sediments.

The 3D model of the $V_S$ values demonstrate that the layer having a $V_S$ value of greater than 600 m/s has an inclination towards the basin and it continues either from the west to the east or from the north to the south beneath the basin. Therefore, it was considered that this observation might be related with the mechanism of the faults controlling the basin. As stated before, these are strike slip faults with a considerable normal component. Therefore, it should be emphasized that the faults located at the northern side of the basin dip towards the south. The others located at the south of the Orta basin have a northward dip direction. This means that the results of the geological studies were compatible with the outcomes of the geophysical studies.

These interpretations were made according to the $V_S$ profiles inverted by using a blind way technique. In order to confirm the results of this technique, the inverted $V_S$ profiles were compared with the geotechnical boring logs and the variation of the SPT-N values with depth. However, the comparisons could be made for the layers down to a depth of 20 m due to the unavailability of the geotechnical data.
for the greater depths. Apart from the slight differences, it can be stated that the independent data were generally consistent with each other. Additionally, although it was observed that the coarse grain bearing layers resulted in obtaining artificially high or refusal SPT-N values, these layers could be characterized by the $V_S$ value without facing any technical difficulties.

In order to perform 1D and 2D numerical analyses, initially representative data and sections were selected by examining all of the $V_S$ profiles in detail. Two sections covering a total of 11 different measurement sites with one common site were selected. One of the sections is almost in the N-S direction and perpendicular to the strike of the NAFS while the other one is nearly in the E-W direction which is more or less parallel with the trend of the NAFS. In the generation of these sections, the main idea was to properly represent the seismic behavior of the geological units and to reflect the possible 2D site effects at the area.

When the sections were examined, it could be seen that the N-S and E-W sections are 4208 m and 6172 m in length, respectively. In other studies by Rathje and Bray (2001), De Luca et al. (2005), Çölz et al. (2007), De Ferrari et al. (2010), Barani et al. (2013) where 2D seismic response analyses were performed, it can be easily seen that the length of the constructed sections in this study are greater than the 2D models utilized in the cited example studies. Even though these sections were able to provide invaluable information regarding the site effect phenomenon, their construction stage caused some problems related with the description of the layer distributions along the lateral direction. There is no way to avoid misidentifying the layers where the distance between the characterized sites increases due to heterogeneity. These difficulties were attempted to be overcame by generalizing the $V_S$ values along the profiles and taking the distribution of the geological features (i.e., courses of rivers, lithological boundaries, location of the faults, etc.) into consideration.
Depending on the correlation of the results of the seismic survey with that of the geotechnical data and the variation of the $V_S$ values throughout the profile, a new inversion process was performed by using the constructed dispersion curves via utilizing the combination of the active and passive surface wave measurements. In this process, instead of using a blind way technique, the inversion was performed based on a four layered model. This was an important approach to simplify the layers in order to construct 2D $V_S$ sections in a more acceptable manner.

As mentioned before, assigning a $V_S$ value to the bedrock (half space) in the 1D and 2D model is an ambiguous subject in the seismic response studies. Some studies (e.g., Borcherdt, 1994; Pitilakis, 2004; Boore, 2006; Havenith et. al, 2007; Sitharam and Anbazhagan, 2008) state that a $V_S$ value of 760 m/s is sufficient to characterize the half space of the numerical model as a bedrock. On the contrary, other studies (e.g., Bodin et al., 2001; Liu et al, 2004; Nguyen et al., 2004; Parolai et al., 2006; Boaga et al., 2012) show that more of the sediment column should be described in the models. A $V_S$ value of 3500 m/s was assigned to the bedrock for seismic response analysis in some studies (e.g., Andrus et al., 2006; Chapman et al., 2006). It is believed that the variations of the mechanical properties of the deeper layers have a contribution to the ground motion characteristics. However, the results of the conducted shear wave velocity surveys were not sufficient to penetrate the layers lying at a depth of greater than 85 m.

Under these conditions some assumptions had to be made in order to locate the depth of the bedrock depending on the findings from the geological and geophysical data. As stated before, the sediment thickness within the basin is more than 145 m according to the deep borings within the basin (Tokan and Özgen, 1976). The same study indicates that the most probable unit underlying this sediment column is the basalt and/or the andesite layer. The maximum penetrated depth is 85 m and a $V_S$ value of 600 m/s was determined for the layer at that depth. Therefore, this value should be extrapolated down to the bedrock. At this stage, the main assumption is that the volcanic layer has a consistent lateral extent beneath
the Orta basin and its shear wave velocity value is greater than 1500 m/s. This $V_S$ value is classified as hard rock according to IBC 2012. At the extrapolation stage, the results of particularly the first phase of the microtremor surveys were also utilized to derive the bedrock depth from the fundamental periods. Another important assumption during generation of these sections was that this layer possessed homogeneous engineering and seismic properties at every point within the area.

Based on the change of the $V_S$ values, 6 layers including bedrock were described at the sites. The third layer was not observed at Comb12 (2) which was located at the geological boundary between the Quaternary deposits and Miocene volcanics. The plasticity index and unit weight of the shallower layer (i.e., <15 m) were determined based on the geotechnical data. However, the deeper layers were differentiated as clay deposits until the fifth layer based on the geological characterization. Due to the unavailability of the data for these layers (i.e., >15m), the result of the laboratory tests at the last depth were utilized and some revisions were made based on the $V_S$ variations. The fifth layer was considered as the weathered upper part of the basalt layers based on the total core recovery taken from the deep borings (Tokan and Özgen, 1976). The non-linear properties of the layers (the normalized modulus and material damping curves) were determined by using the soil models proposed by Darendeli (2001) for each layer based on the data regarding soil class, soil plasticity and mean effective confining stress values of the soils. The bedrock behavior was characterized by using the $G/G_{max}$ and $D-\gamma$ curves proposed by Schnabel (1973) in the 1D analysis.

A total of 77 runs were performed at the 11 sites during the investigation of the 1D ground responses. In the 2D numerical analyses, these seven input rock motion records were utilized for the constructed 2D models. 14 runs were performed in the determination of the 2D soil response along the two sections. The amplification and acceleration response spectra of the surface layers at each site were examined and based on the results, the soil responses are determined to possess stationary
behavior at all sites. Therefore, the arithmetic mean of the calculated amplification and acceleration response spectra were utilized in the further analyses.

After examining and correlating the behaviors of the spectral acceleration curves, the results of the 1D and 2D numerical analyses were classified based on the geological units categorized into 4 classes such as Quaternary, Pliocene, Miocene and Boundary groups. After of the 1D and 2D numerical analysis was performed, the response acceleration spectra of the sites were examined. It should be noted that the numbers in the brackets show the results of the 2D analysis. The results can be summarized as: i) the maximum $S_a$ values at the Quaternary sites are within the range of 1.05g [1.19g] to 1.4g [2.06g] at corresponding periods between 0.27 s [0.24 s] and 0.53 s [0.72 s], ii) the $S_a$ peaks in the Pliocene group is changing between 1.11g [1.50g] and 1.43g [1.99g] that are observed at periods ranging between 0.27 s [0.24 s] and 0.52 s [0.28 s], iii) the maximum $S_a$ values are 1.07g [1.39g] and 0.72g [1.52g] at the periods of 0.62 s [0.72 s] and 0.64 s [0.72 s] for the sites located at the west and east ends of the B-B' section, respectively, iv) the highest $S_a$ value and its corresponding period is 1.07g [1.15g] and 0.62 s [0.48 s], respectively.

When the results of the 2D response analysis are examined individually at the characterized sites, it can be observed that the spectral peaks of the 2D response analyses at all of the sites are greater than those of the 1D analyses. This means that 1D analysis underestimates the site responses. The same conclusion come out when comparing the maximum horizontal accelerations (MHA) at the surface determined by the 1D and 2D numerical analyses. The results of 1D analysis are considerably unconservative since the ratio of the MHA$_{1D}$ to the MHA$_{2D}$ is less than 0.75. This ratio is similar with the output of the study proposed by Rathje and Bray (2001). Additionally, it should be noted that this ratio is more significant especially when MHA$_{1D}$ is changing between 0.2g and 0.4g.
By performing numerical analyses, it can be stated that the seismic surface responses depend on the sites located whether along the A-A' or B-B' sections. A comparison of the simulated results basically reveals that the basin effect manifests itself especially at the sites along the E-W section. Based on the results of the 2D seismic simulation, higher amplification ratios arise when compared with the results of the 1D analysis at all the sites along this section. On the other hand, at the sites located along the N-S section, the basin edge effect is more dominant and higher ratios are observed after a 1D analysis. On the basis of conservation of energy, along the basin, the ratio of 2D to 1D MHAs is expected to be higher than 1.0 where basin effects are more pronounced; and smaller than 1.0 where basin effects are less pronounced. However due to lack of closely spaced 1D site response analyses, the regions where 1D analyses are expected to be more critical could not be captured.

Besides performing numerical analysis, the site effects within the Orta pull-apart basin was also assessed by the results of the experimental study based on the determination of the fundamental frequencies and H/V amplitudes at the sites. This methodology was based on the microtremor measurements processed by the Nakamura method (Nakamura, 1989). In order to conduct this survey, two campaigns were organized to take microtremor records for the purpose of investigating the site effect phenomenon experimentally. The first one was conducted in November, 2007 and the second was carried out in June, 2014. Two different velocimeters were utilized to record the microtremors along with the different data acquisition parameters during the field surveys performed in these two phases. Additionally, the data acquisition procedure and processing stage were followed differently in these phases.

In the first phase, 44 ambient noise measurements were taken to estimate the site effects of different lithologies within the Orta pull-apart basin. However, the ambient noise was recorded at 35 sites during the second phase. The data acquisition and signal processing were completed according to the methodology
The data of the second phase was recorded and analyzed based on the suggestions stated by SESAME (2004). After processing the signals acquired from these two phases, the H/V curves derived from the two phases were compared with each other. In the great majority of the sites, the compatibility were not observed between the two datasets. Therefore, the reasons for these inconsistencies were investigated.

The spectral curves of the individual components (i.e., N-S, E-W and vertical) were investigated especially for the second phase since the relatively higher fundamental periods were obtained at this phase. It is revealed that the vertical component emerge a significant peak within the frequency ranges when the spectral peaks of the two horizontal components take their position at similar ranges almost at all sites. Therefore, although these peaks appeared at a relatively shorter period, when the horizontal to vertical component noise ratios were derived, the position and amplitude of the vertical component leaded to shift the fundamental period to the longer values. One of the possible reasons of this observation might be related the P-wave velocity contrast within the same layers controlling the response of the horizontal components (Raptakis et al., 2005). The high ground water level determined almost at the entire area can create this contrast. Therefore, utilization of the results of the second phase may lead to an incorrect evaluation of the site effect phenomenon in the area.

Before excluding the data from the general data set, the amplification spectra calculated by the numerical analyses at 11 sites were compared with the H/V ratio curved obtained from two phases. The behavior of the H/V curves acquired by the first phase microtremor survey is compatible with the results of the 1D and 2D numerical analyses in terms of the fundamental periods. But, the H/V amplitude shows variations according to the degree of the impedance contrast ratio at the sites. On the contrary, the pattern of the H/V results obtained by the second phase were incompatible with the amplification ratio spectra calculated by either 1D or 2D analysis at the majority of the 11 sites. Therefore, it was confirmed that the
results of the second phase of the microtremor survey is not sufficient to estimate the seismic response at the study area. Consequently, its utilization is not suggested at sites with similar geological characteristics.

As stated above, the first phase microtremor survey showed same fundamental period characteristics with the results of 1D and 2D analyses. The fundamental periods determined from the microtremor survey is commonly used to estimate the bedrock depth (e.g., Bour, 1998; Duval et al., 1998; Guegen et al., 1998; Delgado et al., 2002; Nguyen et al., 2004; Özalaybey et al., 2011; Koçkar and Akgün, 2012; Eker et al., 2015). Therefore, this can be inferred that the assumptions regarding the position of the bedrock and its mechanical properties may reflect the actual case. Moreover, it should also be noted that the performed numerical analysis utilizing equivalent linear approach causes over-amplification of the soil response spectrum during a large magnitude earthquake due to the nature of the method as stated by Kramer (1996). This means that higher amplification values or higher spectral acceleration values might be obtained by performing these methods. Therefore incompatibility of the amplification ratio of the site effect studies might not be originated due to the insufficiency of the microtremor method. However, this statement could not be verified due to lack of the strong motion record in the area. The discussion about the usefulness of the H/V amplitude preserves its ambiguity in this dissertation.

Finally, it can be proposed that based on the first phase of the survey, the maximum H/V amplitudes were in the period range of 0.73 s to 1.37 s with their amplitude changing between 2.7 and 11.5 within the area. Apart from ascribing a meaning to the distribution of the spectral H/V amplification ratio over the area, making an interpretation regarding only the relative amplifications between the two sites is more meaningful.
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