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ABSTRACT 

 

CONJOINT INDIVIDUAL AND GROUP TRACKING FRAMEWORK 

WITH ONLINE LEARNING 
 

 

Yiğit, Ahmet 

PhD, Department of Information Systems 

Supervisor: Assoc. Prof. Dr. Alptekin Temizel 

 

 

February 2016, 92 pages 

 

 

A group is a social unit which consists of people interacting with each other and sharing the 

similar characteristics. Because of social properties of group, group tracking requires taking 

into account not only visual properties but also social properties such as interaction of people 

with each other. Also, people groups are dynamic entities and they may grow and shrink 

with merge and split events. This dynamic nature makes it difficult to track groups using 

conventional trackers. Besides these difficulties, different types of groups require different 

strategies in order to perform tracking effectively. While it is possible to track individuals 

separately when group is sparse, group is considered as a single entity when it is dense. 

To overcome and address these challenges, we propose a new tracking strategy, named the 

Conjoint Individual and Group Tracking (CIGT), based on particle filter and online learning 

from discriminative appearance model in this thesis.  The CIGT proposes a multi observation 

model with in-group and out-group weights in order to track groups and to evaluate merge 

and split events. CIGT has two complementary phases: tracking and learning. In the tracking 

phase, the CIGT calculates multiple weights from observations and models individuals and 

groups with merge and split events. Particle advection is used in the motion model of CIGT 

to facilitate tracking of dense groups. In the learning phase, reliable tracklets are first created. 

Then discriminative appearance model, consisting of shape, color and texture features, is 
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extracted and used in AdaBoost online learning. State estimate is performed for both indi-

viduals and groups by using the discriminative learning model. 

 

Keywords: Particle filter, group tracking, discriminative appearance model, online learning, 

multi-observation model, particle advection 



vi 

 

ÖZ 

 

 

ÇEVİRİMİÇİ ÖGRENİM İLE BİREY VE GRUP TAKİP ALTYAPISI 
 

 

Yiğit, Ahmet 

Doktora, Bilişim Sistemleri 

Tez Yöneticisi: Assoc. Prof. Dr. Alptekin Temizel 

 

 

Şubat 2016, 92 Sayfa 

 

Grup birbiriyle etkileşim kuran ve ortak özellikleri paylaşan insanlardan oluşan sosyal bir 

birimdir. Sosyal yönünden dolayı, grup takip için görsel özelliklerin yanı sıra insanların 

birbiriyle olan etkileşimlerinin de dikkate alınması gereklidir. Ayrıca grup dinamik bir birim 

olup, birleşme ve ayrılma olayları ile büyüyüp küçülebilir. Bu zorluklara ek olarak, etkin bir 

takip gerçekleştirebilmek farklı grup türleri için farklı stratejiler gerekmektedir. Seyrek gru-

plarda bireyleri tek tek takip etmek mümkünken, yoğun gruplarda, grup tek bir birim olarak 

düşünülmektedir. 

Bu tez çalışmasında, bu zorlukların üstesinden gelmek ve çözmek için, Birleşik Birey ve 

Grup Takibi (BBGT) olarak adlandırdığımız parçacık filtre ve ayırt edilebilen görünüm 

modelinde çevrim içi öğrenme tabanlı yeni bir takip yöntemi öneriyoruz. Bu takip yönte-

minde grup takibi ve birleşme-ayrılma olaylarını değerlendirebilmek için grup içi ve grup 

dışı ağırlıkları kullanan çoklu gözlem metodu önerilmektedir. BBGT iki ana aşamadan 

oluşmaktadır: takip ve öğrenme. Takip aşamasında, BBGT gözlemlerden çoklu ağırlıkları 

hesaplar ve birleşme ve ayrılma olaylarını değerlendirir. Kalabalık grupları takip için hareket 

modelinde parçacık adveksiyon metodunu kullanır. Öğrenme aşamasında, güvenilir izler 

önce oluşturulur. Sonrasında ayırt edilen görünüm modelindeki şekil, renk ve doku özel-
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likleri çıkarılır ve AdaBoost çevrim içi öğrenmede kullanılır. Ayırt edilen görünüm modeli 

kullanılarak hem bireyler hem de gruplar için durum tahmini yapılır. 

 

Anahtar Kelimeler: Parçacık filtresi, grup takibi, ayırt edilen görünüm modeli, çevirim içi 

öğrenme, çoklu gözlem modeli, parçacık adveksiyonu 
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CHAPTER 1 

 

1. INTRODUCTION 

 

1.1 Background and Motivation 

People tracking plays an important role in video surveillance and is used in many areas such 

as employee safety, event surveillance, vandalism deterrence, and public safety. Also, in the 

last decades, it is commonly used for crowd analysis. Especially anomaly detection in air-

ports, subways and malls is very crucial for the security of people. There are many methods 

to detect abnormal or threatening events automatically. Commonly used methods for crowd 

analysis are identified as People Tracking, People Counting and Behavior Understanding as 

shown in Figure 1 [1].  

Crowd Analysis

People Counting People Tracking Behavior 

Understanding

Pixel-Based 

Analysis
Texture-Based 

Analysis

Object-Based 

Analysis

Object-Level 

Approaches

Holistic 

Approaches

 

Figure 1: Crowd Analysis methods according to [1] 
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In the context of crowd analysis, behavior understanding is a high level analysis while peo-

ple tracking and counting are low-level analyses. People tracking and counting are used to 

extract information used to understand the behavior of crowds. Therefore, people tracking 

and counting are fundamental parts for higher level behavior understanding.  

In this thesis, we mainly focus on the people tracking field and aim to model a tracker for 

both individuals and groups. In social sciences, a group is defined as a social unit which con-

sists of people who interact with each other and share similar characteristics. Because of the 

social properties of groups, group tracking requires taking into account not only visual prop-

erties but also social properties such as interaction of people with each other. Interactions 

between people can be modelled with motion similarity and degree of closeness and comput-

er vision algorithms take advantage of these properties to analyze the behavior of a group.  

Moreover, groups are dynamic entities and may grow or shrink with merge and split events. 

This makes it difficult to track groups since the properties of the group used by the tracker 

may change in time causing tracker drifts or even fails. This problem can be addressed by 

evaluating the interaction between people and grow or shrink tracked group as a result of the 

interaction. 

Group size is another factor that affects the group structure and interactions. While group 

size increases, the group becomes more structured and is considered as a single unit. This 

affects the group motion pattern and tracking algorithms need to evaluate groups in this per-

spective. Also, group size affects the interactions between people. While group size increas-

es, interaction possibility between the people increases gradually. One way to analyze the 

interaction possibilities is social interaction graph shown in Figure 2. 
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(a) Interactions between four people (b) Interactions between five people 

Figure 2: Social Interaction Graph example between people. Nodes represents 

individuals and edges represent interactions between people 

In Figure 2 (a), while there are six different interactions possibility between four people, the 

number of interaction possibilities increases to ten when five people exist in the group. In 

order to evaluate the grouping events in group formation, tracking algorithm also needs to 

evaluate the effect possibilities as well. 

In this thesis, we propose a particle filter based conjoint tracker [2] with multi-observation 

model for tracking of multiple individuals and groups. We consider an individual as a one-

person group and propose that we can track individuals with the same method that we devel-

oped to track groups. The proposed multi observation method is inspired from the sociologi-

cal definition of group in order to model both individuals and groups. 

1.2 Contributions of Research  

In this thesis, our motivation is to develop a unified individual and group tracker that can be 

used in crowd analysis. The suggested framework assumes that an individual is a one-person 

group and proposes a tracking framework which works on both groups and individuals.  

The major contributions of this study are as follows: 
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(i) Integrates a multi-observation model which uses in-group and out-group 

weights in the observation model. This allows identification of different fea-

tures in a group and allows detection of merge and split events and group for-

mations;  

(ii) Particle advection is used to calculate the motion flow. Particle advection 

method has been shown to be an effective method for analyzing crowd dy-

namics especially when the crowd density is high and tracking of individuals 

is not feasible due to occlusions [3, 4]. 

(iii) Unlike the standard particle filter based method that uses a fixed number of 

particles during tracking, dynamic particle sampling with respect to group 

density is used. 

(iv) Discriminative Appearance Model [5] is used to identify individuals and is 

embedded into group state estimate. 

(v) Two-phase association is proposed to handle partial occlusion and reduce the 

number of id switches. 

(vi) Hierarchical false positive elimination mechanism is used to reduce false posi-

tive detection and increase tracking performance. 

 

The assumptions and limitations of this work are stated as follows: 

(i) In this thesis, we focus on self-organizing groups where group members coop-

erate and interact with each other around some task of interest [6]. 

(ii) We assume that videos are captured by stationary cameras. 

(iii) Although our framework can support more than 40 people group, we limit the 

group size as 40 due to increasing frame processing time 

 

The remainder of the thesis is organized as follows. In Chapter 2, we provide the background 

for Particle Filter in general and the related works. Chapter 3 presents Sociological Back-

ground of the work. In Chapter 4, we present the proposed method. Chapter 5 presents the 

experiment results and evaluation, and finally Chapter 6 concludes the thesis. 
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CHAPTER 2 

 

2. BACKGROUND AND RELATED WORK 

 

Visual tracking is the one of the most important topics used in many surveillance scenarios. 

Although visual tracking is used in many different areas such as traffic analysis, parking 

control etc., we specifically focus on people tracking. Therefore, we provide the literature 

survey in this context. 

In this chapter, we provide a brief overview of state-of-the art people tracking methods. First, 

we provide an overview of the standard particle filter model and describe state model factor-

ization for common particle filter based models and CIGT framework. Then, related works 

on tracking is explained and examined in detail. Since one of our contributions is the use of 

particle advection in group tracking, we also provide related works about it. In the final part, 

we summarize this section. 

2.1 Particle Filter Overview and State Model Factorization for 

Tracking 

It is very important to provide non-linearity and non-Gaussianity for tracker’s accuracy. Par-

ticle filter addresses such a system. It uses sequential Monte Carlo methods to estimate the 

state of the system: 

𝑥𝑡+1 = 𝑓𝑡(𝑥𝑡, 𝑛𝑡), 𝑦𝑡 = 𝑔𝑡(𝑥𝑡,𝑚𝑡) (2.1) 

where 𝑥𝑡 is the state of the system, 𝑦𝑡 is the observation, 𝑛𝑡 and 𝑚𝑡 are non-Gaussian noises, 

and 𝑓𝑡 and 𝑔𝑡 are non-linear functions. Since the particle filter uses Markov model, it as-

sumes that observations are dependent only on the current state. By using Markov model and 

Bayes theorem, it finds the posterior distribution as follows: 
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𝑃(𝑥𝑡|𝑦0:𝑡) =  𝑃(𝑦𝑡|𝑥𝑡)𝜋(𝑥𝑡|𝑥𝑡−1) (2.2) 

where 𝑃(𝑦𝑡|𝑥𝑡) is the observation model, and 𝜋(𝑥𝑡|𝑥𝑡−1) is the motion model. Particle filter 

approximates the filtered posterior distribution by using weighted particles to estimate the 

system state. Observation model is used to calculate the weight of the particles and motion 

model is used to move particles. 

The state models and their factorizations are very important for tracking and they aim to pre-

dict the next state of the tracked object by using prior knowledge. Figure 3 shows the stand-

ard particle filter factorization. 

xt
xt xt+1xt+1

yt yt+1

 

Figure 3: Standard Particle Filter Factorization 

In Figure 3, 𝑥𝑡 is the state of the system and 𝑦𝑡 is the observation. Standard particle filter 

estimates the object state by using the previous state and the current observation. It uses only 

one measurement as an observation, for which visual similarity is generally used. 

 

xt
xt xt+1

xt+1

yt
yt+1

zt
zt zt+1

zt+1

 

Figure 4: DEEPER-JIGT Factorization [7] 
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In Figure 4, 𝑥𝑡 is the individual state, 𝑧𝑡 is the group state, 𝑦𝑡 is the observation. DEEPER-

JIGT [7] is the Decentralized Particle Filter based joint individual and group tracking 

framework and its factorization [7] decomposes the object state into individual state and 

group state as shown in Figure 4. Similar to standard particle filter, individual state is esti-

mated by using the previous state and the current observation while group state is estimated 

from the previous group state, current individual state and current observation measurement. 

That is, individual state is used in the estimation of the group state. 

xt
xt xt+1xt+1

yt yt+1

yt
outyt

in
yt+1

in
yt+1

out

 

Figure 5: CIGT Factorization [2] 

In Figure 5, 𝑥𝑡 is the system state, 𝑦𝑡 is the similarity observation, 𝑦𝑡
𝑖𝑛 and 𝑦𝑡

𝑜𝑢𝑡  is in-group 

and out-group observations, respectively. Unlike DEEPER-JIGT factorization [7], The CIGT 

Factorization [2], shown in Figure 5, decomposes the observation model instead of the object 

state. This feature provides CIGT to keep single state information for both groups and indi-

viduals. Individuals’ interaction is evaluated with in-group and out-group measurements 

which are used in group evaluation. 

2.2 Related Works on Tracking Methods 

Since our main motivation is to facilitate tracking in scenarios where there are both individu-

als and groups, we evaluate the tracking methods in the context which can be classified into 

three main parts: Individual Tracking, Group Tracking, and Individual and Group Tracking 

methods. 

2.2.1 Individual Tracking 

Individual tracking methods are generally preferred in sparse environments. In the last dec-

ades, a number of researches have been exploited to address the pedestrian tracking in dense 

environments [8, 9] and handling the occlusion problems [5, 8, 10]. In order to address these 

challenges, different visual properties are used. 
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In order to solve the occlusion problem, [5] proposes online learning of discriminative ap-

pearance model for multi-target tracking in crowded scenes. In this method, an object is rep-

resented by means of its texture, shape and color. First, reliable tracklets are created by using 

[11]. Then, it extracts positive and negative samples by using spatial-temporal constraints, 

construct weak hypotheses from these samples and build AdaBoost online learning model 

for appearance representation. Association between detection and tracklets is performed with 

this learning model. 

Different from [5], [12] uses discriminative appearance model on different body parts. In 

[12], unoccluded parts are found and these parts are removed from the appearance model. 

The appearance model for each tracklet in [12] consists of the feature set and a weight set for 

corresponding feature. By using these features and weights, [12] creates AdaBoost online 

learning model for appearance and solve occlusion problem. 

[13] proposes a complete individual tracking framework based on the methodology proposed 

in [5]. The method consists of three main parts: visual tracking, track management and 

online learning. In the visual tracking part, it combines the data association model with the 

particle filtering model. Track existence probability is estimated by data association while 

the track states are estimated with associated detection using particle filtering. Track man-

agement performs track link, termination and initialization by using track existence probabil-

ity and track state estimates. In online learning step, it uses AdaBoost online learning model 

and track affinity score is calculated with discriminative appearance, shape (only height and 

width of object) and motion models.  

Besides the appearance model based online learning methodologies in [5, 12, 13], there are 

trajectory based approaches [14, 15, 16] to solve the occlusion problem. In [14], each target 

is assigned to a unique trajectory which is the best match to the target’s motion. In order to 

accomplish this, it aims to design energy function. However, this function should reflect all 

true situation as accurately as possible. Therefore, it builds energy function which consists of 

five terms: an observation term, collision term, avoidance term, object persistence term and 

regularizer to keep the number of trajectories low. HOG feature is used in the observation 

term. Conjugate gradient method is employed to minimize this energy function. 

Similar to [14], [15, 16] propose a trajectory based method and address the following prob-

lems: 

(i) Assigning observations to the correct target;  
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(ii) Finding and correcting the trajectories of all targets. 

In [15], data association is performed with discrete optimization with label cost while trajec-

tory is estimated by solving continuous fitting problem. [16] proposes discrete-continuous 

Conditional Random Fields (CRF) model in order to solve the occlusion problem in individ-

ual tracking. CRF model consists of unary and pairwise terms. In [16], unary term is used to 

perform the exclusion between trajectories while pairwise term is used in exclusion between 

observations. These two terms form the energy function. Instead of minimizing this energy 

function, [16] proposes a MAP based scheme to fit best match. 

CRF model is widely used in multi-target tracking domain and an expandable model with 

appearance model, motion model. [17] also uses the discriminative appearance model and 

combined with the Conditional Random Fields (CRF) based online learning model. In CRF 

model, energy function is defined with unary and pairwise functions. In [17], unary functions 

are used to discriminate all targets while pairwise functions aim to discriminate correspond-

ing tracklet pairs. The occlusion problem is handled in pairwise terms. Both unary and pair-

wise terms consists of not only the appearance model but also the motion model. Once the 

energy function is defined with unary and pairwise terms, multi-target tracking problem 

turns out to energy minimization problem. [17] solves this energy minimization problem by 

using Hungarian algorithm. 

The motion modeling is particularly important for individual tracking in order to handle the 

occlusion problem. Most of the methods assume constant velocity for the object and use a 

linear motion model [17]. In addition to the linear motion model, there are other methods in 

the state-of-the art to model motion. [18] proposes an online method in order to learn a non-

linear motion pattern and combines it with the discriminative appearance model. In [18], 

non-linear motion map is built to better model direction changes and calculate motion affini-

ties between tracklets. A multiple instance learning method is also used for the appearance 

model for tracking. Unlike other methods, [19] combines people tracker with individual dy-

namics by using social force model. [19] uses sociological facts to describe the individual 

motion model, such as the intention towards a goal and constraints from the environment and 

takes an account of the interaction between people. However, there is no learning mechanism 

for the appearance model.  

We aim to examine the Particle filter based approaches in the context of this thesis. [20] in-

tegrates tracking-by-detection approach with particle filtering framework where a continuous 

confidence is used for the person detector and online learned classifier is used for each indi-
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vidual. In this way, it aims to combine the general information of detection with instance-

specific information and therefore, builds an observation model as follows: 

𝑝(𝑦𝑡|𝑥𝑡
𝑖) = 𝛽 ∙ 𝐼(𝑡𝑟) ∙ 𝑝𝑁(𝑝 − 𝑑

∗)⏟              
𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

+ 𝛾 ∙ 𝑑𝑐(𝑝) ∙ 𝑝𝑜(𝑡𝑟)⏟          
𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑑𝑒𝑛𝑠𝑖𝑡𝑦

+ 𝜂 ∙ 𝑐𝑡𝑟(𝑝)⏟      
𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟

 
(2.3) 

The detection term is computed between particle 𝑝 and the associated detection 𝑑∗. In the 

detection confidence density term, confidence density 𝑑𝑐(𝑝) at particle 𝑝 is computed by 

intermediate object detector used in the observation model. To complete with instance spe-

cific information, classifier trained for target 𝑡𝑟 is used in the observation model. 

In [21], a particle filter based framework is combined with the human detector with HOG 

descriptor in order to build an effective individual tracker. First, the detection responses are 

associated with the tracker output by matching the color histogram. Then, similar to [20], 

this associated result and output of HOG based SVN classifier is fused in the observation 

model. 

Particle filter based tracking method is used for not only colored videos but also other types 

of camera captured videos such as thermal or infrared since the observation model gives the 

flexibility to use different measurements as an observation weight. [22] proposes a pedestri-

an tracking method for infrared videos. Different from the color histogram and HOG feature 

used in [20, 21], intensity and edge cues are integrated as a weighted sum in the observation 

model. 

The other common challenge to be addressed in the state-of-art is the individual tracking in 

the crowded scene. [8] aims to associate head detections to a set of head tracks in order to 

perform tracking in crowded scenes. First, it builds an energy function which combines the 

crowd density estimation with person detection. Then, the energy function is minimized to 

detect and track individuals by jointly optimizing the density and location of individuals. 

Besides evaluating frame-by-frame approaches, space-time constraints and analysis are used 

for individual tracking approaches to address different challenges. [23] proposes a Bayesian 

framework for tracking individuals in crowded scenes by using space-time knowledge of the 

crowd. It trains the Hidden Markov models with spatio-temporal motion patterns obtained 

from crowd videos which includes different crowd patterns. Then, it predicts the local spatio-

temporal motion patterns for individuals tracking. [24] proposes an adaptive appearance 

model by using spatio-temporal cues. Appearance model consists of several temporal cues 
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and these temporal cues consist of spatial cues. The proposed method combines this appear-

ance model with particle filtering framework in order to handle the occlusion problem. 

In addition to particle filter, there are also different tracking methods used in literature. [19, 

25] use the Kalman filter as a tracking engine. [25] combines person detection system based 

on multi-scale deformable part models [26] with Kalman filtering while [19] uses Kalman 

filter tracking for social interaction evaluation and individual tracking. [10, 27] use Mean-

shift tracker to solve the occlusion problem. 

2.2.2 Group Tracking 

Group tracking is useful when detection and tracking of individuals are not feasible [28] and 

it aims to model the interactions between people by using different features. Individual track-

ing can be used as a helper in order to evaluate interactions and group formations. [29] pro-

poses a framework which consists of two particle filter trackers: one for group tracking and 

one for individual tracking. The group tracker handles groups as atomic entities. The indi-

vidual tracker is used as a helper to the group tracker and they work collaboratively. In [29], 

two trackers share the same observation but evaluate this observation differently. 

[30] proposes a tracking framework in which multiple pedestrian tracker reflects group be-

havior of pedestrians by using minimum spanning trees (MST). Firstly, hierarchical cluster-

ing is performed on pedestrians in order to form groups. In clustering process of [30], veloci-

ty and position of individuals are used as a feature and MST is built according to these fea-

tures for each group. Then, each group is tracked separately. 

Since group is a social unit in which individuals interact with each other, human behavior 

analysis can be used in group tracking. [31] extends the SFM for group detection and em-

beds human behavior analysis to predict interaction. Group is formed according to the veloc-

ity of group members. By using this approach, it evaluates the interaction detection, group 

crossing and approaching events in the group formation. Once group is identified, [31] em-

ploys a buffered greedy graph-based multi-target tracker [32] in order to track groups. 

In addition to [31], [33] proposes a group detection method based on learned social relation-

ship between individuals and forms the group according to this relationship. First, it per-

forms person detection and tracks detected people by using multiple hypothesis tracker 

(MHT). In group detection, [33] constructs the social network graph between people and 

edge of graph connects the socially related people via coherent motion indication which con-
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sist of relative distance, velocity and orientation differences. In group tracking, it employs 

multi-model MHT which is extended by the intermediate tree level in group formation. Also, 

pedestrian detection and tracking methods are used to assist group tracking. 

Group tracking methods are used in crowd analysis and behavior understanding methods. 

[34] propose a method to recognize group behavior and identify violent behaviors in subway 

scenarios. The method in [34] consists of three main parts: people detection, detection and 

tracking groups, event detection. In [34], people are detected with AdaBoost trained with 

LBP (Local Binary Pattern) [35]. According to [34], a group is defined as two or more peo-

ple who are spatially and temporally close to each other and exhibit a similar motion pattern. 

Based on this definition, [34] detects the groups in the scene. In group tracking, it evaluates 

group creation, update, split/merge of groups and group termination. Events are identified 

HMM based approaches with using knowledge extracted in the previous steps. 

Similar to [34], [36] proposes a method for group tracking and behavior analysis in long vid-

eo sequences in the underground railway station. Objects are extracted by using foreground 

detection and blob extraction. Then, it first tracks these extracted objects and group for-

mation based on the definition on [34]. Once groups are identified, group tracking is per-

formed with the method proposed in [34]. 

The most important part in group tracking is to evaluate interaction and grouping events 

(merge, split). Different approaches are used in the state-of-the art in order to perform this 

duty. [37] develops a group dynamical model and combines with interaction model based on 

Markov Random Fields (MRF). Tracking is performed by using Markov Chain Monte Carlo 

(MCMC) – Particle algorithm.  

According to [38], a group is defined as the set of individuals who are spatially close to each 

other and have similar velocity and direction. In [38], Kalman filter is used as the tracking 

engine and it embeds rules of merge and split events into this framework. In order to handle 

a group with different velocities, it modifies the Probability Density Association (PDA) es-

timator so that it can handle this situation.  

[39] proposes a group tracking method based on MHT in order to address the problem where 

maintaining the state of individuals is intractable. In [39], recursive MHT is selected to parti-

tion tracks to groups and associate observations to tracks. Split and merge events are handled 

by the multi hypothesis model. 
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There are also different approaches that exist in the state-of-the art for group tracking. [40] 

uses a genetic algorithm while [41] uses GM-PHD filter in tracking framework. Also, group 

tracking is used as a helper to crowd analysis methods. [42] proposes a crowd counting 

method based on group tracking. Crowd is divided into groups and it uses local features to 

count the number of people in group. Finally, it calculates crowd count as the sum of number 

of people in each group. During group tracking, it also handles the merge and split events. 

2.2.3 Individual and Group Tracking 

In the past few years, there has been a growing interest in handling individual and group 

tracking problems in a single framework [7, 28, 43]. 

[7, 43] propose a Decentralized Particle Filter (DPF) [44] based method and object state is 

decomposed into two sub-states: a group label, to which the individual belongs, and individ-

ual velocity and position. [7, 43] factorize the posterior distribution as follows: 

𝑝(𝑍𝑡 , 𝑋0:𝑡|𝑦0:𝑡) =  𝑝(𝑍𝑡|𝑋0:𝑡, 𝑦0:𝑡)𝑝(𝑋0:𝑡|𝑦0:𝑡) (2.4) 

In this factorization, individual tracking result is also used in group state estimation shown in 

Figure 4.  

[7, 43] redesign DPF [44] to track individuals and detect individual belonging group as 

shown in Algorithm 1.  
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Algorithm 1: The DPF Algorithm in [7, 43] 

INPUT: Samples {X
(i)

0:t}i=1,2..Nx and {Z
(i,j)

0:t}i=1,2..Nx, j=1,2…Nz. The (i, j) means that each i particle 

describing X we have Nz particles for describing Z. 

1) Approximation of p(X0:t|yt) through importance weights 

𝒘𝒕
𝒊 ∝

𝒑𝑵𝒛(𝒚𝒕|𝑿𝟎:𝒕
(𝒊)
, 𝒚𝟎:𝒕−𝟏)𝒑𝑵𝒛(𝑿𝒕

(𝒊)
|𝑿𝟎:𝒕−𝟏
(𝒊)

, 𝒚𝟎:𝒕−𝟏)

𝝅(𝑿𝒕
(𝒊)
|𝑿𝟎:𝒕−𝟏
(𝒊)

, 𝒚𝟎:𝒕−𝟏)

 

2) Resample {Xt
(i)

, Zt
(i,j)

} according to wt
i
 

3) Approximation of p(Zt|X0:t, y0:t) through importance weights 

𝒒𝒕
(𝒊,𝒋)

∝ 𝒑(𝒚𝒕|𝑿𝒕
(𝒊)
, 𝒁𝒕
(𝒊,𝒋)
)  

4) Generate 𝑿𝒕+𝟏
(𝒊)

 according to 𝝅(𝑿𝒕+𝟏|𝑿𝟎:𝒕
(𝒊)
, 𝒚𝟎:𝒕) 

5) Approximation of p(Zt|X0:t+1, y0:t) through importance weights 

𝒒𝒕
(𝒊,𝒋)

∝ 𝒒𝒕
(𝒊,𝒋)

𝒑(𝑿𝒕+𝟏
(𝒊)
|𝑿𝒕
(𝒊)
, 𝒁𝒕
(𝒊,𝒋)
)  

6) Resample 𝒁𝒕
(𝒊,𝒋)

according to 𝒒𝒕
(𝒊,𝒋)

 

7) Generation of particles 𝒁𝒕+𝟏
(𝒊,𝒋)

 according to proposal 𝝅(𝒁𝒕+𝟏|𝑿𝟎:𝒕+𝟏
(𝒊) , 𝒁𝒕

(𝒊,𝒋)
)  

OUTPUT: Importance sampling approximations of Xt+1 and Zt+1. 

 

Probability distributions shown in box are redesigned to track individuals and assign the 

group label for that individual as follows: 

Individual Proposal 𝝅(𝑿𝒕
(𝒊)|𝑿𝟎:𝒕−𝟏

(𝒊) , 𝒚𝟎:𝒕−𝟏): This distribution models the individual motion 

model. To approximate this model, two sources of information are used as follows: 

𝜋(𝑋𝑡+1|𝑋0:𝑡, 𝑦0:𝑡+1) = 𝛼𝜋(𝑋𝑡+1|𝑋𝑡) + (1 − 𝛼)𝜋𝑑𝑒𝑡(𝑋𝑡+1|𝑋0:𝑡 , 𝑦0:𝑡+1) (2.5) 

In first part 𝝅(𝑋𝑡+1|𝑿𝒕), locally linear dynamics with Gaussian noise is used as follows: 

𝑥𝑡+1
𝑘 = 𝐴𝑥𝑡

𝑘 + 𝑛 𝑤𝑖𝑡ℎ 𝐴 = [

1 0 𝑇 0
0 1 0 𝑇
0 0 1 0
0 0 0 1

] 

(2.6) 

where n is the random Gaussian noise, T is the time interval. 

In the second part 𝜋𝑑𝑒𝑡(𝑋𝑡+1|𝑋0:𝑡, 𝑦0:𝑡+1), it uses a detector to estimate state vector of indi-

viduals. Parameter 𝛼 is set once and kept fixed during the experiment. 

Joint Observation Distribution 𝒑(𝒚𝒕|𝑿𝒕
(𝒊), 𝒁𝒕

(𝒊,𝒋)
): The aim in this distribution is to find the 

most similar template to the tracked object.  
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𝑝(𝑦𝑡|𝑋𝑡 , 𝑍𝑡) ∝  𝑝(𝑍𝑡|𝑋𝑡)𝑝(𝑦𝑡|𝑋𝑡) (2.7) 

𝑝(𝑿𝒕|𝒚𝒕) is the standard particle filter technique to find the most similar individual, 

𝑝(𝒁𝒕|𝑿𝒕) uses cluster validity method [45] which finds the closest group cluster to that indi-

vidual. 

𝑝(𝑦𝒕|𝑋𝒕) = exp (−𝜗𝑑𝑑(𝑓(𝑦𝑡 , 𝑥𝑡), 𝜏) (2.8) 

where d is the distance between feature of 𝑓(𝑦𝑡 , 𝑥𝑡) extracted from the current bounding box 

and 𝜏 template of individual. To find the group cluster for that individual, it uses following 

method 

𝑝(𝑍𝑡|𝑋𝑡) ∝ exp (−𝜗𝑑𝑐𝑑𝑐(𝑍𝑡 , 𝑋𝑡) (2.9) 

where dc is the Davies-Bouldin index [45] for cluster validity measurement. 

Joint Individual Distribution 𝑝(𝑋𝑡+1
(𝑖)
|𝑋𝑡
(𝑖), 𝑍𝑡

(𝑖,𝑗)
): This distribution models the dynamics of 

individual taking into account group. 

𝑥𝑡+1
𝑘 = 𝑥𝑡

𝑘 +𝐵𝑔𝑡
𝑘 + 𝑛 𝑤𝑖𝑡ℎ 𝐵 = [

0 0 𝑇 0
0 0 0 𝑇
0 0 0 0
0 0 0 0

], 𝑔𝑡
𝑘 =

∑ 𝑥𝑡
𝑙𝐼(𝑧𝑡

𝑙𝐾
𝑙=1 ==𝑧𝑡

𝑘)

∑ 𝐼(𝑧𝑡
𝑙𝐾

𝑙=1 ==𝑧𝑡
𝑘)

  

(2.10) 

where I(.) is the indicator function, 𝑔𝑡
𝑘 is the position and velocity of the group the k-th indi-

vidual belongs to. 

Joint Group Proposal 𝜋(𝑍𝑡+1|𝑋0:𝑡+1
(𝑖)

, 𝑍𝑡
(𝑖,𝑗)
): This distribution models the dynamics of the 

group.  

𝜋(𝑍𝑡+1|𝑋0:𝑡+1, 𝑍𝑡) = 𝑓 (∏ 𝜋(𝑒𝑡+1
𝑔
|

𝑔
𝑋0:𝑡+1, 𝑔𝑡 , 𝑔�́�), 𝑍𝑡) 

(2.11) 

where 𝑒𝑔 ∈ {𝑀𝑒𝑟𝑔𝑒, 𝑆𝑝𝑙𝑖𝑡, 𝑁𝑜𝑛𝑒}. To find which event e occurs, multinomial logistic re-

gression is used as an offline learner. The learner is trained with the following features ex-

tracted from training data to find the correct event. 

 The inter-group distance between the group 𝑔 and the closest group �́� considering 

the position and size (𝑑𝐾𝐿, Kullback-Leibler distance between Gaussians). 

 The inter-group distance between the group g and the closest group �́� considering 

the velocities (𝑑𝑣,  Euclidean distance) 
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 Intra-group variance between positions of individuals in group 𝑔. 

Different from [7], [43] propose a group formation and online inference mechanism based on 

the Dirichlet Process Mixture Models (DPMM). In [43], each individual is modeled as an 

observation from one of the infinitely many components of the Dirichlet Process mixture and 

this components is the group that individual belongs to. By this way, [43] propose an online 

inference mechanism which provides no need to explicitly model the group events such as 

the merge and split. This is one of the major advantages of [43]. However, there is no associ-

ation and online learning mechanism for individual tracking. As a result of this, the number 

of the ID switches increases. Also, the individual tracking also affects the group state esti-

mate. [7, 43] uses only the weighted color histogram in the group state estimate and other 

features like texture and shape are not considered. Also, the state model in [7, 43] provides 

the separation of individual state from group state, this increases the complexity of the sys-

tem. 

In addition to [7, 43], [28] proposes a tracking framework to analyze both the sparse and 

dense crowds by using the microscopic and macroscopic approaches. In the microscopic 

approach, an individual is evaluated separately and multi target tracking method is used as 

the tracking engine. In the macroscopic approach, which is used when there is a dense 

crowd; group tracking method is used instead of individual tracking method due to the oc-

clusion problem. Figure 6 shows methodology proposed in [28]. 
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Figure 6: The crowd analysis framework where both dense and sparse crowds can be 

analyzed in [28] 

In [28], people detection is performed by using foreground-background segmentation with 

Gaussian distribution. The Extended Kalman Filter is used as a tracking engine for detected 

people. Also, K-means clustering is used to analyze the detected clusters. The similarity be-

tween the clusters in K-means clusters is measured by the Euclidean distance and HMM is 

used to analyze the motion patterns of clusters.  

This method uses the crowd density change to feed Hidden Markov Model (HMM) and es-

timate crowd activity. The major drawback in this method is that the test image consists of 

maximum of 8-10 people which are getting closer each other over time. However, dense 

crowd can be probably over ten people.  

2.3 Related Works on Particle Advection 

In this section, we provide the works about particle advection and its common use in the 

state-of-the art since we integrate the particle advection in our model to model the motion in 

the denser environments. 

Particle advection is used to extract the motion flows of dense crowds and perform the stabil-

ity analysis in crowds. [3] proposes a framework based on the particle advection in order to 
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extract the crowd flow and analyze the flow instabilities. In addition to [3], [4] performs the 

stability analysis from the motion flows for the behavior detection. 

In addition to the flow analysis, the particle advection is used to detect abnormal events in 

the crowd. Individuals in the dense groups or crowds exhibits the similar motion patterns and 

as a result of this, the crowd has stable motion flow in normal cases. However, in the case of 

abnormal events, different type of the motion instability may be observed depending on the 

type of the abnormal event. [46] estimates the crowd velocity information with using the 

particle advection and uses this information in Gaussian Mixture Model (GMM) to detect 

abnormal events. In [47], the moving particles are treated as individuals and the interaction 

force is estimated by using SFM. Then, it obtains flows for every pixel in every frame and 

classifies each frame as normal or abnormal. [48] proposes a method to detect the dangerous 

events during mass events. This method extracts and analyzes the motion pattern of crowd 

by using the particle advection and detects the congestion in crowd. Similar to [46, 48], [49] 

performs the crowd segmentation and models the crowd motion by using the particle advec-

tion. Then, it analyzes the crowd motion to detect abnormal events. [50] proposes a method 

to optimize interaction forces obtained from the SFM. This method drifts the particle to the 

main motion areas and minimizes the interaction forces for abnormal event detection. [51] 

presents a unsupervised approach to cluster different behaviors and detect abnormal activi-

ties in the high density crowd by using Finite-Time Lyapunov Exponents (FTLE). Lyapunov 

Exponents is a measure of separation between infinitely close particles in infinite time. 

FTLE is calculated from the first position of particle and its last position by using particle 

advection. Then, it performs clustering operations by using an adaptive threshold method 

and uses these clusters to identify abnormal events. 

Since the particle advection is used for the motion analysis, it can also be used for the person 

tracking. [52] treats the crowd as a set of particles and each particle represents individuals. In 

order to track specific individual, motion is modeled with a preference matrix which contains 

probabilities of moving to certain direction. By using this matrix, it performs tracking in high 

density crowds. [53] uses the particle advection to analyze the crowd motion pattern and uses 

it to track individuals in dense crowds. Although [52, 53] propose tracking approach for high 

density crowds, [54] proposes an individual tracking method in the low and high density 

crowds. In a low density crowd, the person detection is employed and then, data association 
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is performed based on Generalized Graph for each detection. In a high density crowd, indi-

viduals are tracked with the crowd flow modelling. 

As result of literature review about particle advection, we observe that there is no explicit 

mechanism to extract the motion patterns for individual and group tracking approaches. In 

this thesis, we propose a motion extraction scheme by using particle advection explained in 

section 4.5.2. 
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CHAPTER 3 

 

3. SOCIOLOGICAL BACKGROUND OF CONJOINT 

INDIVIDUAL AND GROUP TRACKING 

 

In this section, we provide the sociological background and explain how they inspired us to 

develop the Conjoint Individual and Group Tracking. 

In sociology, a group is defined in as two or more individuals who are related to each other 

by social relationships [55]. These social relationships provide people in the group share the 

similar characteristics and purposes. Major characteristics of the group are defined in [55] as 

interaction, goals, interdependence, structure and unity as shown in Table 1.  

Table 1: Characteristics of Groups 

Characteristics Explanation 

Interaction Task interactions among members 

Goals Groups have common purposes which facilitate the achievement of out-

comes sought by the member 

Interdependence Each member in group influences and is influenced by each other mem-

ber 

Structure Groups are organized as a pattern of relationships, roles, and norms. 

Unity Groups are cohesive social arrangements of individuals that perceivers 

consider as a whole. 

 

The group characteristics are not considered as separate. There are several relationships be-

tween these characteristics. One of these relationships is shown in Figure 7. 
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Figure 7: Relationship between group characteristics 

In order to achieve the common goals, individuals in a group perform some actions and in-

teractions but these interactions should be consistent and not break the unity feature of the 

group. Also, interactions affect the group formation, structure, and interdependency between 

the group members. As shown in Figure 7, since the interaction feature of the group is cen-

tral in group analysis and it is measurable, most methods in the literature model the interac-

tion in the group analysis and tracking. In [56], social force model is proposed to model the 

interactions between pedestrians in terms of repulsive and attractive forces called social 

forces. Repulsive forces are modelled according to the fact that individuals feel themselves 

uncomfortable when they get close to strangers and change their way and velocities when 

they face with obstacles and want to keep their distance to the border of obstacles. The social 

relationships between the individuals are used to model the attractive pulses. Based on these 

two forces, the interaction energy function is modelled for the multi target tracking. 

Since the group is a dynamic entity and may shrink or grow as a result of split and merge 

events, not only the interaction between group members but also interaction between group 

members and other individuals should be taken into account for group tracking. Individuals 

in the group can be analyzed in terms of in-group and out-group measurements. In sociology, 

an in-group is defined as a social group to which a person identifies as being a member. By 

http://en.wikipedia.org/wiki/Social_group
http://en.wikipedia.org/wiki/Self-categorization_theory
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contrast, an out-group is a social group with which an individual does not identify. [57] ana-

lyze the in-group and out groups effect on distributed teams and how they affect the effec-

tiveness in partially distributed teams respectively. By inspiring from this definition, we de-

fine in-group as individuals who belong to that group and out-group is the individuals who 

are not part of that group. In order to track groups, the in-group measure and out-group 

measure are calculated for each individual.  

In [58], the interaction is analyzed as a function of the distance and angular displacement 

between people. As a result of the unity feature, group members stay close to each other and 

perform similar angular directions in their movements. Also, in [59], the interaction possibil-

ity tends to increase when people get closer to each other. By using these features, the in-

group and out-group measures in the multi-observation model of the CIGT tracking frame-

work is calculated. In calculation of in-group and out-group weights, we inspired from the 

method in [58] where the social behaviors are modelled by means of individuals’ velocities. 

According to [58], each pedestrian predicts the movement of other pedestrians and each pe-

destrian goes to a destination and try to avoid obstacles. By using this information, the ener-

gy function is built to model the individual’s interaction for the multi target tracking as fol-

lows: 

𝐸𝑖𝑗(𝑣𝑖) = 𝑒
−
𝑑𝑖𝑗
2 (𝑣𝑖)

2𝜎𝑑
2

 

(3.1) 

where 𝐸𝑖𝑗 is the interaction energy function between the person 𝑠𝑖 and person 𝑠𝑗, 𝑑𝑖𝑗 is the 

distance between the person 𝑠𝑖 and person 𝑠𝑗 and 𝜎𝑑 controls the distance to person to be 

avoided. The interaction is analyzed as a weighted sum of each person and weights are func-

tions of current distances and angular displacements between people. For each person 𝑠𝑖 and 

person 𝑠𝑟, weight 𝑤𝑟(𝑖) is calculated as follows: 

𝑤𝑟(𝑖) = 𝑤𝑟
𝑑(𝑖)𝑤𝑟

𝜑
(𝑖) (3.2) 

𝑤𝑟
𝑑(𝑖) = 𝑒

−
‖𝑘𝑖𝑟‖

2

2𝜎𝑤
2

 
(3.3) 
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𝑤𝑟
𝜑(𝑖) = (

1 + cos𝜑

2
)𝛽 

(3.4) 

where 𝑤𝑟
𝑑(𝑖) and 𝑤𝑟

𝜑(𝑖) are the distance and angular displacement weights respectively, 𝑘𝑖𝑟 

is the distance between person 𝑠𝑖 and person 𝑠𝑟, 𝜎𝑤 defines the radius of influence of other 

objects and 𝛽 controls the “peakiness” of weighted function. In CIGT framework, we calcu-

late the observation measurements by means of angular displacement weights and distance 

similar to [58]. 

CIGT tracking framework does not only take account of interaction between individuals but 

also group structure. Group structure is affected by not only interaction. Number of people in 

group has a great effect on group structure. [55] states that the sparse and dense groups have 

different properties. As the group size increases, the group tends to become more complex 

and more formally structured. CIGT tracking model proposes a motion model for both sparse 

and dense crowds in terms of dynamic adjustment parameter and the particle advection 

method which can be used to analyze dense crowds [3, 4].  
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CHAPTER 4 

 

4. CONJOINT INDIVIDUAL AND GROUP TRACKING WITH 

ONLINE LEARNING 

 

In this thesis, we present a new individual and group tracking framework inspired from the 

sociological definitions and works. The proposed model uses a different factorization com-

pared to the standard particle filter and evaluates not only visual features but also social in-

teractions by means of in-group and out-group measurements. 

The proposed framework is a complete framework in order to track both individuals and 

groups. It consists of four main parts as shown in Figure 8.  
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Figure 8: CIGT Framework 
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Two-phase association model contains low-level and mid-level associations and is used to 

associate individuals from previous frames. The results of association are fed to the online 

AdaBoost [60] with training samples obtained by applying spatial-temporal constraints. 

False positive elimination methods are used to reduce the false positive detections from de-

tection responses. The core part of our framework is the CIGT Tracking Model which incor-

porates the multi-observation model, the motion model and the particle resampling phases. 

4.1 Feature Selection 

Feature selection is one of the most important steps in detection, association and tracking 

problems. Good features should be discriminative and efficient to compute in the visual 

tracking. In order to build strong appearance model, we need to select good features and fea-

tures should be enough to identify object between each other. 

An object can be described by means of its texture, shape and color features. In CIGT 

framework, we prefer to choose discriminative appearance model [5] since it provides a 

strong model to differentiate objects. Texture, shape and color features are described with 

region covariance [61], HOG [62] and color histogram. 

In this section, we first provide information about appearance model representation and fea-

tures used in CIGT framework. Then, we explain how to measure similarity between these 

features. 

4.1.1 Appearance Model Representation 

In CIGT framework, we use region covariance matrices for texture [61], RGB color histo-

gram for color and HOG [62]  feature for shape of tracked objects to build appearance mod-

el. 

There are different methods in literature for texture analysis. According to [63], texture anal-

ysis methods can be categorized as statistical methods, structural methods, model-based 

methods and transform-based methods.  

The Gray Level Cooccurance Matrix (GLMC) [64] is a statistical method for texture analysis 

and based on second-order statistics on gray scale image. The Run Length Matrix (RLM) 
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[65] uses higher-order statistics to define texture descriptor. Structural methods identify tex-

tures by means of composition of well-known shapes like rectangle, circle, line. [66] propose 

a structural method for texture analysis and uses different shapes of structuring elements. 

While these type of texture analysis methods can describe regular and static objects, they are 

not suitable for object tracking since the shape of tracked object may change in time. Model-

based approaches are based on pixel values, for which Autoregressive (AR) [67]  and Local 

Binary Pattern (LBP) [68] are some examples. The transform-based methods convert images 

from spatial domain to frequency domain. [69] uses Fast-Fourier Transform (FFT)  while 

[70] uses Wavelet transform and Gabor filter for texture analysis. 

In the proposed method, we utilize the region covariance [61] as a texture descriptor which 

proposes a statistical method for texture analysis. Unlike GLMC, the region covariance uses 

both first-order and second-order statistics to define texture. Also, it shows good perfor-

mance in discriminative appearance model [5]  for object tracking and the computational 

cost is very low. 

Texture information can be described with a descriptor based on region covariance matrices 

of image features in [61]. The texture descriptor for the region R corresponding to the covar-

iance matrix is defined as: 

𝐶𝑅 =
1

𝑛 − 1
∑(𝑧𝑘 − 𝜇)(𝑧𝑘 − 𝜇)

𝑇

𝑛

𝑘=1

 (4.1) 

𝑧𝑘 = [
𝜕𝐼

𝜕𝑥
 
𝜕𝐼

𝜕𝑦
 
𝜕2𝐼

𝜕𝑥2
 
𝜕2𝐼

𝜕𝑦2
 
𝜕2𝐼

𝜕𝑥𝜕𝑦
]

𝑇

 (4.2) 

where 𝑧𝑘is the vector containing first and second derivatives of image at k-th pixel in the 

region R, µ is the mean vector over R, 𝐼 is the grey-scale image patch, and n is the number of 

pixels. 

Region covariance has several advantages. The noise in the region is mostly filtered out with 

an average filter during covariance computation. Also, it does not contain any information 

regarding orientation or number of point. Because of this feature, region covariance provides 

scale and rotation invariance over regions in different image. 
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Histogram is a widely used method to describe color representation of objects. In CIGT 

framework, we prefer to use RGB color space because of its simplicity and versatility and it 

shows good performance in appearance representation in [5]. Histogram is calculated with 8 

bins for each channel. Then, these three vectors are concatenated to form single 24-element 

vector 𝑓𝑅𝐺𝐵𝑖 as a color representation of object.  

HOG is a common feature to describe the shape of an object and used in human detection 

methods [71, 72, 73]. In CIGT framework, we employ HOG features [62] to extract shape 

information. A HOG feature 𝑓𝐻𝑂𝐺𝑖 is extracted over the region R with 8 orientations bins in 

2×2 cells. 

Finally, the appearance model for object 𝑇𝑖 can be written as: 

𝐴𝑖 = { 𝑓𝑅𝐺𝐵𝑖 , 𝑓𝐻𝑂𝐺𝑖 , 𝐶𝑖} (4.3) 

4.1.2 Similarity Measurements Between Features 

Given texture, shape, and color descriptors above, we can calculate the similarity measures 

between regions for each feature.  

We employ correlation coefficient for both color and HOG features due to its simplicity as 

follows: 

 𝑝(𝑓𝑥 , 𝑓𝑦) =
∑ (𝑓𝑥𝑖−𝑓𝑥

̅̅ ̅)(𝑓𝑦𝑖
−𝑓𝑦̅̅ ̅)

𝑛
𝑖=1

√∑ (𝑓𝑥𝑖−𝑓𝑥
̅̅ ̅)2𝑛

𝑖=1 ∑ (𝑓𝑦𝑖
−𝑓𝑦̅̅ ̅)

2𝑛
𝑖=1

 (4.4) 

where 𝑝(𝑓𝑥 , 𝑓𝑦) is the correlation coefficient score between feature vectors 𝑓𝑥 and 𝑓𝑦, 𝑓�̅� and 

𝑓�̅� are the mean value for feature vectors 𝑓𝑥 and 𝑓𝑦, 𝑓𝑥𝑖 and 𝑓𝑦𝑖 denote i-th element of feature 

vectors 𝑓𝑥 and 𝑓𝑦. 

The similarity measurement for covariance matrices is more complex and described in [61] 

as follows: 
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𝜎(𝐶𝑖, 𝐶𝑗) = √∑ 𝑙𝑛2(𝜆𝑘(𝐶𝑖, 𝐶𝑗)

5

𝑘=1

) (4.5) 

where 𝜆𝑘(𝐶𝑖, 𝐶𝑗) are the generalized eigenvalues of 𝐶𝑖 and 𝐶𝑗 and computed from 

𝜆𝑘𝐶𝑖𝑥𝑘 − 𝐶𝑗𝑥𝑘 = 0     𝑘 = 1,… ,5 (4.6) 

and 𝑥𝑘 ≠ 0 are the generalized eigenvectors. 

4.2 Two-Phase Association 

Two-phase association is performed on detection responses and aims to identify individuals 

from previous frames. The first phase aims to identify individuals on consecutive frames 

while the second phase provides a long-term association.  

Two-phase association also helps to feed AdaBoost Online Learner with training samples 

which are obtained by applying spatial constraint on association result. 

4.2.1 Low-Level Association 

In this phase, we use dual-threshold method in [11]. The affinity score of each detection re-

sponse is calculated by multiplying of measurements of position, size and color histogram 

for each object [5]. Then, affinity score matrix S is formed. Each element of this matrix de-

fines the affinity score between objects in the previous frame and detection responses in the 

current frame. In this phase, we consider detection responses ri and rj belong to the same 

tracked object if the following conditions are satisfied: 

{𝑥, 𝑦| 𝑆(𝑖, 𝑗) > 𝜃1𝑎𝑛𝑑 |𝑆(𝑖, 𝑗) − 𝑆(𝑥, 𝑗)| > 𝜃2  

𝑎𝑛𝑑 |𝑆(𝑖, 𝑗) − 𝑆(𝑖, 𝑦)| > 𝜃2, 𝑥 ≠ 𝑖, 𝑦 ≠ 𝑗} 

(4.7) 

where 𝑆(𝑖, 𝑗) is the affinity score between detection responses ri and rj, 𝜃1 and 𝜃2 are two 

thresholds used in [13]. In our CIGT framework, these thresholds are tuned according to 

features used in affinity score calculation. Also, 𝜃2 is tuned according to 𝜃1.  
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Dual-threshold strategy provides conservative and biased way to link only reliable associa-

tions. The low-level association does not resolve ambiguity of conflicting pairs and only 

performed in consecutive frames; therefore, mid-level association is used to solve these 

problems. 

4.2.2 Mid-Level Association 

Mid-level association is considered to be a long-term association method and performed only 

for only detections that cannot be associated in the low-level association phase. Unlike low-

level association, we consider not only appearance model but also spatial information that 

belongs to objects. Therefore, the appearance similarity score and motion score are calculat-

ed separately for detection responses.  

In appearance similarity score, we use a discriminative appearance model proposed in [5].  

Object’s appearance representation explained in 4.1 is modeled by means of texture, shape 

and color. Therefore, in CIGT framework, we calculate appearance similarity score as fol-

lows: 

𝑆𝑎 = 𝐺(𝜎(𝐶𝑖, 𝐶𝑗))𝐺 (−1 + 𝑝( 𝑓𝑅𝐺𝐵𝑖 ,  𝑓𝑅𝐺𝐵𝑗))𝐺 (−1 + 𝑝( 𝑓𝐻𝑂𝐺𝑖 ,  𝑓𝐻𝑂𝐺𝑗)) (4.8) 

where 𝐺(. ) is the zero mean Gaussian function, 𝑝(. ) is cross correlation coefficient function, 

and, 𝜎 is distance function between two region covariance matrix. 

Once appearance score is obtained, spatial information belonging to the object is used in 

mid-level association by computing motion similarity measure. Inspired from [17], we calcu-

late the motion similarity score as function of distance between the position estimated with 

linear motion model  𝑝𝑡+∆𝑡
𝑒  and the real position 𝑝𝑡+∆𝑡

𝑎 . Figure 9 shows calculation of motion 

similarity score. 
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Figure 9: Linear motion model to estimate position. The horizontal axis denotes the 

time, vertical axis denotes the position 

In CIGT, we keep velocity of detection associated to tracked object. Therefore, we can cal-

culate the estimated position by using linear motion model and position difference as fol-

lows: 

𝑝𝑡+∆𝑡
𝑒 = 𝑣𝑡 ∗ ∆𝑡 + 𝑝𝑡 (4.9) 

∆𝑝 =  𝑝𝑡+∆𝑡
𝑎 − 𝑣𝑡 ∗ ∆𝑡 − 𝑝𝑡 (4.10) 

where 𝑣𝑡 is the individual velocity, 𝑝𝑡 is the individual position at frame t, ∆𝑡 is the frame 

difference, 𝑝𝑡+∆𝑡
𝑒  is the estimated position, and 𝑝𝑡+∆𝑡

𝑎  is the actual position at frame 𝑡 + ∆𝑡.  

Then, we compute the motion similarity score as follows: 

𝑆𝑚 = 𝐺(∆𝑝, ∑𝑝) (4.11) 

where 𝐺(. , ∑) is the zero mean Gaussian function. Finally, the probability of association is 

calculated with appearance and motion similarity scores as follows: 

𝑃𝑠 = 𝑆𝑎 × 𝑆𝑚 (4.12) 
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4.3 False Positive Elimination 

CIGT proposes a hierarchical method to reduce the number of false positives in the detection 

results. As shown in Figure 8, CIGT performs the elimination of false positive in three phas-

es: detection correlation, foreground extraction [74] and confirmation by classification [9].  

The detection correlation is proposed in CIGT framework and basically eliminates the false 

positive detections after two-phase association. The key point in detection correlation is to 

correlate detections not associated by low-level and mid-level associations to another uncor-

related detection or detections associated by low-level or mid-level associations. Most of the 

detections are identified by two-phase association and our aim is to eliminate the detection of 

suddenly appearing objects, not satisfying spatial constraint or intersecting with others. 

Therefore, we compute minimum intersection ratio between the two detections in order to 

select redundant detections as follows:  

𝐼𝑠 = min (
𝐴𝑖
𝐴1
,
𝐴𝑖
𝐴2
) (4.13) 

where 𝐴𝑖 is the intersection area of the detection areas 𝐴1 and 𝐴2. The other feature of dual 

designated detection is the similarity of other detection that is already associated by two-

phase association. Therefore, we compute the appearance similarity measure between two 

detections by means of histogram, HOG features and size as follows: 

𝐴𝑠 = √𝑃ℎ𝑖𝑠𝑡𝑃𝐻𝑂𝐺𝑃𝑠𝑖𝑧𝑒
3

 (4.14) 

where 𝑃ℎ𝑖𝑠𝑡, and 𝑃𝐻𝑂𝐺  are histogram, HOG cross correlation distance and 𝑃𝑠𝑖𝑧𝑒 is the size 

distance between two detections. Finally, the two-threshold method is applied as follows: 

𝐷𝐶𝑠 = {
0 , 𝑖𝑓 𝐴𝑠 > 𝛿1 and 𝐼𝑠 > 𝛿2 
1, otherwise                            

 (4.15) 

where 𝐷𝐶𝑠 ∈ {0,1} is the detection correlation result. 0 means not correlated and 1 means 

correlated. 𝛿1 and 𝛿2 are the appearance similarity and intersection thresholds. The appear-

ance similarity threshold is tuned according to features used in appearance model. Intersec-

tion threshold is set to 0.8 since correlated detections are close enough to each other. Corre-

lated detections are labeled as a false positive and eliminated. 
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In the second step, we use foreground extraction to eliminate false positive detections.  In 

CIGT framework, we choose multi-layer background subtraction proposed in [74] which 

uses local texture feature represented by local binary patterns and photometric invariant col-

or measurement in RGB color space. Since these texture and selected color feature are illu-

mination invariant, [74] can handle local illumination changes. Therefore, it provides less 

noisy results as shown in Figure 10. 

  

Figure 10: Multi-Layer Background Subtraction [74] Results 

If detection is not identified by two-phase association and foreground area in detection is 

small, detection is labelled as false positive. 

In the last stage, confirmation-by-classification method in [9] is used. According to [9], if 

tracked object is not updated by detection responses for a certain number of frames, then 

tracked object is eliminated. Detection correlation and foreground extraction are designed to 

eliminate false positive from current detection responses. However, Confirmation-by-

Classification [9] method aims to eliminate false positives that are labelled as a true positive 

in previous frames. 

4.4 AdaBoost Online Learning Model  

In CIGT framework, we use the Real-AdaBoost algorithm [60] as a learning model to deter-

mine appearance similarity between two instances and compute confidence score of similari-

ty measure. Our model takes two instances as the input and performs a binary classification 

for these instances. Confidence score is calculated by Equation 4.8.  
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AdaBoost algorithm creates one strong hypothesis from several weak hypotheses. In CIGT 

framework, the training samples are collected based on method in [5] by using spatial con-

straint based on the fact that object cannot be at two locations in the same frame. After two-

phase association, we collect training samples from only associated objects. Negative sam-

ples are created from two associated objects which are spatially separated from each other. 

For instance, as shown in Figure 11, four tracklets are associated by two-phase association. 

T2 and T3 are too far away from each other and these detections corresponding to T2 and T3 

are used to create negative samples. Also, we build discriminative set for each tracklet by 

using method in [5]. For tracklet Ti , Dj is built from Tj where Ti is far away from Tj in spatial 

domain. By using spatial constraint and discriminative set, we collect negative and positive 

samples and build weak hypothesis. 

T1

T2

T3

T4

 

Figure 11: Spatial-Temporal Constraint and collecting training samples 

Weak hypothesis consists of region covariance, HOG features and histogram similarity 

measures as follows: 

ℎ(𝐴𝑖, 𝐴𝑗) = [𝑝 ( 𝑓𝑅𝐺𝐵𝑖 ,  𝑓𝑅𝐺𝐵𝑗)  𝜎(𝐶𝑖, 𝐶𝑗) 𝑝 ( 𝑓𝑅𝐺𝐵𝑖 ,  𝑓𝑅𝐺𝐵𝑗)] (4.16) 

where ℎ(𝐴𝑖 , 𝐴𝑗) is the weak hypothesis,  𝑝 ( 𝑓𝑅𝐺𝐵𝑖 ,  𝑓𝑅𝐺𝐵𝑗), 𝜎(𝐶𝑖, 𝐶𝑗), and 𝑝 ( 𝑓𝑅𝐺𝐵𝑖 ,  𝑓𝑅𝐺𝐵𝑗) 

are the histogram, region covariance, and hog similarity measures between appearance mod-
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els 𝐴𝑖 and 𝐴𝑗. By using these weak hypotheses, AdaBoost algorithm builds a strong classifier 

as follows: 

𝐻(𝐴𝑖 , 𝐴𝑗) = ∑𝛼𝑘ℎ(𝐴𝑖, 𝐴𝑗)

𝐾

𝑘=1

 (4.17) 

where 𝛼𝑘 are the parameters to be estimated, 𝐻 is a strong hypothesis, and ℎ is a weak hy-

pothesis. In our model, we aim to estimate 𝛼𝑘 parameters by minimizing the loss function. 

The loss function in AdaBoost is defined as follows: 

𝑍 =∑𝑤𝑖
0𝑒−𝑦𝑖𝐻(𝑥𝑖)

𝑖

 (4.18) 

where 𝑍 is the loss function, 𝑤0 is the initial weight. Our aim is to find a strong hypothesis 

𝐻(𝑥) that minimizes loss function 𝑍, where  𝐻(𝑥) is obtained sequentially adding new weak 

hypothesis. Our goal is to minimize 𝑍 at k-th round as follows: 

𝑍𝑘 =∑𝑤𝑖
𝑘𝑒−𝑦𝑖𝛼𝑘ℎ𝑘(𝑥𝑖)

𝑖

 (4.19) 

At each round, we update the sample weights with respect to 𝛼𝑘 and ℎ𝑘. Algorithm 2 sum-

marizes the learning appearance model.  

Algorithm 2: AdaBoost Online Learning Appearance Model Algorithm 

             𝜷+ = {(𝒙𝒊, +𝟏)}: Positive samples 

Input:  𝜷− = {(𝒙𝒊, −𝟏)}: Negative samples 

           𝑭 = {𝒉(𝒙𝒊)}: Weak hypothesis pool 

1. Set 𝒘𝒊 =
𝟏

|𝜷+∪𝜷−|
  

2. for t = 1 to T do 

3.     for k = 1 to K do 

4.        𝒓 = ∑ 𝒘𝒊𝒚𝒊𝒉𝒌(𝒙𝒊)𝒊  

5.       𝜶𝒌 =
𝟏

𝟐
𝑰𝒏(

𝟏+𝒓

𝟏−𝒓
) 

6.     end for 

7.   Choose 𝒌∗ = 𝒂𝒓𝒈𝐦𝐢𝐧𝒌∑ 𝒘𝒊𝒆
−𝜶𝒌𝒚𝒊𝒉𝒌(𝒙𝒊)

𝒊  

8.   Set 𝜶𝒌 = 𝜶𝒌∗ and 𝒉𝒕 = 𝜶𝒌∗ 
9.   Update 𝒘𝒊 = 𝒘𝒊𝒆

−𝜶𝒌𝒚𝒊𝒉𝒌(𝒙𝒊) 

10.   Normalize 𝒘𝒊 
11. end for 

Output: 𝑹𝒂 = 𝑯(𝒙) = 𝒔𝒊𝒈𝒏(∑ 𝜶𝒕𝒉𝒕(𝒙))
𝑻
𝒕=𝟏  
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Once classification is performed and AdaBoost binary classification result is obtained, con-

fidence score is calculated as follows: 

𝑆𝑐(𝐴𝑖, 𝐴𝑗) = {
−1,                                                                          𝑖𝑓 𝑅𝑎 =  −1

𝑒
−𝑐𝑐( 𝑓𝑅𝐺𝐵𝑖 , 𝑓𝑅𝐺𝐵𝑗)𝜎(𝐶𝑖,𝐶𝑗)𝑐𝑐( 𝑓𝑅𝐺𝐵𝑖 , 𝑓𝑅𝐺𝐵𝑗) , 𝑖𝑓 𝑅𝑎 = +1

 (4.20) 

where 𝑆𝑐(𝐴𝑖, 𝐴𝑗) is confidence score, 𝑅𝑎 is the AdaBoost binary classification result. 

4.5 Conjoint Individual and Group Tracking Model  

Group has a structured and dynamic entity that may grow or shrink with merge or split 

events. Our starting point is that a person is actually a one-person group. Consequently, if we 

model the particle filter for a group, then we can use this method for the individual. Howev-

er, standard particle filter model does not provide such a dynamic properties. In this thesis, 

we propose new tracking mechanism based on particle filter so that we can track both groups 

and individuals. Figure 12 shows CIGT architecture. 

Particle Filter Based Model

Template 
Detection

Particle 
Advection

Multi-
Observation 

Model
Motion Model

Resample 
Particles

 

Figure 12: CIGT Architecture 
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In our proposed framework, we use Particle advection [3, 4], and Template Detector to ex-

tract information and input into Particle Filter based Model.  

In CIGT, we propose a new observation model named multi observation shown in Figure 13. 

This model provides us to detect merge and split events for tracked group. 

xt
xt xt+1xt+1

yt yt+1

yt
outyt

in
yt+1

in
yt+1

out

 

Figure 13: CIGT Multi-Observation Model 

As described in section 3,  in-group is defined as a group that a person identifies him/herself 

as being a member and out-group is defined as a group that individual does not identify 

him/herself as a member in sociology. In CIGT, we define in-group as individuals who be-

long to that group and out-group is the individuals who are not part of that group and apply 

this definition into a multi observation model as shown in  Figure 13, where the observation 

model consists of in-group (yt
in), out-group (yt

out) observations and similarity measure (yt). 

In CIGT, each person area in group has in-group measure and out-group measure. In-group 

measure is used to identify whether person is part of group or not and out-group measure 

identifies whether person is part of group or not. This model provides us dynamic model by 

detecting merge and split events for the tracked group and described in the following section. 

4.5.1 Multi-Observation Model 

Since a group may grow or shrink with merge and split events, we need to model these group 

dynamics in order to track groups. People in a group share similar characteristics as a result 

of unity property. Also, [59] states that interaction possibility increases while people get 

closes to each other. Since group member has interaction between each other and shares the 

similar properties, they are expected to have similar velocities and keep close to each other.  
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The main idea behind the multi-observation model is to decompose standard particle filter 

observation model into disjoint observations. Since individual similarity and interaction with 

other people are disjoint, observation can be decomposed into as the person similarity and 

interaction measure with the other people as follows: 

𝑃(𝑦𝑡|𝑥𝑡) = 𝑝(𝑦𝑡
𝑖, 𝑦𝑡

𝑠|𝑥𝑡) = 𝑝(𝑦𝑡
𝑖|𝑦𝑡

𝑠, 𝑥𝑡)𝑝(𝑦𝑡
𝑠|𝑥𝑡)  (4.21) 

where 𝑦𝑡
𝑖 is the observation for interaction with other people, 𝑦𝑡

𝑠 is the individual similarity 

observation. Due to the independency of similarity and interaction observations between 

each other, we obtain: 

𝑃(𝑦𝑡|𝑥𝑡) = 𝑝(𝑦𝑡
𝑖|𝑥𝑡)𝑝(𝑦𝑡

𝑠|𝑥𝑡) (4.22) 

The multi-observation model also decomposes interaction observation into in-group and out-

group observations. In-group observation evaluates the interaction between each person in 

specific group and other people in this group while out-group observation performs the inter-

action evaluation between each person in specific group and other people not belonging to 

this group. Since the evaluation for each person in group is performed with two disjoint set 

of people, we can decompose interaction observation as follows: 

𝑝(𝑦𝑡
𝑖|𝑥𝑡) = 𝑝(𝑦𝑡

𝑖𝑛, 𝑦𝑡
𝑜𝑢𝑡|𝑥𝑡) = 𝑝(𝑦𝑡

𝑖𝑛|𝑦𝑡
𝑜𝑢𝑡, 𝑥𝑡)𝑝(𝑦𝑡

𝑜𝑢𝑡, 𝑥𝑡) (4.23) 

𝑝(𝑦𝑡
𝑖|𝑥𝑡) = 𝑝(𝑦𝑡

𝑖𝑛|𝑥𝑡)𝑝(𝑦𝑡
𝑜𝑢𝑡 , 𝑥𝑡) (4.24) 

After performing these decompositions, observation model becomes: 

𝑃(𝑦𝑡|𝑥𝑡) = 𝑝(𝑦𝑡
𝑖𝑛|𝑥𝑡)𝑝(𝑦𝑡

𝑜𝑢𝑡, 𝑥𝑡)𝑝(𝑦𝑡
𝑠|𝑥𝑡) (4.25) 

In-group observation 𝑝(𝑦𝑡
𝑖𝑛, 𝑥𝑡) is a measure of degree of belonging to a specific group. Out-

group observation 𝑝(𝑦𝑡
𝑜𝑢𝑡, 𝑥𝑡) is a measure of degree of not belonging to a specific group. 

Since group member share similar characteristics and interact each other due to unity and 

interaction features, it is expected from group member to exhibit similar velocity, motion 

direction and close to each other.  

In multi-observation model, we use the direction similarity of individuals, and closeness de-

gree in order to compute in-group and out group weights. Direction similarity can be meas-
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ure as a function of angle between two motion vectors belonging to two individuals. There-

fore, direction similarity and closeness degree are computed as follows: 

𝑤𝑥,𝑦
𝜃 =

1 + cos 𝜃

2
 (4.26) 

𝑤𝑥,𝑦
𝑑 = 𝑒

−
𝑑

min
𝑠
(𝑠.𝑤𝑖𝑑𝑡ℎ,𝑠.ℎ𝑒𝑖𝑔ℎ𝑡)

 
(4.27) 

where 𝜃 is the angle between individual x and y, 𝑑 is the distance between individual x and 

y, and 𝑠 is the list of all individuals detected in first frame and minimum value of width and 

height values belonging to 𝑠 is used to normalize distance between individuals. Interaction 

weight is computed as follows: 

𝑤𝑥,𝑦
𝑖 = 𝑤𝑥,𝑦

𝜃 𝑤𝑥,𝑦
𝑑  (4.28) 

Initially, in-group and out-group measures are set to 𝑤𝑖 such that 𝑤𝑖 < 0 and updated as fol-

lows: 

𝑤𝑥,𝑦
𝑔
= {

 0,    𝑖𝑓 𝑤𝑥,𝑦
𝑑 > 𝑤𝑑   𝑜𝑟 𝑤𝑥,𝑦

𝜃 > 𝑤𝜃 

𝑤𝑥,𝑦
𝑖 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                         

 (4.29) 

where  𝑥 ∈ 𝑃𝑖𝑛, g ∈ {𝑖𝑛, 𝑜𝑢𝑡}, 𝑦 ∈ 𝑃𝑖𝑛 and 𝑥 ≠ 𝑦 if 𝑔 = 𝑖𝑛 or 𝑦 ∈ 𝑃𝑜𝑢𝑡 if 𝑔 = 𝑜𝑢𝑡 , 𝑃𝑖𝑛 is 

the set of people in the group, 𝑃𝑜𝑢𝑡 is the set of people in out-group,  𝑤𝑥,𝑦
𝑔

 is the weight for 

particles belonging to individual x with respect to individual y, 𝑑𝑥,𝑦 is the Euclidian distance 

between individual x and y for all particle, 𝑤𝑑 and 𝑤𝜃 are the threshold values of closeness 

degree and direction similarity. Since 𝑤𝑥,𝑦
𝑑  is computed with respect to the normalized dis-

tance, we set 𝑤𝑥,𝑦
𝑑 = 𝑒−1. Since for direction similarity, people in group should not head to 

opposite directions, implying that the angle between individual’s directions vectors 𝜃 should 

not be greater than 𝜋 2⁄ . Therefore, the 𝑤𝜃 is computed by taking 𝜃 = 𝜋 2⁄  so 𝑤𝜃 = 0.5. 

After the calculation of in-group and out-group weights, it is needed to refine the in-group 

and out-group weights for each particle since some individuals connect to others indirectly. 

Therefore, we update the weights if wx,y
g
= 0 but there is an individual z for which wx,z

g
>

wθwd and wz,y
g
> wθwd. In this case, we set wx,y

g
= wz,y

g
 as x is connected to y through z.. 
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For example, in Figure 14, for persons A, B and C where wA,B
g
> 0, wA,C

g
= 0 and wB,C

g
> 0. 

In this case, we can say that A is connected to C through B and update the weight between A 

and C accordingly 

A

B

C

D

 

Figure 14: Undirected Graph for Weight Refinement in CIGT 

After creating undirected graph for objects in group, we update weight table as follows: 

 A B C D 

 

 A B C D 

A 1 1 0 0 A 1 1 1 0 

B 1 1 1 0 B 1 1 1 0 

C 0 1 1 0 C 1 1 1 0 

D 0 0 0 1 D 0 0 0 1 

Figure 15: Weight Table for Refinement process in CIGT 

Refinement is an iterative process and continues until there are no further connections be-

tween the nodes. As a result of this process, all edges between nodes are created and weights 

are calculated according to the weight table. 

After refinement of all individual’s in-group and out-group weights, 

event 𝑒 ∈ {𝑀𝑒𝑟𝑔𝑒, 𝑆𝑝𝑙𝑖𝑡, 𝑁𝑜𝑛𝑒} is decided as follows: 

𝐸(𝑥; 𝑦, 𝑧) = {

𝑆𝑝𝑙𝑖𝑡, 𝑖𝑓  𝑤𝑥,𝑦
𝑖𝑛 = 0

𝑀𝑒𝑟𝑔𝑒, 𝑖𝑓 𝑤𝑥,𝑧
𝑜𝑢𝑡 > 0

𝑁𝑜𝑛𝑒,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (4.30) 
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where 𝑥, 𝑦 ∈ 𝑃𝑖𝑛, 𝑧 ∈ 𝑃𝑜𝑢𝑡, 𝑃𝑖𝑛 is the set of people in the group, 𝑃𝑜𝑢𝑡 is the set of people in 

out-group. Function E detects the split event between individual x and y, merge event be-

tween individual x and z. The individual similarity observation 𝑝(𝑦𝑡
𝑠|𝑥𝑡) is calculated with 

L2-norm. 

4.5.2 Motion Model 

Similar to [7, 43], there are two sources used in the motion model of CIGT: particle advec-

tion and template detector. Basically, the static particles are created and distributed on the 

scene and then dense optical flow is calculated for each particle in order to analyze major 

motion in the scene. It is mainly used in flow extraction and stability analysis [3, 4] and has 

been shown to be an effective method to obtain motion information in crowded scenes. As 

template detector, correlation coefficient is used. Consequently, motion model in CIGT is 

formulated as follows: 

𝜋(𝑋𝑡+1|𝑋0:𝑡) = 𝛼𝜋𝐷𝑒𝑡(𝑋𝑡+1|𝑋𝑡) + (1 − 𝛼)𝜋𝑃𝐴(𝑋𝑡+1|𝑋0:𝑡, 𝑦0:𝑡+1) (4.31) 

where 𝜋𝑃𝐴(𝑋𝑡+1|𝑋𝑡) and 𝜋𝐷𝑒𝑡(𝑋𝑡+1|𝑋𝑡) are hypothesizes that generate motion vector with 

the particle advection, and the template detector, respectively. The 𝛼 is a parameter that de-

termines the relative weights of the particle advection based model and the detector model. 

In CIGT, the linear dynamic model in [7, 43] is used. 

𝑥𝑡+1
𝑘 = 𝐴𝑥𝑡

𝑘 + 𝑛𝑔 , 𝐴 = [

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

] (4.32) 

where A is the particle dynamics, 𝑥𝑡
𝑘 is the group state at time t and 𝑛𝑔 is Gaussian noise.  In 

CIGT tracking model, object state is composed of position and velocity for both groups and 

individuals, 𝑥𝑡 = [𝑝𝑥  𝑝𝑦 𝑣𝑥 𝑣𝑦]. The velocities [𝑣𝑥  𝑣𝑦] are calculated by using both particle 

advection and template matching.   

One of the biggest challenges in particle advection model is to calculate object velocity. 

Since particles are distributed statically, we need to find reliable particles in order to com-

pute velocity. Three successive steps are used to choose these reliable particles:  
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(i) Distance filter 

(ii) Cross correlation with the optical flow  

(iii) Forward-backward optical flow [19].  

(iv) Unreliable particle elimination 

Distance filter is used to choose the particles in or very close to the tracked object. In cross 

correlation with optical flow, these particles are moved by using forward Lucas-Kanade op-

tical flow [75]. 𝜔 × 𝜔 rectangles are taken from the current and following frames. Then, 

template match measure is computed for each particle. We only keep particles whose match-

ing score is high. Forward-backward optical flow method in [76] is applied for retained par-

ticles shown in Figure 16.  

Forward Optical Flow

Backward Optical Flow
 

Figure 16: Forward- Backward Optical Flow Validation 

In forward-backward optical flow method, particles are moved with forward optical flow, 

and then move back with backward optical flow. The distance between original position and 

forward-backward position of particle is computed as a distance error. We keep only parti-

cles whose distance error is very low. Finally, we propose unreliable particle elimination 

method in order to choose particle whose motion history is consistent. This method provides 

us to select correct particle when occlusion event occurs. In this method, velocity vector be-

longing to each racked object is kept for some frame and estimate similarity measure current 

velocity vector according to velocity vector history. We choose only particles whose velocity 

vector is consistent with tracked object’s motion history. After choosing particles according 

these four methods, 𝜋𝑃𝐴(𝑋𝑡+1|𝑋𝑡) computes the velocity vector by using these particles. The 

template detector model 𝜋𝐷𝑒𝑡(𝑋𝑡+1|𝑋𝑡) calculates [𝑣𝑥 𝑣𝑦] by estimating the next state of the 

object with detection.  
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The detector model πDet(Xt+1|Xt) uses the correlation coefficient template matching and 

calculates [vx vy]. Template matching is defined as follows:  

𝑅(𝑥, 𝑦) = ∑
(𝑇(𝑥′, 𝑦′) −

1

𝑤. ℎ
∑ 𝑇(𝑥′

′
, 𝑦′′)

𝑥′′,𝑦′′

)

. 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′)
𝑥′,𝑦′

 (4.33) 

where I is the input image, T is the template to be found, R is the result of correlation coeffi-

cient template matching, w and h are width and height of the template respectively. 

One of our contributions is the α parameter. Unlike [7, 43], α parameter is dynamic and 

changing with respect to the group density. When α parameter increases, contribution of 

detector to motion model increases as well. Therefore, α~mmeasure and mmeasure is the 

matching measure. Also, mmeasure should be in [min, max] range. Figure 17 shows relation-

ship between α and mmeasure. 

A
lp

h
a

Matching Score

1

maxmin 1

 

Figure 17: Graph of Alpha versus Matching score 
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If we formalize this graph, then we can obtain that 

𝛼~
𝑚𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − 𝑚𝑚𝑖𝑛
𝑚𝑚𝑎𝑥 − 𝑚𝑚𝑖𝑛

 (4.34) 

We know that particle advection will give us better results while number of people in group 

increases. However, we also need to take closeness between people in the group into ac-

count. If the number of people is high but people are not close and can be extracted separate-

ly, then detector gives us good results as well. Also, tracking individually will be more effec-

tive. Figure 18 shows these people state in group. 

  

(a) Separated People (b) Occluded People 

Figure 18: People closeness types. (a) Separated People (b) Occluded People 

 In order to address this case, we define complexity factor for group as follows: 

𝑐𝑔 =
𝑛𝑝𝑒𝑜𝑝𝑙𝑒

𝑛𝑏𝑙𝑜𝑏
 (4.35) 

where cg is the complexity of the group, npeople is the number of people in the group and 

nblob is the number of blobs in the group. 

As mentioned earlier, particle advection will give us better result with increasing group 

complexity. Therefore, we can define α~1 cg⁄ . Our α parameter changes as follows: 
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𝛼 =
𝑚𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − 𝑚𝑚𝑖𝑛
𝑐𝑔(𝑚𝑚𝑎𝑥 − 𝑚𝑚𝑖𝑛)

 (4.36) 

where 𝑚𝑚𝑖𝑛 is the minimum acceptable matching measure  and 𝑚𝑚𝑎𝑥 is the maximum 

matching measure, m is the calculated matching measure between object and the detected 

template. Using 𝑚𝑚𝑖𝑛 and 𝑚𝑚𝑎𝑥 allows normalizing 𝛼 parameter into the range [0-1]. 

4.5.3 Particle Resampling 

The other important step other than motion model and observation model is the resampling 

of particles. In CIGT, we use a dynamic particle generation method that we developed. 

In the standard particle filter, the number of particles is set once and does not change during 

tracking. However, since groups are dynamic entities and group sizes may change with 

merge and split events, particle size will not be sufficient while group size increases. CIGT 

tracking model proposes a dynamic particle generation method which changes the number of 

particles with respect to the number of detected persons. 

Standard particle filter uses sequential importance, evaluates the tracked area as a single-

piece and resamples the particles according to the best observation. Instead, we find the best 

observations for all person regions in the tracked group and resample the particles according 

to them. The number of particles is computed dynamically during tracking as follows:  

𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝. 𝑛 (4.37) 

where p is the number of particles for one person, n is the number of people in the tracked 

area and 𝑝𝑡𝑜𝑡𝑎𝑙is the number of particles to be used in CIGT. 

4.5.4 State Estimate 

State estimate in CIGT is performed for both groups and individuals. Confidence score in 

AdaBoost online learning model is used to compute similarity score for each individual in a 

group. Group similarity measure is computed as follows: 
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𝑆𝑒𝑠𝑡 =
∑ ∑ 𝐴𝑑𝑎𝑏𝑜𝑜𝑠𝑡𝑆𝑐𝑜𝑟𝑒(𝑝𝑖, 𝑞𝑗)

𝑁
𝑗=1

𝑁
𝑖=1

𝑁
 (4.38) 

where 𝑆𝑒𝑠𝑡 is the state estimate for group or individual, and 𝑁 is the number of individuals in 

the group. Also, confidence score for all individuals in a group should be positive. The pow-

er of state estimation comes from online learning model and using not only color information 

but also texture and shape information in order to distinguish individuals. State estimate pro-

cedure is summarized in Algorithm 3. 

Algorithm 3: CIGT Framework State Estimation Algorithm 

Input: 𝑮𝟏: Tracked Object in current frame, 𝑮𝟐: Tracked Object in previous frames  

 𝒊𝒇 𝑮𝟏. 𝒔𝒊𝒛𝒆 ≠ 𝑮𝟐. 𝒔𝒊𝒛𝒆 

    𝒓𝒆𝒕𝒖𝒓𝒏 𝟎 

  𝒆𝒍𝒔𝒆 

    𝑵 ← 𝑮𝟏. 𝒔𝒊𝒛𝒆 

  𝒆𝒏𝒅 

  𝑺𝒆𝒔𝒕 ← 𝟎 

  𝑭𝒐𝒓 𝒆𝒂𝒄𝒉 𝒊𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍 𝒑 ∈  𝑮𝟏 

   𝑭𝒐𝒓 𝒆𝒂𝒄𝒉 𝒊𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍 𝒒 ∈  𝑮𝟐   

      𝑺 ← 𝑨𝒅𝒂𝒃𝒐𝒐𝒔𝒕𝑺𝒄𝒐𝒓𝒆(𝒑, 𝒒) 
      𝒊𝒇 𝑺 > 𝟎 

        𝑺𝒆𝒔𝒕 ← 𝑺𝒆𝒔𝒕 + 𝑺 

     e𝒍𝒔𝒆 

        𝒓𝒆𝒕𝒖𝒓𝒏 𝟎 

     𝒆𝒏𝒅 

   𝒆𝒏𝒅 

  𝒆𝒏𝒅 

 𝑺𝒆𝒔𝒕 ← 𝑺𝒆𝒔𝒕/𝑵 

Output: State estimation measure 𝑺𝒆𝒔𝒕 
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CHAPTER 5 

 

5. EXPERIMENTS AND RESULTS 

 

In this chapter, we experimentally evaluate the proposed CIGT framework and compare the 

results against those of the state-of-art on different datasets. Recall that CIGT framework 

proposes a Multi-Observation Model which allows evaluating social interactions in groups 

with merge and split events. Also, CIGT framework evaluates the group crossing in event 

evaluation. We assume that the videos are captured by stationary cameras and datasets are 

chosen accordingly. 

Our experiments consist of four main parts. In the first part, we conduct experiments to 

obtain results with individual and group tracking metrics and evaluate these results with 

other researches in state-of-art. Secondly, we investigate the effects of person detection 

errors on proposed framework by simulating the person detection with different error ratio. 

Thirdly, we evaluate the dynamic parameter used in motion model by comparing edge values 

of this adaptive parameter. In the final part, we provide the performance result of the 

proposed framework, discuss these results and make a suggestion about how to improve 

performance with respect to the memory utilization and time. 

5.1 Dataset  

One of the biggest challenges is the limited number of datasets which can be used to evaluate 

individual and group tracking. We selected the datasets to be used by considering following 

criteria: 

(i) Dataset shall include scenarios with merge and split events. 

(ii) Dataset shall include scenarios with dense groups. 

(iii) Dataset can be used in comparisons with the state-of-art frameworks in the literature. 
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Under these considerations, we use the datasets shown in Table 2 in our experiments. 

Table 2: Datasets used in experiments 

Dataset Number of Videos 

FM Dataset Synthetic [7, 43] 25 

FM Dataset Real [7, 43] 13 

BIWI Dataset [58] 2 

PETS 2009 [77] 6 

Total 46 

 

The proposed method is tested with 4 datasets: Friends Meet (FM) Synthetic and Real [7, 

43], BIWI [58], and PETS 2009 [77]. FM and BIWI datasets include ground-truth infor-

mation. In our experiments, we simulate the person detector for FM and BIWI datasets in 

same way with [7, 43] by generating detections from the ground-truth with a false positive 

and false negative of 20% and adding spatial Gaussian noise. Also, we used real a person 

detector [78] in order to evaluate PETS 2009 so that we can observe results with implement-

ed person detector. For group evaluation in PETS 2009 dataset, we annotate group ground 

truth from individual group truth [77] and evaluation was performed with both these group 

and individual ground truth data. 

The FM dataset [7, 43] consists of 53 sequences with 16286 frames including both synthetic 

and real scenarios. The synthetic set contains 18 easy scenarios (1-2 events and 2-6 individu-

als), and 10 hard scenarios (multiple events and 8 – 10 individuals). FM Synthetic dataset 

aims to capture group events without a complex object representation. Individuals are repre-

sented with simple colored circles as shown in Figure 19. 
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Figure 19: FM Synthetic dataset [7, 43] object representation 

The FM dataset [7, 43] real set consists of outdoor scenes where individuals meet and has a 

total of 15 sequences varying from 30 seconds to 1.5 minutes. The real scenarios contain 3-

11 individuals with multiple events shown in Figure 20.  

   

   

Figure 20: FM Real Dataset [7, 43] with multiple events 

In FM synthetic and real dataset [7, 43], there are 3 synthetic and 2 queue sequences respec-

tively which are excluded from our experiments since we focus on self-organizing groups. 

However, queue is a type of circumstantial group which is formed by some external forces 

[6].  
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In addition to FM dataset [7, 43], we conduct our tests on BIWI dataset [58] and PETS 2009 

dataset [77] in order to assess the performance of proposed method. These datasets also have 

outdoor scenarios but do not contain self-organizing groups. Grouping events (merge and 

split) rarely occurs due to lack of suitable dataset and since BIWI dataset [58] is used in [7, 

43] and Pets 2009 is tested with real person detector and its scenarios contain dense groups 

we conduct our experiments with these datasets.  

5.2 Evaluation Method 

As mentioned in Chapter 4, our CIGT framework is designed to track both individuals and 

groups. Therefore, we provide separate evaluation metrics for both individual and group 

tracking. 

In individual tracking evaluation, we use False Positive (FP) and False Negative (FN) rates 

[79], ID-switch (IDS) [80], Mean Square Error (MSE) and Rooted Mean Square Error 

(RMSE) of the estimated positions and their standard deviation, MOTP [26] and MSE of 

overlapping area ratio between ground truth data and tracking result. Table 3 shows the indi-

vidual tracking metrics used in evaluation of proposed tracking framework. 

Although Overlap-Ratio denotes how tracking result overlap with the ground truth, MSE 

(px) and RMSE (px) denote the positional errors. These metrics are calculated as follows: 

𝑀𝑆𝐸 =
(𝑥𝑖 − 𝑥𝐺𝑇)

2 + (𝑦𝑖 − 𝑦𝐺𝑇)
2

𝑛
 (5.1) 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 (5.2) 

𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝑟𝑎𝑡𝑖𝑜 =
𝑅𝐺𝑇 ∩ 𝑅𝑇𝑅
𝑅𝐺𝑇 ∪ 𝑅𝑇𝑅

 (5.3) 

𝐹𝑃 =
𝑛𝐹𝑃
𝑛𝐺𝑇

 (5.4) 

𝐹𝑁 =
𝑛𝐹𝑁
𝑛𝐺𝑇

 (5.5) 

𝑅𝑒 − 𝐼𝑛𝑖𝑡 =
𝑛𝑟𝑒𝑖𝑛𝑖𝑡
𝑛𝐺𝑇

 (5.6) 
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where n is the number of frames used in the evaluation, (𝑥𝑖, 𝑦𝑖) is the center of mass of 

tracker output, (𝑥𝐺𝑇 , 𝑦𝐺𝑇) is the center of mass of Ground Truth data, and 𝑅𝐺𝑇 and 𝑅𝑇𝑅 are 

the bounding rectangle area of individuals in ground truth and tracking result, respectively. 

The 𝑛𝐹𝑃 is total number of false positives, 𝑛𝐹𝑁 is the total number of false negatives, 𝑛𝐺𝑇 is 

the total number of individual in ground truth and, 𝑛𝑟𝑒𝑖𝑛𝑖𝑡 is the total number of re-

initialization from detection responses. 

Before starting to explain individual and group tracking metrics, we provide the definitions 

of some tracking terms. Object is labelled as false positive if tracker finds an object which is 

not associated to ground truth. However, object is labelled as false negative if object exits in 

ground truth but tracker cannot find it. Tracker may drift the tracked object in time and rei-

nitialize this object with detection responses. In this case, we increment re-initialization 

count and this metric shows us how well tracker models the motion pattern of object. 

Table 3: Individual Tracking Evaluation Metrics 

Metric Explanation Desired 

Value 

1 – FP Percentage of individuals not identified as a False positive 

over total number of tracked objects. 
Higher 

1 – FN Percentage of individuals not identified as a False negative 

over total number of tracked objects. 

Higher 

Re-Init The average re-initialization rate per track. Lower 

ID Switch The count of tracking result identified with a different ID 

in the previous frame. 
Lower 

MSE (px) Square of positional error of tracking result in pixels. Lower 

Overlap-Ratio Total overlapping ratio between tracking result and ground 

truth. 

Higher 

RMSE (px) Positional error of tracking result in pixels. Lower 

 

In our experiments, we evaluate groups in two ways: Detection and Tracking. For group de-

tection, we use the Group Detection Success Rate (GDSR) [7, 43], False Positive (FP) and 

False Negative (FN) rates [79]. In group evaluation, we use convex hull covering all individ-

uals in group. Therefore, in all group evaluation metrics, intersection operations are per-

formed on the intersections among convex hulls of groups. Table 4 shows the group detec-

tion metrics and their explanation. 
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Table 4: Group Detection Metrics 

Metric Explanation Desired 

Value 

1 – FP Percentage of groups not identified as a False positive over total 

number of tracked objects. 

Higher 

1 – FN Percentage of groups not identified as a False negative over total 

number of tracked objects. 

Higher 

GDSR Number of time the groups is detected correctly. Group is assumed to 

be detected correctly if at least 60% of its members are detected. 

Higher 

 

In group detection, FP and FN metrics are calculated by using equation 5.4 and 5.5, respec-

tively. GDSR is calculated as follows: 

𝐺𝐷𝑆𝑅 =
∑ ∑ 𝐺𝐷(𝑔𝑡

𝑖)𝑖𝑡

∑ 𝑔𝑡𝑡
, 𝑤ℎ𝑒𝑟𝑒 𝐺𝐷(𝑔) = {

1,
𝑛𝑑

𝑛𝑔⁄ ≥ 0.6

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   
 (5.7) 

where 𝑛𝑑 is the detected group members by tracker, 𝑛𝑔 is the total number of group mem-

bers, 𝑔𝑡
𝑖 is the group i at frame t, 𝑔𝑡 is the number of groups at frame t. 

In tracking of group, we use the Multi-Object Tracking Precision (MOTP) and Accuracy 

(MOTA) [81] metrics shown in Table 5.  

Table 5: Group Tracking Metrics 

Metric Explanation Desired 

Value 

MOTP Total error in estimated position for matched object-hypothesis 

pairs for all frames. 

Lower 

MOTA Percentage of tracking result without errors over total number of 

matched objects. 

Higher 

 

MOTP evaluates tracker by means of precise object position and estimates the total position 

error over all matched frames as follows: 

𝑀𝑂𝑇𝑃 =
∑ 𝑑𝑡

𝑖
𝑖,𝑡

∑ 𝑐𝑡𝑡
 (5.8) 
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where 𝑑𝑡
𝑖  is the distance between Ground Truth position and estimated position for object 

and 𝑐𝑡 is the number of matched frames for frame t. MOTA evaluates the accuracy of tracker 

by means of number of misses, false positives and mismatches as follows: 

𝑀𝑂𝑇𝐴 = 1 −
∑ (𝑚𝑡 + 𝑓𝑝𝑡 +𝑚𝑚𝑒𝑡)𝑡

∑ 𝑔𝑡𝑡
 (5.9) 

where 𝑚𝑡 is the number of misses, 𝑓𝑝𝑡 is the number of false positives, 𝑚𝑚𝑒𝑡 is the number 

of mismatches and 𝑔𝑡  is the number of objects in ground truth data for frame t. 

 

In our experiments, we calculate MOTP in meters by using Homography matrix. In FM 

dataset [7, 43] and BIWI dataset [58] we convert each detection position as follows: 

[ym xm zm]T = H ∙ [y x 1]T (5.10) 

where (x, y) is the pixel coordinate of tracked object, xm =
xm

zm
, ym =

ym

zm
 are the 

corresponding coordinate in meters. 

For PETS 2009 dataset [77], no Homography matrix was provided. However, we calculate 

this matrix by using the camera parameters for View 001. 

𝐻 =

[
 
 
 
 
 
𝑓 ∙ 𝑠𝑥

𝑑𝑝𝑥⁄ 0 𝐶𝑥

0
𝑓
𝑑𝑝𝑦⁄ 𝐶𝑦

0 0 1 ]
 
 
 
 
 

 (5.11) 

where (𝑓, 𝑠𝑥, 𝑑𝑝𝑥, 𝑑𝑝𝑦) composes 2x1 focal vector,  (𝐶𝑥, 𝐶𝑦) is the principal point. In our 

experiment, camera parameters for PETS 2009 dataset [77] are shown in Table 6. 

Table 6: Camera Parameters for View 001 in PETS 2009 Dataset [77] 

Camera parameter Value 

f 5.5549183034 

sx 1.0937855397 

dpx 0.0051273271277 

dpy 0.00465 

Cx 324.22149053 

Cy 282.56650051 
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5.3 Multi Object Tracking Evaluation 

In this section, we evaluate the performance of our proposed method against those of the 

state-of-art methods by means of metrics explained in section 5.2. In addition, we evaluate 

the each video scenario separately. 

Datasets can be classified into synthetic scenarios and real scenarios since synthetic and real 

scenarios have different visual representation of object. Therefore, we divide out multi object 

tracking evaluation into two parts. 

5.3.1 Results on synthetic scenarios 

In this part, we evaluate CIGT framework on FM synthetic data by comparing with DP2-

JIGT [43] and DEEPER-JIGT [7]. Table 7 shows the results on FM synthetic dataset. 

Table 7: Results on the FM synthetic dataset excluding queue sequences 

 MSE [px]  

(std) 

1-FP 1-FN GDSR MOTP [px] MOTA 

CIGT 3.43 

(3.95) 
94.79% 90.37% 90.26% 2.37 86.36% 

DP2-JIGT [43] 1.75 

(4.76) 
93.98% 91.28% 86.91% 16.72 71.57% 

DEEPER-JIGT [7] 2.28 

(5.08) 
93.12% 81.01% 78.18% 18.16 53.42% 

 

In Table 7, only the MSE (px) is an individual tracking metric while others are group evalua-

tion metrics. CIGT framework uses both template detector and particle advection to model 

the motion and adjusts weights automatically according to the group density. In individual 

tracking, since template detector has a higher weight than particle advection, CIGT frame-

work is affected by detection noises more than both DP2-JIGT [43] and DEEPER-JIGT [7] 

and has higher MSE compared to DP2-JIGT [43] and DEEPER-JIGT [7]. However, it out-

performs DP2-JIGT and DEEPER-JIGT for group detection and tracking. Only DP2-JIGT 

[43] has slightly higher than our proposed CIGT framework since DP2-JIGT [43] models 

group in an online fashion. However, as a result of false positive elimination mechanism and 

evaluation of closeness and motion direction in multi-observation model, CIGT framework 

has slightly better performance for 1-FP and GDSR metrics. Also, as a result of strength of 

particle advection, CIGT framework is better to model the group motion and has lower 

MOTP than other works in state of art. Because of two-phase association and false positive 
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elimination, CIGT framework has better ID switch, false positive and false negative results 

on individual tracking shown in Table 8. As a result, a CIGT framework has better MOTA 

compared to DP2-JIGT [43] and DEEPER-JIGT [7]. 

According to Table 8, CIGT framework is not affected with respect to different FM Dataset 

[7, 43] synthetic scenarios for individual tracking. Because of false positive elimination 

mechanism in CIGT framework, there is no significant difference between 1-FP metric of 

different scenarios compared to 1-FN metric. Due to object representation of FM Dataset [7, 

43] synthetic (one-colored circle shown in Figure 19), region covariance and HOG features 

are not effective on appearance model. Objects in synthetic scenarios are similar to each oth-

er with aspect of shape and texture. Therefore, color histogram is dominant feature to dis-

criminate object from each other for FM Dataset [7, 43] synthetic scenarios. As a result of 

this, ID switch count increases in some scenarios where objects are very close to each other. 

The other interesting metric is the standard deviation of MSE and RSME. All standard devia-

tion metrics are close to each other for all FM Dataset [7, 43] synthetic scenarios. Recall that 

template match is more effective than particle advection in motion model for individual 

tracking and this causes that individual tracking results are more sensitive to detection noise. 

Since tracking results for all individuals are affected by detection noise at the close rate, we 

obtain standard deviation metric that is close to each other for all individual tracking result. 

Group detection and tracking results for all FM Dataset [7, 43] synthetic scenarios are shown 

in Table 9. As a result of false positive elimination mechanism in CIGT framework, 1-FP 

metric is less affected compared to 1-FN metric. In some scenarios (Hard4 and Merge5 in 

Table 9), 1-FN metric decreases to below 80%. Ground truth data is generated according to 

mostly distance between objects. However, in CIGT framework, we consider not only dis-

tance but also direction angle between objects. Therefore, in some cases, our framework de-

tects split event and form new groups while there is no split event and group change in 

ground truth data. As a result of this, our 1-FN metric decreases in some cases. Also, MOTA 

and MOTP (px) are also very good as a result of individual tracking performance. 
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Table 8: CIGT Framework detailed result on FM Dataset [7, 43] synthetic scenarios for 

individual tracking 

Video 1-FP 1-FN Re-

Init 

IDS Overlap-

Ratio 

MSE MSE 

std 

RMSE RMSE 

std 

Hard1 93.78% 92.17% 0.06% 30 0.69 3.34 3.80 1.56 0.96 

Hard2 95.00% 92.64% 0.07% 10 0.69 3.55 4.09 1.61 0.98 

Hard3 93.19% 93.56% 0.06% 9 0.69 3.52 4.04 1.59 0.99 

Hard4 94.80% 93.30% 0.05% 9 0.69 3.54 4.00 1.61 0.97 

Hard5 94.45% 93.75% 0.05% 15 0.69 3.48 3.99 1.59 0.97 

Hard6 94.90% 94.75% 0.05% 8 0.69 3.37 3.86 1.57 0.95 

Hard7 94.95% 87.05% 0.05% 31 0.69 3.44 3.93 1.59 0.96 

Hard8 93.13% 92.19% 0.06% 20 0.69 3.42 4.01 1.57 0.98 

Hard9 94.00% 92.10% 0.05% 30 0.69 3.49 4.16 1.58 1.00 

Hard10 93.15% 91.25% 0.05% 35 0.69 3.41 3.92 1.57 0.97 

Merge1 93.38% 93.75% 0.00% 4 0.70 3.19 3.66 1.54 0.91 

Merge2 95.75% 94.00% 0.00% 21 0.69 3.28 3.65 1.57 0.91 

Merge3 93.25% 94.38% 0.00% 4 0.69 3.41 3.94 1.58 0.96 

Merge4 93.88% 94.50% 0.00% 2 0.67 3.55 4.00 1.62 0.97 

Merge5 93.60% 92.00% 0.00% 30 0.69 3.33 3.75 1.57 0.94 

Opposite1 94.38% 95.25% 0.00% 0 0.68 3.62 4.08 1.64 0.97 

Opposite2 93.63% 94.50% 0.00% 0 0.69 3.50 4.10 1.59 0.99 

Opposite3 94.92% 95.50% 0.00% 0 0.70 3.23 3.61 1.55 0.91 

Opposite4 93.00% 94.75% 0.00% 0 0.68 3.63 4.06 1.63 0.98 

Opposite5 93.67% 94.83% 0.00% 0 0.69 3.43 4.16 1.56 0.99 

Split1 95.13% 96.00% 0.00% 0 0.69 3.22 3.74 1.53 0.93 

Split2 94.00% 93.63% 0.00% 16 0.69 3.52 4.19 1.60 0.99 

Split3 94.38% 92.25% 0.00% 28 0.69 3.51 4.16 1.60 0.97 

Split4 91.90% 88.70% 0.00% 20 0.70 3.45 4.10 1.58 0.98 

Split5 94.00% 89.60% 0.00% 33 0.69 3.34 3.83 1.56 0.95 

Average 94.01% 94.11% 0.02% 14.20 0.69 3.43 3.95 1.58 0.96 

 

 



56 

 

Table 9: CIGT Framework detailed result on FM Dataset [7, 43] synthetic scenarios for 

group detection and tracking 

Video 1-FP 1-FN MOTP (px) MOTA GDSR 

Hard1 88.73% 84.92% 3.14 85.94% 84.92% 

Hard2 93.03% 91.04% 2.29 87.64% 91.04% 

Hard3 87.28% 84.05% 3.32 86.75% 84.05% 

Hard4 98.33% 97.50% 2.40 88.10% 97.50% 

Hard5 86.53% 75.16% 2.26 88.20% 74.68% 

Hard6 93.66% 95.15% 2.35 89.65% 94.96% 

Hard7 96.36% 91.06% 2.46 82.00% 90.89% 

Hard8 96.75% 96.25% 2.54 85.31% 96.25% 

Hard9 89.09% 82.21% 2.51 86.10% 82.21% 

Hard10 92.23% 87.45% 2.76 84.40% 87.45% 

Merge1 97.79% 97.06% 1.97 87.13% 97.06% 

Merge2 92.51% 80.52% 2.18 89.75% 80.52% 

Merge3 98.00% 97.50% 2.40 87.63% 97.50% 

Merge4 93.52% 98.98% 2.53 88.38% 98.98% 

Merge5 94.31% 78.93% 2.88 85.60% 78.26% 

Opposite1 99.00% 98.50% 2.26 89.63% 98.50% 

Opposite2 99.75% 97.00% 2.41 88.13% 97.00% 

Opposite3 100.00% 99.50% 2.00 90.42% 99.00% 

Opposite4 NA NA NA 87.75% NA 

Opposite5 100.00% 99.00% 2.10 88.50% 99.00% 

Split1 96.77% 97.85% 2.00 91.13% 97.13% 

Split2 97.50% 97.00% 2.02 87.63% 97.00% 

Split3 93.53% 86.47% 1.93 86.63% 86.47% 

Split4 92.75% 92.75% 2.12 80.60% 92.27% 

Split5 95.70% 90.73% 2.34 83.60% 90.73% 

Average 94.71% 91.52% 2.38 87.06 91.39 
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5.3.2 Results on real scenarios 

Evaluation on real datasets is performed on three different sets: FM [7, 43], BIWI [58] and 

Pets 2009 [77]. All three sets have different properties and challenges. However, most con-

siderable dataset is the real part of FM dataset [7, 43] since it provides so many group events 

in scenarios. Table 10 shows the group evaluation on real part of FM Dataset [7, 43]. 

Table 10: Results on the real FM dataset excluding queue sequences for group detec-

tion and tracking 

 1-FP 1-FN GDSR MOTP [m] MOTA 

CIGT 97.40% 95.81% 95.81% 0.07 94.79% 

DP2-JIGT [43] 97.81% 97.54% 94.65% 0.92 73.85% 

DEEPER-JIGT [7] 95.72% 89.99% 85.78% 0.87 65.18% 

 

In group detection result, DP2-JIGT [43] has slightly better performance than CIGT frame-

work with respect to 1-FP and 1-FN metrics because of online group modelling in DP2-JIGT 

[43]. However, CIGT framework has slightly better performance than DP2-JIGT [43] since 

CIGT framework evaluates not only distance but also movement direction of individuals in 

its multi-observation model. This feature of multi-observation model provides us to identify 

different groups with different motion direction and to prevent merging with different groups 

as shown in Figure 21. In this scenario, two different groups approach to each other. Howev-

er, merge event is not occurred even if these groups are very close to each other shown in 

Figure 21 (b) and (c) due to different movement direction. 
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(a) (b) 

  

(c) (d) 

Figure 21: CIGT Framework evaluation of different groups with different movement 

direction 

As shown in Table 10, CIGT framework outperforms DP2-JIGT [43] and DEEPER-JIGT 

[43] for group tracking statistics. Because of the particle advection used in motion model and 

multi observation model, CIGT framework is better positioned the groups and gets lower 

MOTP [m] errors and higher MOTA metric compared to DP2-JIGT [43] and DEEPER-JIGT 

[43]. Individual tracking results on real part of FM dataset [7, 43] is shown in Table 11. 
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Table 11: Results on the real part of FM dataset [7, 43] excluding queue sequences for 

individual tracking 

 1-FP 1-FN Overlap-Ratio Re-Init ID 

CIGT 96.60% 98.52% 0.79 0.1% 14 

DP2-JIGT [43] 81.25% 78.11% 0.71 3.3% 156 

DEEPER-JIGT [7] 95.72% 89.99% 0.71 3.2% 148 

 

CIGT framework uses discriminative appearance model [5] to describe the individuals and 

performs two-phase association to identify them by using features obtained from discrimina-

tive appearance model [5]. This provides CIGT to identify individuals more precisely. As a 

result of this, CIGT framework outperforms DP2-JIGT [43] and DEEPER-JIGT [7] by 

means of ID switch, 1-FP and 1-FN metrics. Also, as a result of particle advection mecha-

nism in CIGT framework for motion modeling, it is more precisely positioned individuals, 

CIGT tracker does not need to be reinitialized as often as DP2-JIGT [43] and DEEPER-JIGT 

[7]  and as result of this, it has better Overlap-Ratio and Re-Init results. 

Other than comparing our proposed CIGT framework with works in state-of-art, we also 

evaluate real scenario individually on FM Dataset [3, 19]. Table 12 shows the individual 

results on real scenarios on FM Dataset [3, 19]. 
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Table 12: CIGT Framework detailed result on FM Dataset [3, 19] real scenarios for 

individual tracking 

Video 1-FP 1-FN Re-

Init 

IDS Overlap-

Ratio 

MSE 

[px] 

MSE 

std 

RMSE RMSE 

std 

S01 96.72% 98.22% 0.09% 7 0.79 41.26 39.81 5.73 2.90 

S02 98.34% 98.66% 0.08% 8 0.79 41.11 38.56 5.72 2.90 

S03 96.93% 99.32% 0.21% 1 0.80 37.43 35.96 5.45 2.78 

S04 96.11% 99.10% 0.00% 2 0.78 41.02 38.00 5.74 2.85 

S05 96.71% 98.15% 0.04% 15 0.79 37.37 35.00 5.45 2.76 

S06 98.66% 99.00% 0.00% 2 0.79 39.96 38.18 5.62 2.90 

S07 98.57% 98.57% 0.06% 34 0.79 39.40 39.03 5.58 2.88 

S08 90.04% 98.44% 0.20% 7 0.78 43.37 40.29 5.88 2.96 

S09 97.12% 98.54% 0.11% 5 0.79 41.00 41.14 5.70 2.93 

S10 98.23% 96.31% 0.10% 23 0.79 40.28 39.56 5.63 2.93 

S11 91.40% 99.02% 0.12% 0 0.79 39.17 38.00 5.58 2.84 

S14 98.11% 98.76% 0.04% 32 0.79 40.45 38.45 5.67 2.87 

S15 98.88% 94.27% 0.01% 36 0.79 39.83 37.74 5.62 2.86 

Average 96.60% 98.52% 0.08% 13.23 0.79 40.13 38.44 5.64 2.87 

 

According to Table 12, all metrics for individual tracking are consistent with each on differ-

ent scenarios. That shows us CIGT framework is not so much affected with respect to differ-

ent scenarios. Only ID switch metrics vary according to scenarios compared to other metrics 

because of following reasons: 

(i) These scenarios have longer durations compared to others 

(ii) ID switch metric is obtained by consecutive frames. However, CIGT framework 

evaluates all video sequences and if there is tracked object with wrong ID, it corrects 

the ID for tracked object. For example, we have tracked object with ID = 5. On next 

frame, CIGT does not associate object with ID = 5 and gives ID = 6 to this object. 

However, few frames later, CIGT set object ID = 5 to this object. In this case, we 

count ID switch as 2 but in reality, CIGT switched back to the original (correct) ID 

for this object. 
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(iii)  Individuals with similar appearances are close to each other shown in Figure 22. 

(iv) Two detections are obtained with same tracked object shown in Figure 23. Although 

groups in Figure 23 (a) and (b) are the same, they are identified with different label. 

Because we get two detections for individuals shown in Figure 23 (d) and our false 

positive elimination mechanism cannot discard the one of the detection responses. 

As a result, our CIGT framework evaluates the merge events and set different ID for 

group shown in Figure 23 (b). 

  

Figure 22: ID switch for individual tracking since similar individuals are too close 

 

 

 

 

 



62 

 

  

(a) CIGT Tracking result (b) Same group with (a) but different ID 

  

(c) Detection responses in (a) (d) Detection responses in (b) 

Figure 23: ID switch for individual tracking due to two detections in single individual 

Group detection and tracking result with respect to different real scenarios on FM dataset [7, 

43] are shown in Table 13. There is no significant difference on metrics obtained from dif-

ferent scenarios. As a result of multi-observation model and false positive elimination mech-

anism, it has good performance for group detection metrics. Also, because of particle advec-

tion and two-phase association, CIGT tracks group with small MOTP error and high MOTA 

for group tracking. 
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Table 13: CIGT Framework detailed result on FM Dataset [3, 19] real scenarios for 

group detection and tracking 

Video 1-FP 1-FN MOTP [px] MOTP [m] MOTA GDSR 

S01 93.84% 90.06% 4.04 0.06 94.94% 90.06% 

S02 98.43% 98.43% 3.71 0.05 97.00% 98.43% 

S03 99.44% 99.44% 3.83 0.06 96.26% 99.44% 

S04 97.30% 88.87% 4.62 0.07 95.21% 88.87% 

S05 97.31% 97.82% 4.35 0.06 94.86% 97.82% 

S06 100.00% 100.00% 4.71 0.07 97.67% 100.00% 

S07 98.43% 97.40% 5.33 0.08 97.15% 97.40% 

S08 95.64% 96.68% 6.05 0.08 88.48% 96.68% 

S09 99.03% 99.45% 4.11 0.06 95.67% 99.45% 

S10 97.43% 95.77% 3.74 0.06 94.55% 95.77% 

S11 97.70% 93.11% 6.42 0.09 90.42% 93.11% 

S14 98.27% 98.88% 4.62 0.07 96.87% 98.88% 

S15 93.32% 89.62% 6.71 0.09 93.15% 89.62% 

Average 97.40% 95.81% 4.79 0.07 94.79% 95.81% 

 

The BIWI dataset [58] consists of two video sequences which individuals generally walk in 

one direction and is very poor for group events: merge and split. Due to lack of dataset and 

since DP2-JIGT [43] and DEEPER-JIGT [7] are evaluated with this dataset, we conduct ex-

periments on BIWI dataset [58] and results are shown in Table 14. 

Table 14: Results on the BIWI dataset. Columns (1-3) for group detection, columns (4-

5) group tracking  

 1-FP 1-FN GDSR MOTP [m] MOTA 

CIGT 91.49% 56.16% 54.57% 0.31 29.66% 

DP2-JIGT [43] 37.66% 89.43% 51.86% 0.47 22.94% 

DEEPER-JIGT 53.77% 78.00% 53.59% 0.44 29.43% 

 

As a result of false positive elimination in CIGT framework, it outperforms DP2-JIGT [43] 

and DEEPER-JIGT [7] for false positive detection. However, due to bad illumination and too 
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small detection, discriminative appearance model [5] cannot describe objects very well and 

foreground objects are not extracted all the time. These factors cause increase of false nega-

tive ratio. Because of multi-observation model in CIGT, GDSR metric is slightly higher than 

DP2-JIGT [43] and DEEPER-JIGT [7]. Also, CIGT framework has slightly higher than 

DP2-JIGT [43] and DEEPER-JIGT [7] according to MOTP [m] and MOTA since particle 

advection in CIGT framework provide better group motion modeling and false positive de-

tections are mostly eliminated by CIGT framework. 

In addition to comparing our proposed CIGT framework with works in state-of-art, we also 

provide detailed result of individual and group tracking shown in Table 15 and Table 16, 

respectively. 

Table 15: CIGT Framework detailed result on BIWI Dataset [58] for individual track-

ing 

Video 1-FP 1-FN Re-

Init 

IDS Overlap-

Ratio 

RMSE RMSE 

std 

eth 99.42% 71.68% 2.03% 1,768 0.48 6.53 3.30 

hotel 99.69% 49.73% 4.32% 2,707 0.41 13.01 4.23 

Average 99.56% 60.71% 3.18% 2237.50 0.45 9.77 3.76 

 

In individual tracking on BIWI Dataset [58], CIGT framework eliminates %99.56 of false 

positive detections because of its false positive elimination mechanism. However, due to bad 

illumination and noise, individuals are not identified very well and as a result of this, ID 

switch count increases. Also, detection noise causes high Overlap-Ratio, RMSE. 

Table 16: CIGT Framework detailed result on BIWI Dataset [10] for group detection 

and tracking 

Video 1-FP 1-FN MOTP [px] MOTP [m] MOTA GDSR 

eth 87.50% 61.83% 8.78% 0.39 51.25% 59.63% 

hotel 95.49% 50.49% 13.27% 0.24 8.07% 49.51% 

Average 91.49% 56.16% 11.03% 0.31 29.66% 54.57% 
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According to group detection and tracking results shown in Table 16, CIGT framework has 

low 1-FN metric since BIWI Dataset [58] has poor merge and split events and is not cap-

tured for self-organizing groups. Due to ID switch and 1-FN in individual tracking results, 

CIGT has lower MOTA compared to results on FM Dataset [7, 43]. Also, bad illumination 

and noise cause the degradation on particle advection in motion model and consequently, 

MOTP metric get lower compared to MOTP on FM Dataset [7, 43]. 

The final challenging dataset that we used in our experiments is the PETS 2009 dataset [77]. 

Scenarios of PETS 2009 dataset [77] includes denser groups compared to other datasets and 

unlike other experiment, we use real person detector [78] to evaluate tracker performance. 

Individual and group tracking results on PETS 2009 [77] are shown in Table 17 and Table 

18, respectively. 

As a result of false positive elimination mechanism, CIGT has high 1-FP metric. However, 

due to camera view, individuals get bigger or smaller depending on their movement direction 

and this causes different appearance representation for same individuals. This causes the 

increase on ID switch and decrease on MOTA and GDSR. 

Table 17: CIGT Framework detailed result on PETS 2009 Dataset [77] for individual 

tracking 

Video 1-FP 1-FN Re-

Init 

IDS Overlap-

Ratio 

RMSE 

[px] 

RMSE 

std 

S1L1-1 92.15% 68.31% 0.64% 417 0.62 9.86 10.63 

S1L1-2 93.84% 69.29% 0.94% 161 0.58 9.18 7.54 

S1L2-1 97.34% 39.50% 0.76% 331 0.45 14.40 10.46 

S1L2-2 97.12% 44.56% 0.88% 254 0.53 13.86 13.17 

S2L1 86.56% 96.30% 0.15% 72 0.63 5.80 5.27 

S2L2 98.38% 46.78% 0.82% 184 0.55 9.37 8.47 

Average 94.23% 60.79% 0.70% 236.50 0.79 10.41 9.26 
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Table 18: CIGT Framework detailed result on PETS 2009 Dataset [22] for group detec-

tion and tracking 

 1-FP 1-FN MOTP [m] MOTP [px] MOTA GDSR 

S1L1-1 98.83% 60.08% 1.41 28.33 52.06% 59.30% 

S1L1-2 96.64% 60.62% 1.30 30.04 58.94% 60.62% 

S1L2-1 100.00% 75.32% 1.09 26.26 30.22% 74.04% 

S1L2-2 93.49% 83.26% 1.40 28.98 35.27% 81.86% 

S2L1 68.41% 83.31% 1.28 16.32 81.31% 81.52% 

S2L2 91.30% 66.67% 0.54 14.65 40.95% 66.43% 

Average %91.44 %71.54 1.17 24.09 49.79 70.63 

 

In summary, CIGT shows good performance compared to the other works in literature. Mul-

ti-observation model provides handling group events and forming and updating group state 

according to these events. Also, particle advection performs great ability to estimate group 

motion patterns. 
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Figure 24: Visual Results of CIGT framework on FM Dataset [7, 43], BIWI Dataset 

[58], PETS 2009 Dataset [22] 

  



68 

 

5.4  Person Detection Evaluation 

In this section, we provide analysis on the effect of person detection error on the perfor-

mance of the proposed CIGT framework. Recall that we used the simulation of person detec-

tion by generating 20% of false positive and negative from ground truth data in previous 

experiments. In this experiment, we use this person detection simulation with different error 

ratios varying from 0.00 to 0.40 by increments of 0.05 and analyze statistics from this person 

detection results for both individual and group tracking. Person detection simulator puts only 

one false positive and one false negative in detection result in case that error ratio is 0.00. 

Since our proposed framework is designed for both individuals and groups, we evaluate how 

much both individual and group tracking are affected.  

5.4.1 Person Detection Effect on Individual Tracking 

Individual tracking is evaluated by means of 1-FP, 1-FN, ID switch and Re-Init metrics. Fig-

ure 25 shows the person detection effect on 1-FP and 1-FN for individual tracking. 

 

Figure 25: Person detection effect on individual tracking by means of 1-FP and 1-FN 

metrics. 

Although 1-FN decreases after error ratio is greater than 0.25, there is no significant change 

in 1-FP metric since false positive elimination mechanism in CIGT framework mostly dis-
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cards false positive from detection responses with hierarchical approach explained in 4.3. 

However, the decrease in 1-FN is not proportional to error ratio and still greater than 85% in 

case that error ratio is 0.40. The other important metric showing individual tracking success 

is the ID switch count and person detection effect on this metric is shown in Figure 26. 

 

Figure 26: Person detection effect on individual tracking by means of IDS metrics. 

As a result of the increase on false negative detection responses, tracked objects are not up-

dated as often as lower error rates. As a result of this, low-level association rate is decreased 

and number of ID switches increase. Mid-level association can compensate low-level associ-

ations until error rate is 0.25 but after that ratio, ID switch count increases. However, ID 

switch count in CIGT is still lower than which similar tracker’s in literature. 
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Recall that Re-Init rate shows us how often tracker is reinitialized with detection responses due to its drift. 

This metric analyzes the motion model of proposed method and result is shown in 

 

Figure 27. There is no significant change on Re-Init rate with increasing person detection 

error. Even if increase tendency on Re-Init rate is observed, overall change is less than 

0.04% during experiment. This shows us power of CIGT motion modeling. 

 

Figure 27: Person detection effect on individual tracking by means of Re-Init metric. 
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In last evaluation of person detection effect on individual tracking, we evaluate the positional 

errors by measuring RMSE [px] with respect to different error rate shown in Figure 28. 

RSME metric starts to increase after error rate is 0.10. However, overall increase is less than 

1.5 pixels. 

 

Figure 28: Person detection effect on individual tracking by means of RSME (px) met-

ric. 

5.4.2 Person Detection Effect on Group Detection and Tracking 

Group detection is evaluated with 1-FP, 1-FN and GDSR metrics while group tracking is 
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Figure 29: Person detection effect on 1-FP and 1-FN metrics for group detection 

As shown in Figure 29, there is no significant change on 1-FP and 1-FN rates with respect to 

increasing error rate because of multi-observation model in CIGT. The false positive elimi-

nation mechanism in CIGT reduces the number of false positive for individuals and groups. 

As a result of this, 1-FP metric is less affected compared to 1-FN.  

The other group detection metric is the GDSR that we evaluate the person detection effect 

on. According to Figure 30, GDSR does not significantly change. Since person detection 

simulator generates detection responses with random process, it is normal to observe small 

increase on decrease on GDSR result. However, overall change in GDSR metric is about 2%. 

As a result, CIGT framework is robust to increase in error rate for group detection.  
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Figure 30: Person detection effect on GDSR for group detection 

For group tracking, we evaluate MOTP [m] and MOTA changes with respect to increasing 

error rate shown in Figure 31 and Figure 32, respectively. Since 1-FN rate in individual 

tracking decreases, some individual in group is identified, center position of group is drifted. 

As a result of this, MOTP increases and MOTA decreases while error rate increases. How-

ever, both MOTP [m] and MOTA are higher compared to similar trackers’. 
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Figure 31: Person detection effect on MOTP [m] for group tracking 

 

Figure 32: Person detection effect on MOTA for group tracking 

In summary, motion model, two-phase association and false positive elimination mechanism 

in CIGT framework improve individual tracking performance. Also, multi-observation mod-
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5.5 Dynamic Motion Weight Evaluation 

In this section, we provide the evaluation of dynamic motion weight parameter proposed in 

CIGT framework. In order to analyze the effects of dynamic parameters, we use video S2L1-

1 in PETS 2009 dataset [77]. In this video, group density increases with respect to time 

shown in Figure 33 and dynamic parameter adjusts motion weights between template detec-

tor and particle advection. 

   

Figure 33: Increasing group density scenario on PETS 2009 [77] 

In this experiment, we conduct tests with edge values of dynamic parameter. Therefore, we 

evaluate dynamic parameter by comparing with 0 and 1 values. 0 means that only particle 

advection is source of motion model while 1 means that only template detector is used in 

motion model. The particle advection is more effective to model the motion pattern of dense 

groups while template matching is more feasible in sparse groups. Our proposed dynamic 

model adjusts the relative weights of these components and it is selected to be inversely pro-

portional to group density. Figure 34 shows the effects of dynamic parameter on MOTP [px]. 
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Figure 34: Dynamic parameter evaluation 

At the beginning of video, group density is low and template detector can be more reliable 

than particle advection. Especially, around frame 20, particle advection has higher positional 

error compared to template detector. In this case, our proposed motion model automatically 

adjusts the motion weight close to template detector. However, in further frame (especially 

80-90 and after 160), accuracy of particle advection increases since group gets denser. In this 

case, our motion model increases the weight of particle advection. However, since our modi-

fied template detector gives us good performance, there is no significant improvement ob-

served with dynamic model. 
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Table 19: Processing performance metrics of CIGT framework on real part of FM da-

taset [7, 43] excluding queue scenarios. 

Video Average Number of 

Mid-level association 

per object 

Average Frame  

Processing Time 

(seconds) 

Total Memory Usage  

(MB) 

S01 3.37 12.83 2048.00 

S02 12.24 41.54 1796.83 

S03 0.98 7.74 1861.14 

S04 3.31 11.68 1740.09 

S05 11.44 37.92 1156.68 

S06 6.75 20.64 1552.68 

S07 10.71 35.98 1567.65 

S08 2.04 9.93 1023.39 

S09 5.96 18.51 1240.14 

S10 7.15 21.15 957.32 

S11 3.33 12.06 1232.17 

S14 10.65 35.34 2048.00 

S15 16.56 80.17 2042.45 

Average 7.27 26.58 1558.96 

 

We implement CIGT framework as single threaded application and we process each frame 

sequentially. When number of people increases in scenario, CIGT frame processing time 

increases gradually since all interactions between people are evaluated by CIGT framework. 

Due to this reason, we limit the maximum group size as 40. Number of interactions can be 

formulated as follows: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = (
𝑛
2
) (5.12) 

where n is the number of people in scenario. Also, number of grouping events (merge and 

split) and mid-level association affects the frame processing time. Figure 35 shows how mid-

level association count affects the CIGT frame processing time. 
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Figure 35: Effect of mid-level association count on frame processing time in CIGT 

framework 

According to Table 19, memory utilization is over 1 GB on the average. In CIGT frame-

work, we keep all frames for region covariance calculation and tracked object data (detected 

area, velocity, particles, etc.…) in order to perform association between objects. The ad-

vantage of this approach is to find object even if it is lost for some frames. However, keeping 

these data increases the memory utilization. 

Our implementation is a single threaded application running on single core. Although our 

test PC has four physical cores in its architecture, eight cores are observed by using hyper 

threading. Therefore, CPU usage changes between 12.61%-12.82%. 

In DPF based approaches [7, 43], object state is decomposed into individual state and group 

state. For each individual, certain number of particles are distributed randomly to estimate 

individual state. Also, certain number of particles are distributed for each particle in individ-

ual state estimate. As a result, number of particles is computed at each frame as follows: 

𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝. 𝑛𝑖. 𝑛𝑔 (5.13) 

where 𝑝 is the number of individuals, 𝑛𝑖 is the number of particles to estimate individual 

state, 𝑛𝑔 is the number of particles to estimate group state and 𝑝𝑡𝑜𝑡𝑎𝑙is the total number of 

particles in each frame.  
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Since the number of particles in DPF based approaches [7, 43] is higher than CIGT frame-

work, computational cost of DPF based approaches [7, 43] is expected to be higher com-

pared to CIGT framework. Since there is no association mechanism in [7, 43], the execution 

time of CIGT is probably higher than [7, 43] due to the cost of two-phase association. How-

ever, association increases the tracker accuracy in spite that it increases time complexity.  
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CHAPTER 6 

 

6. CONCLUSION AND FUTURE WORKS 

 

In this thesis, we combine sociological definitions with particle filtering framework and de-

velop a new individual and group tracking methodology. Unlike standard particle filtering, 

our CIGT framework provides the flexibility to evaluate multiple observation measures. This 

observation modeling provides the ability of evaluating social interactions between people, 

analyzes the group events (merge and split) in group formation. In the observation model of 

CIGT, we evaluate not only distance but also direction of individuals. By this way, group 

crossing and groups approaching each other are also automatically evaluated in group for-

mation and this feature enhances the group detection success. Different from DEEPER-JIGT 

factorization [7, 43], our CIGT framework does not decompose state of tracking objects into 

sub-states and keeps equivalence state information for groups and individuals. This factori-

zation method reduces the system complexity since particles are sampled for only one state 

instead of multiple states and interaction between different states is omitted. Our CIGT 

framework uses particle advection to model motion pattern of tracking object. Instead of 

sparse optical flow, particle advection uses dense optical flow. Dense optical flow provides 

higher number of candidate particles to model tracking object’s motion pattern. Our CIGT 

framework uses hierarchical methods to find correct particles for motion modeling. These 

mechanisms provide better positioning the tracking object and as a result, spatial error for 

group tracking is lower than similar tracking methods in state-of-the art. 

In addition, our CIGT framework combines online learning model based on discriminative 

appearance model [5] with the tracking engine. Discriminative appearance model defines 

object with not only color but also texture and shape features. This provides us to associate 

objects with correct match and increase the rate of correct state estimate of tracking object. 

False positive detections negatively affect the tracker performance. To alleviate its negative 

effect, we use False Positive elimination mechanism to reduce the number of false positive 

detections and tracking objects. This false elimination mechanism provides the better detec-

tion of groups and reduces the effects of detection errors in tracking. 
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A summary of pros and cons of the proposed approach are as follows: 

 Two-phase association model in suggested method performs association between ob-

jects at different frames and increases the state estimate of tracking object and id 

switch count. Also, it helps our proposed detection correlation method in the false 

positive elimination mechanism and AdaBoost online trainer with spatial constraints. 

 

 Our CIGT framework proposes a hierarchical approach to eliminate false positive 

and increase tracker performance, reduce id switch and wrong estimation of group 

state. However, bad illumination and noises may cause the poor appearance model 

of tracking objects or foreground objects may not be identified. As a result of these 

bad conditions’ effects, this mechanism in CIGT may eliminate the true detections 

and increase the false negative rate. 

 

 The power of suggested tracking framework comes from multi-observation model 

inspired from sociological definitions of in-groups and out-groups. This observation 

model provides us to evaluate not only appearance similarity but also interactions 

between people in group. As a result of this, grouping events are evaluated in track-

ing framework with multiple weights. The other advantage of multi-observation 

model is to be expandable. New interaction types can be added into multi-

observation model and this observation model can be used in different works other 

than tracking individuals and groups. 

 

 The CIGT framework proposes hierarchical approach to model tracking objects’ mo-

tion pattern. This method provides us the better estimating velocity of tracking ob-

ject and positioning the tracking objects. 

Our proposed CIGT framework is tested in 46 videos which consist of 25 synthetic, 21 real 

sequences. In the experiments, we first observe that two-phase association shows great per-

formance at reducing id switch and helping the group state estimate. ID switch is very im-

portant for individual tracking and it directly affects the group state estimate. Therefore, re-

ducing id switch increases not only the individual tracking performance but also the group 

detection and tracking results. In our proposed framework, number of id switches is remark-

ably low compared to similar methods. We also observe that group detection success is high-
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er than DP2-JIGT [43] even if our suggested method does not include online inference for 

group formation. 

In addition, we evaluate the effect of person detection errors on our proposed framework. In 

this experiment, we first observe that false positive elimination mechanism greatly reduces 

the false positive detections without being adversely affected by the person detection error 

rate. Although similar methods have higher false positive rates, the proposed framework 

remains robust against increasing person detection rate. 

A future direction of research is to focus on online inference methodology for group for-

mation. Our literature survey indicates that CRF model is suitable to use in multi-observation 

model. In CRF model, setting the unary terms as individuals’ global appearance similarity 

and pairwise term as social interactions the energy function for group formation can be built. 

Then, our problem turns into an energy minimization function.  

Recall that multi-observation model has expandable property. In the future, we have a plan 

to use model in crowd analysis. We add new observation from different interactions so that 

abnormal events can be detected during tracking process. Besides multi-observation model, 

we will analyze the flows of groups or crowds during tracking process since our model sup-

ports particle advection. 

Our implementation is single threaded and runs on a single CPU core. In the future, it can be 

implemented on GPU for real-time applications. In the current implementation, particles are 

evaluated sequentially. However, particles in each frame can be evaluated independently and 

we can run each particle weight calculation in parallel on GPU. In addition, region covari-

ance is calculated for each object sequentially and computed each time. However, we can 

compute region covariance separately on GPU and keep in the memory to reduce the compu-

tation time. 
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