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ABSTRACT

THREE DIMENSIONAL REACTING FLOW ANALYSIS OF A
CAVITY-BASED SCRAMJET COMBUSTOR

Rouzbar, Ramin
M.S., Department of Aerospace Engineering

Supervisor: Assoc. Prof. Dr. Sinan Eyi

February 2016, 120 pages

Scramjet engines have become one of the main interest areas of the supersonic
propulsion systems. Scramjets are rather a new technology and they possess unsolved
issues and problems regarding their operation, especially in the combustion process.
Combustion at high speeds cause various problems as flame instability and poor fuel-
air mixing efficiency. One of the methods used to overcome these problems is to recess
cavity in the combustor wall where secondary flow is generated. In this study, a CFD
tool is developed to analyze the reacting flow passing through the cavity-based
scramjet combustor.

Developed CFD code is based on three dimensional coupled Navier-Stokes and
finite rate chemistry equations. Ethylene-air reduced chemical reaction model is used
as fuel-air combination. Non-dimensionalized governing equations are discretized by
Finite Volume Method (FVM) and Newton GMRES method is used to solve the
coupled system of equations. First and second order schemes are investigated with
different flux vector splitting methods. Moreover, flux limiters are implemented to



improve the convergence of the second order schemes. It is found that second order
schemes and Van Leer flux vector splitting methods are more accurate.

In order to remove the dependency of the solutions on grid resolution, mesh
refinement is done. In addition, effect of various fuel injection angles and injector
locations on the efficiency of the combustor are investigated. It is found that 90 degree
fuel injection angle gives the best mixing efficiency while addition of downstream
injectors do not contribute to the overall efficiency. To sum up, the fundamental aim
of this study is to analyze the reacting flow through the scramjet combustor efficiently

and also examine new methods to improve the performance of the combustor.

Keywords: Air-breathing propulsion, Reacting flow, Computational Fluid Dynamics,

Supersonic combustion.
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KAVITELI SCRAMJET YANMA ODASININ
UC BOYUTLU TEPKILI AKIS ANALIZi

Rouzbar, Ramin
Yuksek Lisans, Havacilik ve Uzay Miihendisligi Bolimu

Tez Yoneticisi: Dog. Dr. Sinan Eyi

Subat 2016, 120 sayfa

Scramjet motorlari, siipersonik itki sistemlerinin 6nemli ilgili alanlarindan biri
haline gelmistir. Scramjetler nispeten yeni bir teknoloji olup, isleyisi ile ilgili 6zellikle
yanma slrecinde ¢oziilmemis problemlere sahiptir. Yiiksek hizlarda yanma eylemini
gerceklestirmek bazi sorunlara neden olabilmektedir. Yiiksek hizlardaki akislarin
diisiik dayanma zamani sebebi ile alev kararli olamamakta ve yakit-havanin karisma
verimi diisiik olmaktadir. Bu problemleri ¢6zmek icin 6nerilen yontemlerden biri
yanma odasi duvarina kavite yerlestirerek ikincil akis olusturmaktir. Bu ¢alismada,
scramjet yanma odasindan gecen tepkili akislar1 analiz etmek i¢in bir CFD yazilimi
gelistirilmistir.

Gelisitirilmis CFD yazilimi, 3 boyutlu baglasik Navier-Stokes ve sonlu hiz
kimyasal denklemlerini ¢ézmektedir. Etilen-hava kimyasal reaksiyon modeli yakit-
hava kombinasyonu olarak kullanilmistir. Boyutsuzlandirilmig korunum denklemleri
sonlu hacim yontemi (FVM) ile ayriklastirilmistir ve baglasik denklem sistemleri,
Newton GMRES yontemi ile ¢Oziilmiistiir. Birinici ve ikinci dereceli semalar ile

birlikte aki vektorii ayirma yontemleri arastirilmistir. Ayrica, aki kisitlayicilart ikinci

vii



dereceli semalarin yakinsama 6zelligini gelistirmek i¢in uygulanmistir. Bu ¢alismalar
sonucunda, ikinci dereceli semalar ve Van Leer aki vektorli ayirma yontemlerinin en
dogru sonucu verdikleri anlasiimistir.

Sonuglarin ag boyutlarina bagimli olmaksizin elde edilmesi igin farkli
boyutlarda aglar olusturulmustur ve veriler ile karsilagtiritlmistir. Ek olarak, farkli yakit
enjeksiyon acilarinin ve yerlerinin yanma odasi performansinin iizerindeki etkisi
incelenmistir. En yliksek karigma verimi 90 derece enjeksiyon agisinda elde edilmistir.
Ayrica, kaviteden sonra enjektor eklemenin yanma verimine pek katkisi olmadigi
gdzlenmistir. Ozetle, bu calismanin temel amaci scramjet yanma odasi tepkili akigini
verimli bir sekilde analiz etmek ve yanma odasinin performansini gelistirmek i¢in yeni

yontemler denemektir.

Anahtar kelimeler: Hava solunumlu itki sistemleri, Tepkili akislar, Hesaplamali

Akiskanlar Dinamigi, Supersonik yanma.

viii



To my family



ACKNOWLEDGEMENTS

I would like to express my deepest gratitude to my supervisor Assoc. Prof. Dr.
Sinan Eyi, for giving me an opportunity to work with him and allowing me to benefit
from his invaluable comments and experiences throughout my studies.

I would like to thank The Scientific and Technological Research council of
Turkey (TUBITAK) for providing financial support during my studies within the
project 112M129. | must also express my gratitude to my colleague Oguz Kaan Onay
who helped me during my research.

| owe my deepest and warmest thanks to my family who give me strength and
encouragement throughout my studies. | am so grateful to my father Mohammad, my
mother Kobra, my older brother Ali and my younger brother Amir for their everlasting
supports and endless prays. | would also like to thank my sister in law, Parisa, for her
support during my studies.

| also appreciate the support of my invaluable friends Yosheph Yang, Metehan
Yayla, Murat Senipek and Afif Umur Limon for always promoting me and believing
in me throughout my studies.

| want to express my gratitude to my friends Ali Gharibdoust, Nima Sohrabnia,
Armin Taghipour, Rasul Tarvirdilu, Reza Zeinali and many other friends who were

there to give me support during my studies.



TABLE OF CONTENTS

ABSTRAGCT ..ottt sttt b et et s e be st e st et e st et e e beste e enennas Y
O Z ettt n ettt sttt vii
ACKNOWLEDGEMENTS ... .ottt X
TABLE OF CONTENTS ....ooiiiiiieisieseese ettt Xi
LIST OF TABLES ..ot Xiv
LIST OF FIGURES ...ttt e e e e anna e XV
LIST OF SYMBOLS ...ttt nnae e XViii
LIST OF ABBREVIATIONS ..ottt XX
CHAPTERS
1 INTRODUCTION ...ttt sttt e e e e e e s e e e naeeannee e 1
1.1 Motivation Of the STUY .......ccoeiiiiiiece s 1
1.2 Limitation Of the STUAY ......c.cooveiiiecece e 2
1.3 Layout OF the STUAY ......ccveiieieccce e 2
2. LITERATURE REVIEW..... .ottt ettt 3
2.1 Introduction to SCramjet ENQINES........cccoeiiieiiiiiisieeeee e 3
2.2 Historical Background .............ccccoiiiiiiii i 4
2.3 Overview of the Scramjet COMPONENTS .......cecvvviieiieiieieceece e 7
2.4 CombUSEION ChambDE........cceiiiee et 8
2.4. 1 RAMP INJECIOTS ..ot 9
2.4.2 SHTUL INJECLOTS ...ttt et be et nre s 10
2.5 Cavity FIamenOIdErs ..........cooiiiiiiecc e 11
2.6 NUMETICal MENOUS.......coiieiecieceee et 17
3. PHYSICAL MODELING ...ttt 19
3.1 Governing Equations of Fluid MOtioN ............cccooviiiiiiiii e 19
3.2 Thermodynamic MOEl ............cooioiiiii e 21
3.3 Chemical Reaction MOEl..........ccoouiiiiiieiiiee s 24
3.3.1 Equilibrium CONSTANT .........cciiiiieieiee s 25

Xi



3.3.2 Finite Rate Chemical REACLIONS .......cooeeeeeeeeeeeeeeee 26

TR G UL I Y/ 0SSR 28
3.3.4 Ethylene-Air Combustion Model ..o 29

4. COMPUTATIONAL MODELING .....ccviiiiii e 31
4.1 Navier-Stokes Equations in Cartesian Coordinates...........cccoceeererirvneneennnn. 31
4.2 Transformation METFICS.........eviiiieiieieieie e 33
4.3 Non-Dimensionalization of Governing EQUations.............cccocvevevieieeiesiennnn 36
4.4 Navier-Stokes Equations in Generalized Coordinates ............c.ccoovvvrinennennen. 39
4.5 Numerical DISCretiZatiON..........ovueiieiieieiie ettt 41
4.5.1 Finite Volume Method ...........ccooviiiiiiniiecceseee e 42
4.6 Flux Vector Splitting Methods...........ccoviiiiiiieiccecse e 44
4.6.1 Steger-Warming Method..........ccooeiiiiiiiieeee e 45
4.6.2 Van Leer Method .........coveiiiieiieiiee s 46
4.6.3 AUSM MEhOG......cooiiiiieiiieieise e 48
4.7 Order OF ACCUIACY .....ccveiiiiieeiie e stee sttt see et ste et e e s e aearaesne s 50
A4.7.1 First Order SCNEMES ........ccciiieiieiieie st sre e 50
4.7.2 Second Order SCHEMES........ccviiieiieieseese e 50
A.7.3 FIUX LIMITEIS ..ttt 51
4.8 Boundary CONGITIONS..........ccciviiieiieieeiie ettt 53
4.9 SOIULION METNOU........oiiiieciee e 54
5. RESULTS AND DISCUSSIONS ... 59
5.1 INVISCIA FIOWS ...ttt 61
5.1.1 Grid Refinement for Inviscid FIOWS CaSe.........cccoevvreneieneiiseneeeeienes 62
5.1.2 Comparison of Flux Splitting Methods.............ccccoceiveiiiieie e 66
5.1.3 Implementation of First and Second Order Schemes...........cccccoeevvennne. 70
5.1.4 FIUX LIMITEIS ...eeitieie ettt 77
5.1.5 Fuel INJeCtion ANQGIE........covv i 80
5.1.6 Downstream Fuel INJECHION .........coveiiiiiieie e 83
5.2 VISCOUS FIOWS ...ttt 88
5.2.1 Grid Refinement for Viscous FIOW CaSe .........cccccvevvereiiienieenesiee e 88

Xii



5.2.2 Comparison of First and Second Order SChemes ..........cccovcvvverienesiennnnns 93

5.2.3 Reaction Mechanism ANAIYSIS.......c.cccecveiieiiiiieiieeie e 97

5.2.4 FUel INJECtiON ANQGIE......ocviieee et 99

5.2.5 Three Dimensional Visualization............ccccovveviiiiniinnenie e 101

6. CONCLUSIONS AND FUTURE WORK ..ot 105

6.1 CONCIUSIONS ...ttt bbbttt 105

6.2 FULUIE WOTK ..ot b 106

REFERENGCES. ... ..ottt e e e e 107
APPENDICES

A. DATA OF THE SPECIES’ PROPERTIES ........ccoociiiiiiiiiiiiccc e 113

B. FLUX VECTOR SPLITTING METHODS. .......ccccooviiiiieeeseeee e 119

Xiii



LIST OF TABLES

TABLES

Table 2.1 Scramjet Evolution 1955-2003 [4]......cccoriririninieieenese e 5
Table 2.2 Scramjet Evolution 1990-2003 [4].....ccoviieiieieiieieeie e 6
Table 3.1 Forward Reaction Rate Data for Reduced Ethylene-Air Combustion [9] .30
Table 5.1 Generated Meshes with Different Resolutions for Inviscid Flows............ 62
Table 5.2 Combustion Chamber Inlet Conditions.............ccoeieieneniniiinisieeeen 63
Table 5.3 CPU Time Variation of Different Grid ResolUtions ............cccceevvvvieinnnn 65
Table 5.4 CPU Time for Different Flux Splitting Methods in 1% Order Scheme ...... 68
Table 5.5 Used CPU Time by Flux Splitting Methods in 2" Order Scheme ............ 70
Table 5.6 Comparison of CPU Times for 1% and 2" Order Scheme ..........cccc........... 73
Table 5.7 Generated Meshes with Different Resolutions for Viscous Flows............. 89
Table 5.8 Variation of CPU Time for Different Grid Resolutions.............c.ccccveveneen 91
Table A.1 Thermodynamic Properties of the SPecies.........cccoovrereniiininicicieen, 113
Table A.2 Polynomial Coefficients of CoHyg ..o, 114
Table A.3 Polynomial Coefficients 0f CO......ccoeviiiiiiiiiiece e 114
Table A.4 Polynomial Coefficients 0f CO2........ccoveriiiriniciiiiieree e, 115
Table A.5 Polynomial Coefficients of H2O ..o 115
Table A.6 Polynomial Coefficients of Oz ..., 116
Table A.7 Polynomial Coefficients Of Hz ........cocoieiiiiiniiiiecceee, 116
Table A.8 Polynomial Coefficients Of N2 ........ccocoveiiininiiiiiieeeee, 117

Xiv



LIST OF FIGURES

FIGURES
Figure 2.1 Experimental Aircraft of Leduc [1]......ccccooeiiiiniiniiiiieec e 4
FIQUIE 2.2 NASA X-43A ..ottt ettt sttt 7
Figure 2.3 Schematic Illustration of a Scramjet Engine [7]......cccccoovvvveviviieiieieciennnn, 7
Figure 2.4 Ramp Injectors a) Compression Type b) Expansion Type [7]............. 10
Figure 2.5 Wedge-Shaped Strut Injector [11].......ccooviiiiiniiniieeesc e 10
Figure 2.6 Open Cavity FIow, L/D < 10 [21] ..cccoooveieieceece e 12
Figure 2.7 Closed Cavity Flow, L/D > 10 [21] ...ccoccoiiiiiiieieeeceece e 13
Figure 2.8 Proposed Models for Explanation of Longitudinal Oscillations [21]....... 13
Figure 2.9 Angled Back wall as a Passive Control Method [21] .........ccocvviiiiienne. 14
Figure 2.10 Upstream Fuel Injection as an Active Control Method [21] .................. 14
Figure 2.11 Unsteady Nature of Shear Layer at 90-deg Aft-wall [23] ...................... 15
Figure 2.12 Steady Shear Layer Reattachment at Inclined Cavity Aft-wall [23] ...... 15
Figure 2.13 Cavity Drag for Different L/D [23] .....cccoooiiiiiriieeie e 16
Figure 3.1 Comparison of Fuel Types at Different Mach Numbers [4].................... 29
Figure 4.1 Newton GMRES Scheme [50] ....cvoooveiieiiiieceee e 56
Figure 5.1 Schematic of the Experimental Scramjet [26] .........ccccooereniiiiiniiiiiienen, 59
Figure 5.2 Two Dimensional Drawing of the CombusStor.............cccccvvveiiinencnnnn, 60
Figure 5.3 Three Dimensional Drawing of the Combustor.............c.ccccceeviiiiiiiennenn, 60
Figure 5.4 Upstream Fuel Injection Configuration (Top VIEW) .......cccccevevieieiieennenn, 61
Figure 5.5 Fine Mesh Used for InviScid FIOWS............ccocviiiiiiiiiiee 63
Figure 5.6 Pressure Distribution Comparison with Experimental and Numerical Data
............................................................................................................................ 64
Figure 5.7 Comparison of Mixing Efficiency with Numerical Data ......................... 66
Figure 5.8 Residual History of Different Flux Splitting Methods in 1% Order Scheme
............................................................................................................................ 67

XV



Figure 5.9 Comparison of Van Leer and AUSM Methods by Contours.................... 68
Figure 5.10 Residual History of Different Flux Splitting Methods in 2" Order

Figure 5.11 First and Second Order Schemes’ Residual Comparisons..................... 71

Figure 5.12 First and Second Order Schemes’ Convergence Comparison (Van Leer)

............................................................................................................................ 72
Figure 5.13 Cavity Section of the CombUSLOr...........cccoviieiiieii e, 73
Figure 5.14 2-D Distribution of Flow Variables at Different x Locations................. 74

Figure 5.15 Comparison of 1 and 2" Order Schemes by Flow Variable Contours.75
Figure 5.16 Comparison of 1% and 2" Order Schemes by Species’ Mass Fraction .. 76
Figure 5.17 Residual History of Different FIux limiters...........ccccccoveviviviiieiiiiieinnn, 78
Figure 5.18 Normalized Residual Comparisons for Different Epsilons .................... 79
Figure 5.19 Mixing Efficiency for Different Fuel Injection Angles in Flow Direction

............................................................................................................................ 80
Figure 5.20 Mixing Efficiency for Fuel Injection Angles against the Flow Direction

............................................................................................................................ 81
Figure 5.21 Ethylene (Fuel) and Mach Contours for Different Fuel Injection Angles

............................................................................................................................ 82
Figure 5.22 Both Upstream and Downstream Fuel Injection Pattern ........................ 83

Figure 5.23 Mixing Efficiency for Different Downstream Fuel Injection Locations 84
Figure 5.24 Effect of Downstream Fuel Injection on Mixing Efficiency .................. 85
Figure 5.25 Comparison of Two Injection Patterns by Flow Variable Contours ...... 86

Figure 5.26 Comparison of Two Injection Patterns by Species’ Mass Fraction........ 87

Figure 5.27 Medium Grid Size Generated for Viscous FIOWS...........cccccccevvveiiiiennn. 89
Figure 5.28 Comparison of Pressure Distribution with Experimental and Numerical
Data (VISCOUS FIOWS) ..ottt 90
Figure 5.29 Convergence History of the Viscous Flow Solution (Medium Mesh) ... 92
Figure 5.30 Cavity Section of the Combustor (Viscous Flow Case) ..........cccccveenneee. 93
Figure 5.31 2-D Distribution of Flow Variables at Different x Locations................. 94
Figure 5.32 Comparison of 1% and 2" Order Schemes by Contours.............c..cc........ 95

XVi



Figure 5.33 Comparison of 1 and 2" Order Schemes by Species’ Mass Fraction .. 96
Figure 5.34 Variation of Mass flux Weighted Temperature and Mixing Efficiency. 97
Figure 5.35 Mass Flux Weighted 1-D Variation of Species through Combustor...... 98

Figure 5.36 Mixing Efficiency for Different Fuel Injection Angles in Flow Direction

.......................................................................................................................... 100
Figure 5.37 Mixing Efficiency for Fuel Injection Angles against the Flow Direction
.......................................................................................................................... 100
Figure 5.38 Variation of the Flow Variables through the Scramjet Combustor Half
Domain (2" order, Van LEEI) ........ccvvceveeeeereeeeieeeeetessessesesissessssessiesenes e, 102
Figure 5.39 Mass Fraction Variation of the Species through the Scramjet Combustor
Half Domain (2" order, Van LEEI) .........covcuvveeeeeeeeeeieseseieeesesesees s, 103
Figure 5.40 Velocity Vectors in the Cavity RegION.........ccoveiiieiiieni e 104
Figure 5.41 Streamlines over the Cavity Region ..........cccooviiiieni i, 104

XVii



AP

Q
o~

>
)

~

xXOT N m Q

\";V‘ mk

=
S

VIR W O R -

x
®

N

\Y =

< 8N W

~-

LIST OF SYMBOLS

Speed of sound

Specific heat at constant pressure

Total energy per unit volume

Convective (inviscid) flux vectors in generalized coordinates
Viscous flux vectors in generalized coordinates
Gibbs free energy

Enthalpy

Total numbers of reactions

Jacobian of transformation matrix

Total number of species

Reaction rate equilibrium constant

Forward reaction rate

Backward reaction rate

Characteristic length

Mach number

Pressure

Reaction products

Conservative vector of flow variables in generalized coordinates
Reaction reactants

Residual vector

Reynolds number

Universal gas constant

Entropy

Chemical reaction source vector

Temperature

Contravariant velocity components

Xviii



u,v,w
w

p

14

&<
$x0 8§98z
M Mys Nz
Cxr Gy Gz
T

Viir Vi,

W

Velocity vector components

Molecular weight

Density

Specific heat ratio

Generalized coordinates

Transformation metrics in ¢ direction

Transformation metrics in n direction

Transformation metrics in ¢ direction

Shear stress

Stoichiometric coefficients of the kth species in ith reaction
Source term (production term) for the chemical species

Chemical symbol for the reactants and products of the reaction

XiX



AUSM
CFD
DNS
FDM
FEM
FVM
GMRES
LES
METU
NASA
RANS
TUBITAK
TVD

LIST OF ABBREVIATIONS

Advection Upwind Splitting Method
Computational Fluid Dynamics

Direct Numerical Simulation

Finite Difference Method

Finite Element Method

Finite Volume Method

Generalized Minimal Residual Method

Large Eddy Simulation

Middle East Technical University

National Aeronautics and Space Administration
Reynolds Averaged Navier Stokes

The Scientific and Technological Research Council of Turkey

Total Variation Diminishing

XX



CHAPTER 1

INTRODUCTION

1.1 Motivation of the Study

The basic principle of the Computational Fluid Dynamics (CFD) is to reduce
the cost of the experimental studies. Analysis and design of the Scramjet engines are
not an exception to this trend. In order to reduce the number of experiments and so,
reduce the costs of design and speed up this process, Computational Fluid Dynamics
tools are being used. Different algorithms and methods are being improved and
implemented to these CFD tools to have a better understanding of the problems prior
to their real life applications.

In this thesis, a CFD tool is developed to analyze the flow through the Scramjet
engine combustor. Since the experimental studies of the high speed flows and
especially hypersonic speeds are cumbersome and expensive, the use of
Computational Fluid Dynamics tools become more crucial. Testing of Scramjet
engines require highly developed laboratories with high-tech instruments which are
only available in some of the countries today. In order to improve the vehicles flying
at hypersonic speeds faster and with a lower cost, most of the design and analysis work
should be done with modeling in computer areas, i.e. using CFD tools.

Scramjet combustion chamber is basically the most important part of the
Scramjets. The design and analysis of the combustor is difficult compared to other
parts of the engine since peak temperatures occurs at this part due to combustion
process. In this thesis, the analysis of Combustor is done by developing a CFD tool
which takes into account most of the processes happening in the combustion chambers

such as mixing of the fuel-air, reactions, flame holding, etc.



1.2 Limitation of the Study

In this thesis, the analysis are done in steady state conditions. In other words,
the time variant solutions are not considered. Also, turbulence models are not included
in the solutions. The analysis are limited to the combustion chamber of the Scramjet
engine. Other parts of the engine namely inlet, isolator and nozzle is not part of

analysis.

1.3 Layout of the Study

Chapter 2 encloses the literature study about scramjet engines and hypersonic
flow. This includes historical background of the supersonic air-breathing propulsion
systems with a focus on scramjet engines. Different parts of the scramjet engine with
their working principles are introduced. Different methods used to enhance the
performance of the supersonic combustion are presented.

Chapter 3 gives theoretical background of the scramjet engine governing
equations. The equations of motions for the flow analysis of a scramjet combustor
analysis are briefly explained. Thermodynamic modeling of the flow and chemical
reaction models are presented in this chapter.

Chapter 4 contains the computational algorithms and methods used to solve the
problem for scramjet combustor. In this chapter, numerical discretization of the
equations are shown. Different flux splitting methods and first and second order
schemes are presented. Newton-GMRES method used in this study is explained.

In Chapter 5, the results for inviscid and viscous flows are simulated. Different
grid resolutions are used as mesh refinement study and validation of the code is done.
Effect of different numerical methods on solutions are investigated. Various fuel
injection angle and patterns are compared. Analysis of the chemical reaction model is
done and variation of flow variables and species are demonstrated by 3D contours.

Chapter 6 contains the general conclusions of the study. Moreover, the

recommendation for the future work is also provided in here.



CHAPTER 2

LITERATURE REVIEW

This chapter is devoted to historical background of the development of the
Scramjets. Moreover, brief explanation of the Scramjet working principles for
different parts of the engine especially for combustion chamber is given. Most recent

researches on the development of the cavity recessed scramjet combustors is presented.

2.1 Introduction to Scramjet Engines

Scramjet engines are named as Supersonic Combustion RAMIETS
(SCRAMJETS). Since Scramjets are descendants of the ramjets, the definition of
ramjets should be given in advance.

Ramjet engines are kind of air-breathing propulsion systems which uses the
forward motion of the engine and specific inlet design to compress the air without the
use of axial compressor. Therefore, Ramjet engines have no moving parts. Ramjets
compresses the oncoming flow by passing it through one or more oblique shocks. After
decelerating the flow into subsonic speeds the combustion occurs. Since ramjet
engines need an oncoming flow at supersonic speeds, they are unable to operate at zero
speed, i.e. at take-off. As a result, assisted take-off, by using other engine types will
be required during take-off.

Since at high Mach numbers, typically above 5, decelerating the flow into
subsonic speeds cause excessive pressure and temperature increase in the combustion
chamber, the use of ramjet engines became non-profitable at these high speeds [1].
Therefore, the idea of the supersonic combustion is risen where the incoming flow is

not needed to be decelerated to subsonic speeds. Therefore, the new type of ramjets



for which combustion occurs at supersonic speeds are introduced as supersonic

combustion ramjet (Scramjet).

2.2 Historical Background

More than a century has passed since Rene Lorin discovered the idea of using
ram pressure (pressure that is exerted on a body when it flows through a fluid) in
propulsion systems in 1913 [1]. There has been lots of improvements in the area of
hypersonic propulsion systems since then and many studies and experiments are done.
Here some of the most important contributions is highlighted.

Rene Leduc started the conceptual design of the ramjet engine in 1920s but,
got the patent with an airplane that has a ramjet in 1934 [2]. In 1928, Albert Fono
from Hungary, patented by designing a propulsion system which had all of the
components of today’s ramjets. Unfortunately, the propulsion system designed by
Fono was never built. Although Leduc got patent in 1934, the flights was delayed
because of World War I1. In 1946, experimental aircraft (Leduc 010) was constructed
with the concept of the Leduc’s design and its first powered flight took place in 1949
[1]. Interests in ramjet reached its maximum in 1950s and a lots of researches were

done at that time.

Figure 2.1 Experimental Aircraft of Leduc [1]



However, the development of the scramjet did not start until the late 1950s or
early 1960s. In 1958, Weber and McKay [3] discovered that by the use of shock-wave
interactions, efficient combustion (reduced loses) can be considered for flows at
supersonic speeds. They indicate that with the proper inlet geometry, the scramjet can
be more efficient than ramjet at flight speeds exceeding Mach 5. In 1960s, Antonio
Ferri demonstrated a scramjet for the first time [4]. Following the works of Weber,
McKay and Ferri, lots of research projects on the development of the scramjet engines
were started.

The most important of these projects was NASA’s HRE (Hypersonic Research
Engine) project. The primary aim of the project is to test a hypersonic scramjet engine
in flight using X-15A-2 research plane which should be modified to carry hydrogen
for scramjet engine. Since the repair expenses of the X-15A-2 became too high, the X-
15 project was cancelled in 1968 and the in flight test of the scramjet engine was not
achieved [1]. Most of the research projects until then and afterwards for some years
were continued on the development of scramjet by ground testing.

Fry [4] tabulated scramjet’s evolution considering different projects from 1955

until 2004, which are shown in Table 2.1 and Table 2.2.

Table 2.1 Scramjet Evolution 1955-2003 [4]

Engine Cruise State of

Era Country/service Engine/vehicle type Dates, year  Mach no. development

1955-1975 U.S. Navy External burn® ERJ 1957-1962 5-7 Combustion tests
Russia Chetinkov research ~ ERJ 1957-1960 5-7 Component tests
U.S. Air Force Marquardt 5J DMSJ 1960-1970 3-5 Cooled engine tests
U.S. Air Force GASL sJ® s] 1961-1968 312 Cooled engine tests
U.S. Navy SCRAMP LFSJ 1962-1977 7.5 Free-jet test
U.S. Air Force IFTV*® H1/8] 1965-1967 5-6 Component tests
U.S. Air Force-NASA  HRE® H,/8]1 19661974 4-7 Flowpath tests
NASA AIMP H,/8] 19701984 4-7 Cooled engine tests
France ESOPE" DMSJ 1973-1974 5-7 Component tests

1975-1990  U.S. Navy WADM/HyWADM? DCR 19771986 4-6 Component tests
Russia Various research SIDCR  1980-1991 5-7 Combustion tests
NASA NASP® MCSJ 19861994 0-26 Free-jet test (M7)
Germany Siinger IT° ATRI 1988-1994 4 Concept vehicle

#8ystem discussed and shown.  "System discussed. “IFTV incremental flight test vehicle.



Table 2.2 Scramjet Evolution 1990-2003 [4]

Cruise
Engine Cruise altitude, State of

Era Country/service Enginefvehicle type Dates, year  Mach no. ft development

1990-2003  United Kingdom HOTOL® SI 1990-1994 2-8 e Combustion tests
Japan PATRES/ATREX® TRBCC 1990- 0-12 100,000 Component tests
Japan NAL-KPL research® s 1991- 4-12 50,000-100,000  Component tests
Russia Kholod* DCR 1991-1998  3.5-54  50.000-115,000  Flight tests
Russia/France Kholod* DCR 1991-1995  3.5-54  50,000-115,000  Flight tests
Russia/United States  Kholod* DCR 1994-1998 3.5-7 50,000-115,000  Flight tests
France CHAMIOS® 8J 1992-2000 6.5 e Component tests
France Monomat DMS] 1992-2000 4-75 —_— Component tests
France PREPA® DMS] 1992-1999 2-12 0-130,000 Component tests
Russia ORYOL/MIKAKS S 1993— 0-12 0-130.000 Component tests
France/Russia WRRP DMS] 1993— 3-12 0-130,000 Component tests
Russia GELA Phase II* RI/SI 1995- 3-5+ 295.000 Flight tests
Russia AJAXP S 1995- 0-12 0-130.000 Concept
U.S. Air Force HyTech* SJ 1995— 7-10 50,000-130,000  Component tests
United States GTXY RBCC 1995— 0-14 50,000-130,000  Component tests
U.S. Navy Counterforce DCR 1995— 4-8 §0,000-100,000 Component tests
NASA X-43A/Hyper-X* H2/SJ 1995- 7-10 100,000 Flight tests
France/Germany JAPHAR® DMS] 1997-2002 5-76 80,000 Component tests
United States ARRMD® DCR 19972001 3-8 80,000 Component tests
Russia IGLA® SJ 1999— 5-14 82,000-164,000  Flight tests
NASA X-43C® DMS] 1999— 5-7 100,000 Component tests
Unites States IHPTET® ATR 1999— 0-5 0-90.000 Component tests
United States RTAP TBCC 1999- 0-5 0-90.000 Component tests
France Promethee” DMS] 1999-2002 2-8 0-130,000 Component tests
India AVATAR-MP S 1999— 0-14 O—orbit Combustion tests
United Kingdom HOTOL Phase 11 SJ 2000~ 2-8 Component tests
France PIAP® DMS]T 2000~ 2-8 0-110,000 Component tests
United States MARIAH MHD/S] 2001— 15 Combustion tests
Australia HyShot SJ 2001-2002 7.6 75,000-120,000  Flight tests
United States Gun launch technology ~ SJ 2001— —_— Flight tests
United States ISTAR? RBCC 2002-2003 247 0-orbit Component tests
United States X-43B° RB/TBCC  2002-2003 0-10 100,000 Component tests
Russia Mig-31 HFL® SJ/DCR 2002- 2-10 50,000-130,000  Planned flight tests
United States HyFly* DCR 2002— 3-6.5 85,000-95000 Flight tests planned
United States SED* s 2003— 457 80,000 Planned flight tests
France LEA* SJ/DCR 2003-2012 4-8 80,000 Flight tests planned
United States RCCFD TBCC 2003— 0.7-7 (—orbit Flight tests planned

*System discussed and shown. L System discussed.  “Horizontal takoff and landing (HOTOL).

The first successful verified scramjet combustion in flight environment was
achieved by Australian HyShot program in July 2002 [5]. The engine operated
effectively and demonstrated the supersonic combustion. However, it was designed
for the purpose of demonstrating the technological achievement of the supersonic
combustion and it is not used to provide thrust to propel an aircraft. Later in 2004, the
first flight with scramjet propulsion system which produced thrust is achieved by X-
43A (Figure 2.2). On May 2010, X-51A wave rider broke the record of longest

dNASA Glenn Re hydrogen fueled/cooled (GTX).

hypersonic flight time of 140 seconds by using Pratt & Whitney Scramjet engine.



Figure 2.2 NASA X-43A

2.3 Overview of the Scramjet Components

At high Mach numbers, above 3, pressure increase can be achieved by changing the
inside geometry of the engine. In other words, there is no need for rotating elements
such as compressors to increase the pressure of the incoming flow. Scramjets are
designed based on this principle. Scramjet lacks any moving part and provides pressure
increase necessary for the burning cycle by changing shape and area of the engine’s
inner geometry [6]. Scramjet engines basically consist of four main parts; inlet,
isolator, combustor and nozzle. Theoretically scramjet design is very simple but
practically, many problems arise which will be mentioned later. The components of
the scramjet engine are shown schematically in Figure 2.3.

Fuel Injection

Engine Cowl

2 /)S/‘// 22 VLIS II TS L 7 oo~

Isolator Combustor

Figure 2.3 Schematic Illustration of a Scramjet Engine [7]



The inlets are designed to capture the air needed for the engine, decelerate the flow
into speeds required by the engine with least possible loss in the total pressure and
generating drag as small as possible [8]. Inlets of the scramjet engines are not favored
to be separated from the fuselage. This is due to the fact that separating the body and
engine will cause an increase in drag of the vehicle. Moreover, hypersonic boundary
layers do not separate commonly compared to flows at low Mach numbers. Inlet design
for the scramjets can be challenging because of the machinery limitation. To clarify,
cooling might be needed for the inlet material and inlets might be required to change
their geometry while flying. In other words, they can be required to have variable
geometries to adapt for low and very high Mach numbers [6].

Increased heat values because of the combustion occurring in the combustor
cause back pressure and reduction in the mass flow of the air which effects the inlet
flow and may cause unstart. In order to prevent unstart, a component named ‘isolator’
is placed between inlet and combustor. Isolator contains the shock train created by the
back pressure of the combustor and prevents it from reaching to the inlet.

Combustion chamber is a component where mixing of the fuel-air and
supersonic combustion occurs. Detailed information about the scramjet combustor is
given in the following section.

Nozzle is desired to expand the flow beyond combustor. Nozzle of a scramjet
is a divergent duct which is suggested to be open type nozzle in order to adapt for the
large pressure ratio required [6]. Open type are kind of nozzles which use vehicles aft-

body as part of the nozzle.

2.4 Combustion Chamber

In scramjet, the combustion occurs at supersonic speeds. Since decelerating the
flow into subsonic regions decreases the efficiency of the engine and cause other
machinery problems, supersonic combustion is necessary at high Mach numbers [1].

However, air entering combustion chamber at supersonic speeds results in additional



difficulties which needs to be overcome. This makes the design of the combustion
chamber to be the most challenging part of the scramjet propulsion system design.
Since flow must be maintained at supersonic speeds throughout the combustor, the

following problems arise [6]:

e Poor fuel-air mixing rate
e Reduced residence time

e Difficult flame holding

In order to overcome these problems, several studies were done and some
methods were proposed. Most of the proposed ideas, solved some of the
aforementioned difficulties but they also possessed some new issues. The main idea
behind most of these methods is to use physical obstacle in the combustor. Obstacles
in the flow path enhances the mixing and combustion efficiency by increasing the
residence time. However, physical obstacles need cooling which is a severe problem
in high enthalpy flows [9]. Moreover, pressure loss and increase in drag are additional

problems. Some of the proposed and studied methods are introduced here.

2.4.1 Ramp Injectors

In order to enhance the mixing in the combustor, ramp injectors can be used.
Ramp injector’s principle is to increase the fuel-air mixing by adding axial velocity to
the parallel injection [10]. This type of mechanism increases the mixing by producing
counter-rotating vortices and creating shock and expansion waves caused by
supersonic flow passing over the ramps. There are two types of ramp injectors;
compression and expansion ramps. Both types are illustrated in Figure 2.4. Ramps
which are raised in the flow path are compression types while the ramps recessed in
the floor are of expansion type. Compression ramps create a stronger vortex but, since
they do not reach to the smaller scale, expansion ramps result in better combustion
efficiencies. Moreover, expansion ramps attain their maximum efficiencies in less

distance then the compression ramps [11].



Figure 2.4 Ramp Injectors a) Compression Type b) Expansion Type [7]

Although Ramp injectors enhance the fuel-air mixing and combustion
efficiency, they possess some crucial disadvantages. Since the fuel is injected along
the wall, mixing can only be done only near to the wall until the shear layers expand
enough through the core flow which will happen at the far downstream [6]. In addition,
placing obstacles in flow path will cause pressure losses and consequently increase in
the drag [7]. Physical obstacles in high enthalpy flows creates high temperatures which

cause severe problems for the materials used.

2.4.2 Strut Injectors

Struts are placed vertically in the combustion chamber from bottom to the top.
Struts are designed with a wedge at the leading edge and fuel injectors at the trailing
edge [11]. Fuel injection is efficient in struts because the fuel is added to the flow
throughout the whole flow field from several locations of the trailing edge. However,
since struts are in-stream devices, they have significant pressure losses and remarkable

contribution to the drag [12].

fuel

Figure 2.5 Wedge-Shaped Strut Injector [11]
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To decrease the pressure loss, some researchers tried to modify the leading and
trailing edge of struts. Considering this, NASA conducted experiments with different
variations in the shape of the struts to determine the effect of different parameters such
as thickness, length, leading edge sweep, etc. [13]. It is concluded that thickness of the
strut has the most contribution to the drag. Moreover, a study on wedge-shaped and
diamond-shaped strut injection and its results show that the wedge-shaped strut
injectors are more efficient [14]. Although strut injectors provide proper fuel injection
to the flow but, high pressure losses and increase in drag because of pressure loss has

not been solved yet.

2.5 Cavity Flameholders

In late 90s, cavity flame holders were proposed as a new concept for flame
stabilization in supersonic combustion chambers [15]. In this concept, fuel injection
methods are combined with flame holding techniques. Cavities were first employed
by Central Institution of Aviation Motors (CIAM) in Russia. Cavity technique were
first used for flight tests of a Russian/French dual-mode Scramjet [16]. In the following
experiments it is observed that implementations of cavities increased the hydrocarbon
combustion efficiency remarkably [17].

The principle idea behind cavity technique is to create a recirculation region
where the mixing of the fuel and air occurs at relatively low speeds [18]. Since cavities
are recessed in the combustor, pressure losses are decreased compared to other
techniques where the devices are placed in-stream. By creating low speed recirculation
regions, cavities increase the residence time and so, mixing and combustion becomes
more efficient and stable. Since there are many factors affecting the performance of
the cavity flame holders such as cavity geometry, fuel injection patter and fuel type
and so on, cavity stabilization method has not been fully understood yet. Many
researches are going on studying cavities with different geometries and varying

characteristics.
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Generally, cavities are separated into two categories regarding their geometry:
open and closed cavities [19]. The parameter used to characterize cavities is Length-
to-Depth ratio (L/D) of the cavity. Cavities are called “open” when their length to
depth ratio is lower than ten (L/D < 10). In open cavity flows, the shear layer separated
from the upstream corner reattaches to the aft-wall of the cavity downstream. In open
cavity flow regimes with smaller aspect ratio (L/D < 2-3) where single large vortex is
formed in the cavity, transverse oscillations are dominant. Whereas, in open cavities
of higher length to depth ratio where cavity is filled with several vortices (Figure 2.6),
longitudinal oscillations are more dominant [20]. Shear layer impingement at the aft-
wall of the open cavities results in high pressure and so increases the drag.

The second category of the cavities which are called “closed”, have length to
depth ratio higher than ten, L/D > 10. In closed cavity flow regimes, shear layer formed
at the upstream corner cannot pass the entire cavity and reattaches to the cavity floor.
Closed cavities generate great drag coefficients because of pressure increase at the aft-
wall and pressure decreases at front wall [21]. Drag values are higher in closed cavities
compared to open ones. Hence, open cavities are preferred for the use in scramjet

combustion chambers.

Transverse Longitudinal
Mechanism tran.-utiuu at Mechanism

jﬁﬁ

L pul——i—'A

Figure 2.6 Open Cavity Flow, L/D <10 [21]
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Figure 2.7 Closed Cavity Flow, L/D > 10 [21]

A study from Hsu et al. [22] has shown that closed cavities results in unstable
flames while open cavities with low aspect ratio does not provide the volume necessary
for flame holding. Stable combustion was achieved for a limited range of L/D which
corresponds to minimum drag and entrainment.

The most efficient cavities are open cavities with higher aspect ratios.
However, in this flow regimes oscillations are controlled by longitudinal mechanisms.
The longitudinal oscillations are explained with two basic models [21]. As shear layer
forms at the upstream corner of the cavity and then reattaches to the aft-wall causes an
increase in the cavity pressure. Therefore a compression wave is being generated
which travels upstream to the front wall. The first model suggests that this wave
produces vortices in the front wall which amplify while traveling downstream as can
be seen in the Figure 2.8. This will deflect shear layer and cause shock/impingement
at the aft-wall. Unlikely, the second model proposes that shear layer deflection is a
result of compression wave reflection of itself from the front wall, not the induction of

vortices (Figure 2.8).

Shedding vortices and
reflected acoustic waves

Shear layer impingement —
at the rear wall / /_.—_.—

— L

a) First Model b) Second Model

Figure 2.8 Proposed Models for Explanation of Longitudinal Oscillations [21]
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Since shear layer interaction with the cavity aft-wall is the basic factor for
fluctuations in the cavity, controlling the formation of the shear layer can prevent the
cavity oscillations. For this purpose, passive and active methods to control the shear
layer are introduced. In passive methods, control of the shear layer is done by installing
vortex generators or spoilers upstream of the cavity or by inclining the cavity aft-wall.
In this way, formation of shear layers and their reattachments to the aft-wall will be
controlled and consequently compression waves will not be reflected into the cavity
(Figure 2.9.). On the other hand, in active control methods, formation of shear layer is
controlled by mechanics, acoustic or fluid injection methods. Upstream mass injection
as can be seen in Figure 2.10, is the most promising technique. Since active control
methods can be adapted to various conditions, they are more efficient than the passive
methods.

Reduced
Cavity Oscillations

Angled Back Wall
(Mo Reflected Acoustic Waves)

Figure 2.9 Angled Back wall as a Passive Control Method [21]

Enhanced
Shear Layer Growth

Figure 2.10 Upstream Fuel Injection as an Active Control Method [21]

Small Upstream
Disturbances

Ben-Yakar [23] demonstrated the effect of inclined cavity aft-wall on the

reattachment of the shear layer and its stabilizing effect. From the experiment results,
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it is concluded that for cavity with 90 degree aft-wall, compression waves were
propagated into the cavity. This occurs after the generation of shock waves in the shear
layer reattachment location, at the cavity trailing edge. However, in the inclined
cavities, shear layer reattaches to the aft-wall in a steady manner so that no acoustic

waves are reflected inside of the cavity.

M>1 Reflected Acoustic Waves

| ! Trailing Edge Vw
G, L

: :
| l

lront Floor Ba

Wwall Wall

Figure 2.11 Unsteady Nature of Shear Layer at 90-deg Aft-wall [23]

Recirculation Zone

_ 9mm

. L=172mm >

Figure 2.12 Steady Shear Layer Reattachment at Inclined Cavity Aft-wall [23]

Pressure drag produced in the cavity is a result of following reasons. First,
pressure difference between the aft-wall back face and free-stream pressure. This
pressure difference will cause net force in the x-direction, i.e. drag force will be
generated. Second, high pressure region will be generated at the location of shear layer
reattachment. This creates a net force in x-direction on the front wall face inside the

cavity [21].
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Experimental studies of Zhang and Edwards [20] shown that in longitudinal
mode (L/D > 3), cavity drag increases significantly as L/D increases. This is due to the
fact that by increasing L/D, oscillations are damped at the reattachment location and
S0 pressure increases at the aft-wall of the cavity. Moreover, because of momentum
diffusion, pressure drops at the front wall. These pressure fluctuations cause an

increases in the cavity drag as shown in Figure 2.13.

0.20
—a—M=1.5
0.16 4 —es—M=2.5

0.124 Transverse | Longitudinal
Mode Mode

0.08 4

Cavity Drag

0.04 -

0.00

Figure 2.13 Cavity Drag for Different L/D [23]

As can be concluded from the aforementioned studies, cavity drag is mostly
effected by the aft-wall of the cavity. Therefore, several studies are done regarding the
design of back wall. Researches of Gruber et al. [19] demonstrated that drag increases
for small angles (6 = 16) of the aft-wall. Small angles lead to creation of expansion
waves at the cavity upstream which increases drag since pressure decreases at the aft-
wall face. Therefore, large pressure difference contributed to high drag values.
However, the studies of Zhang et al. [24] shows that decreasing back wall angle from
6 =90 to 6 = 45, decreased the drag coefficient. In another study from Samimy et
al. [25], a cavity with aft-wall angle of 20 degree is chosen to minimize the pressure
difference upstream and downstream of the cavity. This is the key for decreasing the
cavity drag. From all these studies it can be concluded that minimum drag coefficient

may occur at the wall angle between 8 = 16 and 8 = 45 degrees.
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2.6 Numerical Methods

In order to analyze the flow in the scramjet combustor different computational
models can be implemented. Reynolds averaged Navier-Stokes equations (RANS),
Large Eddy Simulations (LES) and Direct Numerical Simulations (DNS) are used for
simulation purposes. DNS is very expensive to solve the complex reacting flows.
Therefore, RANS and LES methods are the mostly used methods in flow analysis of
the scramjets. Baurle and Eklund [9] used the VULCAN Navier-Stokes code in their
studies. In this code, Reynolds averaged equations were solved with cell-centered
finite volume method. For chemical reaction modeling, finite rate kinetics model was
implemented. In their study, Menter Baseline (BSL) and Menter Shear Stress
Transport (SST) turbulence models were used. Edwards low-diffusion flux split
scheme was employed with VVan Leer flux limiter.

Lin et al. [26] used the CFD++ code to perform analysis and simulations on
scramjet model. The simulations were done based on finite volume method, multi-
dimension TVD (Total Variation Diminishing) schemes and Harten-Lax-van Leer-
Contact (HLLC) Riemann solver with minmod flux limiter. Two-equation k — ¢
turbulence model was employed. Reduced finite rate kinetics model was used for
modeling reacting flows. In a study of Ghodke et al. [27], second order accurate block
structured finite volume method was used to solve the LES equations. Linear Eddy
Mixing (LEM) and Artificial Neural Network (ANN) models were used for chemical
reaction calculations. In order to evaluate the fluxes a hybrid methodology

characterized by shock/interaction interactions was implemented.
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CHAPTER 3

PHYSICAL MODELING

In the scramjet combustor, the flow is characterized by the fluid motion along
with chemical reactions. In other words, reacting flow is the basic characteristic of the
flows which experience combustion. Governing equations of these flows are principle
conservation laws of fluid mechanics and chemical reaction mechanisms. Theoretical

background are given as follows.
3.1 Governing Equations of Fluid Motion

Differential form of the conservation of mass, momentum and energy are
applied for a distinctive volume of the fluid which can be shown mathematically in the
following manner for Cartesian coordinate systems.

Conservation of mass in its differential form which is known as continuity

equation is given as:

9.9 iy +2 o)+ 2 (ow) = 0 3.1
ot " ox P Ty WY T W = 31)

Momentum equations which are referred to as Navier-Stokes equations are

shown in the following.
Momentum in the x-direction:

0 0 0 0
—_ — 2 —_ —_
3% (pu) + % (pu® +p) + 3y (puv) + e (puw)

; (3.2)

B L2 L2
- ax (T.XX) ay (Txy) aZ (TXZ)
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Momentum in y-direction:

9 (o9) + - (puv) + -2 (pv? + p) + - (pvw)
gt PV T gy UV TG, WPV TP TG AT

p 9 (3.3)
= ox (Txy) + (Tyy) + ( yz)
Momentum in the z-direction:
0 0 0 0
_ _ _ _ 2
3¢ PW) + o~ (puw) + 3y (pvw) + o= (pw* +p) o

d 0 0
= a (sz) + @ (Tyz) + & (Tzz)

Conservation of Energy:

d 0 d
(p £) +ox (puet + pu) +35 (pvet + pv) +, (pwet +pw)

4 9
= a(urxx T VTyy + WTy, — Qx) + @ (uTxy + UTyy + WTy, — qy) (3.5)

d
+ PP (uty, + V7, + WT, — qy)

In addition to fundamental conservation laws of fluid mechanics, conservation

of mass should be applied for every species in reacting flows.

apk

0 0
Bt + —(Pku) + —(ka) + (PkW) = Wy (3.6)

where, subscript k denotes different species and wy, is the source term for the species

which will be explained in the following sections.
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3.2 Thermodynamic Model

In order to close the system of equations, equation of state is used which relates
the thermodynamic properties. The pressure is related to density and internal energy

as follows:

p =p(p, e pi) (3.7)

where, e is the internal energy and py, is the density of the kth species.

In low enthalpy flows where temperatures are below 1000 K, ideal gas
assumption is used. In ideal gas assumption, the specific heats, C, and C,, are constant
and so specific heat ratio is also a constant. However, in high enthalpy flows, the
specific heats become temperature dependent variables.

In order to estimate the specific heats as a function of temperature, several
models such as one temperature and two temperature models are developed. In one
temperature models, all energy modes are assumed to be in equilibrium mode. These
methods are simpler compared to other methods, but, equilibrium rates are
overestimated [28]. In two temperature models, two distinctive temperatures are used
in formulation. One for translational energy modes and the other for vibrational energy
modes. Hence, two temperature models are complex and solving the coupled equation
for these two temperature requires large computation time and sources. Moreover,
vibrational energy can be neglected compared to temperatures of chemical reactions.
Therefore, one temperature models are sufficient to estimate the values of the specific
heats accurately.

The energy of different species are found as functions of temperature and
tabulated with molar thermodynamic data. However, in order to use these tables for
computational purposes, data are used to fit a polynomial equation [29]. A 9-constant
form of these polynomial curve fits are used for representation of thermodynamic
properties [30].
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The specific heat at constant pressure is modeled as:

ok (T) 1 1
’R =a1ﬁ+a2T+a3+a4T+asT2+a6T3+a7T4 (3.8)

Specific heat at constant pressure of a mixture is written as [31]:

K
p
Com = z L (3.9)

Integration of polynomial for C;, is employed to find the enthalpy for

temperature T.

T
HO = f CodT + B (3.10)
T

0

where B is the constant of integration which makes the enthalpy zero at reference
temperature. Reference state of elements are accepted to be the stable phase of pure
elements at temperatures and pressures of 298.15 K and 1 bar, respectively.
Therefore, reference temperature is chosen as 298.15 K. For different temperatures,
enthalpy is calculated as sensible heat added to the heat of formation at reference

temperature [32].

H°(T) = A;H®(298.15) + [H°(T) — H°(298.15)] (3.11)

Polynomial to estimate the enthalpy is derived as follows:

H(T)
RT
(3.12)
1 In (T) T T? T3 T4 b;
=—-a; ﬁ+a2 T+a3 +a45+a5?+a67+a7?+?

Mixture’s enthalpy can be calculated as:
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K
H,, = Z” L (3.13)

In order to find the polynomial for entropy change, specific heat at constant
pressure is divided by temperature and then integrated. The integration bounds from
the reference temperature to the local temperature.

T CO
50 = f 24T +C (3.14)
. T

0

The polynomial is found to be as:

Sk (T)
R
(3.15)
1 T? T3 T*
=0 55 T 4 T+a3 lnT+a4T+a57+a6?+a7T+b2
Entropy of the mixture is also can be found as:
K
S, = z P s (3.16)
k=1 p

where, a4, a,,..,a, are coefficients of the polynomial equation written for
thermodynamic data calculations of different species and b; and b, are constants of
the integration [30]. Chemical properties and polynomial coefficients data of the
species used in this study are given in Appendix A.

For different species, the value of internal energy can be calculated as:

E° = H° —RT (3.17)

The specific internal energy can be estimated by using mass fraction of

different species with the molar values using the equation given as follows.
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K
e = Z Pk go (3.18)

In one temperature model, total energy is formulated as:

K
1
E=e+§(u2+v2+wz)+Z%H{§ (3.19)
k=1

Moreover, the pressure of the mixture is calculated by the following equation.

K
c
p = pR,T z ~k RuTZ Pic (3.20)

where W, is the kth species’ molecular weight.
3.3 Chemical Reaction Model

In order to solve the reacting flows, chemistry of the flow should be modeled
as well. The coupled system of governing equations with chemical reaction models
should be employed to model the fluid motion. Implementing accurate and complex
chemical reaction models require very large computers and computation time. Hence,
the use of extensive chemical models are computationally inefficient. These chemistry
models can be simplified and reduced to less complex mechanisms so that the solution
of the governing equations coupled with chemical reaction become numerically
efficient and economically beneficial [33]. Finite rate chemical reaction model is one
of the widely used chemistry models which integrates time rate of change of the gas
compounds. The detailed representation of the finite rate chemical model is given in

the following sections.
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3.3.1 Equilibrium Constant

Chemical reactions are represented by

K K

Zv,;Rk 2 ) v, (3.21)

k=1 k=1

where, v, and v, are stoichiometric coefficients of the reactants R, and products Qy,
respectively. In order to calculate the equilibrium constant for different reactions,
Gibbs function is needed. The Gibbs free energy is found as:

GO =H°—TS° (3.22)

Since Gibbs free energy is an extensive property and related to enthalpy and
entropy, it can be defined by its value at stable condition of T = 298.15 K and p =

1 atm.

G, = G2 + RT ln(Z—k) (3.23)
0

where Gy, is the Gibbs free energy at stable conditions and py is the partial pressure of

species k. Partial pressure of the reactants and products can be derived as [34]:

—AG® = RT In (ﬂ ov 1_[ RY6) (3.24)
k k

Now, equilibrium constant is defined as the ratio of the partial pressure:

K, = HQZ”" / HRZ”‘ (3.25)
k k

Rearranging, the equilibrium constant equation becomes:
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AG")

— (3.26)

K, = exp (—

From Equations (3.26) and (3.22), it can be concluded that equilibrium constant
K, is a function of temperature only. Therefore, equilibrium constants of formation for
different sets of reactions can be calculated based on the temperature. Equilibrium
constants for different reactions are tabulated in NIST-JANNAF [35].

3.3.2 Finite Rate Chemical Reactions

Finite rate chemical reaction models provide the equations by integrating the
time rate of change of the chemical compounds of the gases in the reactions. This
implementation will cause different time scales to be present in the problem. In other
words, it will cause equations to be rather stiff. Considering the difficultness and
computational inefficiency of the stiff equations, extensive chemistry models are
modified to be rather simple and computationally feasible [33].

System of chemical reactions in the finite rate chemistry models can be written
in the general form as in Equation (3.27). The equation is written for the K number of
species and total reaction numbers of I.

Vllc,,i)( k (3.27)

K K
=1

!
Z ViiXk €

k=1 k

where vy, ; shows the reactant’s stoichiometric coefficient of the kth species in the ith
reaction and v'j ; shows the product’s stoichiometric coefficient of the kth species in
the ith reaction. And, y; is the symbol for the kth species chemical representation.
According to law of the mass action, in each forward reaction, any change in
reactants concentration will cause proportional change in the products concentration.

This law makes it possible to find the reaction rates as constants using Arrhenius which
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depends primarily on temperature. The Arrhenius expression to calculate the forward

reaction rate is given in Equation (3.28)

k;; = A;TPiexp(— Ei) (3.28)
fi i p RuT .

where A4; is the rate constant of reaction i, B; is the temperature exponent and E; is the
activation energy for ith reaction. Values of A,B and E are found from the
experiments.

If the constant values are available, the backward reaction rates can also be
computed using Arrhenius formula like the forward reaction calculation. However, if
these data are not available as for most cases, backward reaction rate constant can be
calculated using the equilibrium constant which explained previously and reproduced

after expanding it as in Equation (3.29).

AS; AHi) (p;;n)21k<=1vllc,i (3.29)

In this case, backward reaction rate is related to the forward reaction rate

constant as well as equilibrium constant.

kpi = 2= (3.30)

Source terms for different species w; in Equation (3.6) shows the production
rate of kth species in a cell produced by chemical reactions occurring. In addition, the
rate of change of species concentration is calculated by addition of each species
concentration from different reactions. As a result, rate of the production of species

which is called source term or production term of chemical reactions is found as:

K K K
Wy = Wy Z(V;c'l — Vi) (kg H[Xk]vk'i — kpi H[Xk]v”""') (3.31)
=1 k=1 k=1
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where, yj is the molar concentration and W, is the molecular weight of kth species.
Also, K is the total number of species and i is the number of reactions used in

modelling of the chemical reaction mechanism.

3.3.3 Fuel Types

Fuel selection is one of the important parameters in designing the propulsion
systems. Besides to its effect in engine performance, it has great effect in the design of
the vehicle. For instance, choosing a fuel with higher density will occupy less volume
in the vehicle and so will increase the room available for other parts such as payload
areas and etc. Therefore, fuel should be selected not only to provide good performance
and efficiency for the engine but also, to increase the engine’s application potential
[36].

Throughout years, several fuels have been tested to be used in scramjets.
Among those fuels, hydrogen and hydrocarbon fuels are used extensively. Fry [4]
shows that for flight Mach numbers above 8, hydrogen fuels are beneficial. On the
other hand, for scramjet powered flight Mach numbers below 8, hydrocarbon fuels
should be preferred which can be seen from Figure 3.1. However, in a study of Waltrup
[37], it is concluded that hydrocarbon fuels can have better performance than hydrogen
fuels up to Mach numbers of 10. Certainty of the efficiency of hydrogen in high Mach
numbers above 10 is due to its fast reaction rate and cooling capacity compared to
hydrocarbons.

Overall, hydrogen fuels have the advantages of fast burning, short ignition
delay time and high cooling capacity. However, its low density and requirement for
large fuel tank area are disadvantageous. Unlikely, hydrocarbon fuels are
advantageous because of high density (require less volume), easy handling (not highly
reactive) and more energy per volume. Hydrocarbon fuel have disadvantages of slow

reaction and long ignition delay time [38], [39].
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Figure 3.1 Comparison of Fuel Types at Different Mach Numbers [4]

Considering hydrocarbon fuels, ethylene and methane are the two most studied
fuels. Since methane has slow Kkinetics, it possesses less stable regions in the
combustion [40], [41]. Thus, ethylene becomes a better option among hydrocarbon
fuels. Generally, hydrogen and ethylene are the most preferred and studied fuels in
scramjets. Since in this study scramjet is considered for low hypersonic flows (Mach
numbers below 8), ethylene is employed as the fuel for the scramjet engine analysis.

Details of the ethylene-air combustion properties are given below.

3.3.4 Ethylene-Air Combustion Model

Hydrocarbon fuel systems generally have complex mechanisms. Hydrocarbon
fuels with large carbon compositions in their molecules have extensive reaction
mechanisms and solving these systems require high computation time and effort. For
instance, detailed reaction mechanism for ethylene has been studied with 148 basic
reactions [42]. Therefore, reduced ethylene reaction mechanisms are necessary
considering the computational efficiency. Several studies are done to simplify and
reduce the system of reactions for hydrocarbon fuels especially ethylene [6].

Varatharajan and Williams [42] used steady-state assumption along with

partial-equilibrium approximation to reduce the number of reaction steps from 148 to
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38 steps. Further, by restricting reactions just to induction period, these reactions can
be reduced to 12 elementary reactions. Regarding these 12 elementary reactions, there
exists hydroxyl (OH) among the species present in reactions. Hydroxyl is found to
decrease the ignition delay time. Therefore reduced reaction models which use
hydroxyl in their reactions, are not able to predict the ignition delay time [43]. Baurle
and Eklund reduced the reaction mechanism to 3 steps by adjusting the reactions rate
for the absence of the hydroxyl in their reaction mechanism [9]. This reduced finite
rate chemical reaction model for Ethylene ignition with 3 reactions and 6 species
which is shown in Table 3.1 is used in this study.

Table 3.1 Forward Reaction Rate Data for Reduced Ethylene-Air Combustion [9]

Reactions Ay Br %
C,H, + 0, 2 2C0 + 2H, 2.10 x 104 0.0 18015.3
2C0 + 0, 2 2C0, 3.48 x 10! 2.0 10134.9
2H, + 0, 2 2H,0 3.00 x 10%° -1.0 0.0
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CHAPTER 4

COMPUTATIONAL MODELING

Basic principle of Computational Fluid Dynamics (CFD) is to model flows as
realistic as possible. However, there are many obstacles to accomplish this goal. In
order to model the fluid motion precisely, solution of the complex equations are needed
for complex problems. These models require high computation time and very large
computers. Therefore, solving these complex equations becomes inefficient both
computationally and economically. For this purpose, lots of research are done to get
better solutions with rather simplified equations and reduced CPU times. Numerical
algorithms and methods are developed to solve the flow problems accurately with less
computation time i.e. to reach the goal of accurate modelling with efficient
computation process.

In this study, the coupled equations of Navier-Stokes and finite rate chemical
reactions are solved. In order to have efficient computation, computational space is
transformed from Cartesian coordinates to generalized coordinates. Moreover,
different flux splitting methods are introduced to the solution algorithm. First and
second order schemes are presented with the addition of flux limiters for second order

scheme. Moreover, Implementation of Newton GMRES method is explained.

4.1 Navier-Stokes Equations in Cartesian Coordinates

Three dimensional steady coupled equations of Navier-Stokes and finite rate
chemistry model equations can be written in vector form in the generalized coordinate
as Equation (4.1). Flux vectors are divided into convective (inviscid) and viscous
fluxes for better representations of the flow physics and simplifying the equations for
the numerical approach.
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a(FC - Fv) + a(Gc - Gv) + a(Hc - Hv) _

ox dy 0z 5=0 (41)

where F,, G. and H, are inviscid (convective) flux vectors and E,, G,, and H,, are viscous
flux vectors in x, y and z-direction, respectively. Moreover, S is the source vector for
species. This equation obtained from Equations (3.1) to (3.6).

Aforementioned convective flux vectors are given as:

pu - - pU - pW
pu?+p puv puw
puv pv?+p pvw
2
puw povw pwe+p
F. = G, = H. = 4.2
© |(pec +pu © |(pec +p)v © |(per +p)w (4.2)
pu p1v pw
Pk-1U - Pk-1V - L Pk-1W

where, u, v and w are velocity components. In addition, p4, ..., px—, corresponds to
density of the kth species presented in reactive flow where K is the total number of
species. In order to reduce the computation time, the conservation of mass equation
for one of the species is removed. This is possible because of the fact that summation
of all of the densities should be equal to the total density of the flow and since total
density is also introduced to the equation, one of the species’ density can be removed
from the equations to reduce the size of the vector. In other words, independent species
is one less than the total number of species.

Viscous flux vectors are written as [44]:

0 0
Tox Txy
Txy Tyy
T T
F, = xz G, = yz 4.3
Vo | UTyx + VTyy + WTyy, v futyy vty +wry, (4.3)
0 0
0 0
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UTy, + VT, + WTyy, (4.4)

0 w1

0 . LW —1-

where w is the production term for the species and t is the shear stress which can be

defined as:
2 ) Ju OJ0v OJw
Fax 3,u( ox 0y 62)
B 2 ) Jv Jdu Jw 45)
tyy = 3‘u( dy Ox 62) '
2 ) ow Jdu Jv
T = 3HC G T o Ty

_ (0u+0v) _ (0W+6u> _ <6v+aw> 16
Ty TH G, Tar) T G Ta) T H G TE) 4O

where u is the dynamic viscosity of the fluid. Since the system of equations are not

closed, one more equation comes from the equation of state for pressure as:
P 2 2 2
p=p(y—1)[e—§(u +v +W)] 4.7
4.2 Transformation Metrics

Transformation from physical to computational space increases the efficiency
and accuracy of the computations and makes the implementation of the boundary

conditions easier. To solve the governing equations in computational domain,
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equations should be transformed from physical space. Computational domain is an
equally sized grid system within a rectangular shape.

Here, generalized coordinate transformation is applied to governing equations.
Equations of motion are intended to be transformed from physical domain (x, y, z) into

computational space (¢, 7, {). Transformation is done using the following equations:

§=¢(xy,2)
n=nxyz) (4.8)
{={(x,y,2)

Relation between partial derivatives in physical space with computational

domain is derived by the chain rule as:

0 0 0 0

x Ex%"'nx_n-l'(xa_{

0 0 0

@=fya—f+ﬂy%+fya—{ (4.9)

0 _, 0, 9 0

where, &y, Mx G, €351y, 0y, €212, {, are the metrics of the transformation. Since

determination of metrics are impossible in some cases, metrics should be computed

numerically. Differential expression in generalized coordinates can be written as:

0§ = &ydx + &,dy + &,dz
on = n,dx +n,dy +n,dz (4.10)

0¢ = (ydx + {,dy + +{,dz
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Writing these in a matrix form:

a’f Ex fy Ez dx
Ic’m‘= Inx Ny Nz||dy (4.11)

(y ZZ dz

Changing independent variables of generalized coordinates to Cartesian
coordinates, new matrix can be formed as:

Xg Xy Xg][0¢
l ‘ IJ’§ Yn Ye¢ll|om (4.12)
Zg110¢

Comparing Equations (4.11) and (4.12), it can be concluded that:

$x Xg Xp X¢ -
Nx My nz‘ = lyf Yo Y (4.13)
x Zg

The Jacobian of the transformation is defined as:

SEmD $x Sy &z
_ 3G9 _
] - a(x,y,Z) - T]x ny 7’]Z
G & &
(4.14)
Xf Xn X(
1 d(xy,2)
= o ye wy Yt
J a9 !
Zg Zn %
Therefore, the equation for Jacobian of the transformation can be written as:
1
(4.15)

- Xg (J’nzc - yCZn) — Xy (J’fzc - yzzf) +x:(Vezy — YnZe)
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As a result, metrics essential for the transformation from body-fitted space to
computational space are found as follows:

§e = J(mzc —vezy) & =J(xczy —xn2g) & = J(xqyg — xc¥)
e =J(veze = veze)  my =J(xezg —xcze)  np = J(xgye —xy;)  (4.16)

G =J(vezg —wze) Gy =J(xnze —x527) Gy =J(xeyy — x3¥¢)
4.3 Non-Dimensionalization of Governing Equations

Equations of motion for fluid flows can be non-dimensionalized in order to
simplify the equations. In non-dimensionalized equations, units for measuring the
parameters become unimportant. Therefore, different flow analysis can be
implemented in an efficient way using these equation. Non-dimensionalizing of the

Navier-Stokes equations are done by defining the reference parameters as:

* X * Y * 4 P 1/2
S T A v
. u u v w

u = = Vi=—— Wr=— (417
Vier  (Doo/Poo)/? (Poo/Poo)/? (Poo/Poo)/? (4.17)

Poo Poo o 0 (Poo/Poo)

where L represents the length of the vehicle and subscript co shows the free stream

values. The non-dimensionalized parameters is defined as Reynolds number in the
following equation:

1
P2
po _ PrerVresl _Pe (pm) L (4.18)
Href Heo
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Considering the equations below,

Poo _ RT., y Po _ YRT,, (y = constant)
Poo Poo
(4.19)
V Poo 1/2
o =——= (YRT,)Y? = ( —)
a M, (YRT,) Vpoo

where y is the specific heat ratio and a is the speed of sound. Using Equations (4.19),
the equation for Reynolds number becomes as:
1
Peo Voo )
Poo (poo) L P (\/—M L 1 (pooVooL> (4.20)
Heo Hoo T WM\ e

Re =

Reynolds number in terms of independent variables can be written as:

1
VY Mo,

Re = Rey, (4.21)

Using the non-dimensional parameters described, the equations of motion for steady

flows are non-dimensionalized as:

Conservation of mass:

0 0
u* u* 4.22
ax*(pu)+ay*(pu)+ (4.22)
Momentum in the x-direction:
E (4.23)

o (T) + 52 (rxy)+ P MED

Momentum in y-direction:
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)
ax*(pw)+

9]

Momentum in the z-direction:

ppe (pu"w*) +

*_ %2 d

)
ay*(pv +p)+az*(pvw)=

9] 0
o (T) + oy (t5y) + 5= (132)

d KooKk i * %2 *)
ay*(pUW)+aZ*(pw +p*) =

d d d
e (t32) + O_y* (Tyz) + FPe (t72)

Conservation of Energy:

0
ay*

* *

(p*u*ef +p*u”) +

dx*

9]

(p

0
vef +p*v*) +

5, (P'wel +p'w)

a * %k * % * % a * % * %k * %
x*(u Thx + UV Thy + W sz)+a—y*(u Thy + V' Ty + W'T),)

a * %k * %k * %k
+§(u Tz TV ‘L'yZ+W TZZ)

Conservation of mass for species:

9 d d y
I (pru™) + e (prv") + =—(ppw™) = wy,

y*

az*

where, shear stresses are non-dimensionalized in the following equations:

K dx* '

*

2 .9v R val e

*

. _VrMy
Tyy =g eos
TZZ = Re

o)

2w 2 v
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(4.25)

(4.26)

(4.27)

(4.28)



. <6u* N 617*) . (aw* N au*)
oy =R Gy T o Bz =B \Gx " 82

(4.29)

i L (Ov"  ow’
tyz = H# (62* * ay*)

From now on, the superscript * is dropped for the sake of brevity. The Navier-

Stokes equations are represented in non-dimensional form in the following section.
4.4 Navier-Stokes Equations in Generalized Coordinates

The non-dimensionalized Navier-Stokes equations in Cartesian coordinates
derived as in Equations (4.22) to (4.27), are transformed into generalized coordinates,
here. Metrics of transformations found in the previous sections are used to perform
this transformation.

Applying the transformations in Equation (4.9) into Equation (4.1), Navier-
Stokes equations are found in conservative form and in generalized coordinates as

follows:

0k —F) 06 —Gy) OH —H) o _ (4.30)
FT; on a¢

Where inviscid and viscous flux vectors can be defined as:

F‘c = ]l(foc + fch + fZHC) ﬁv = ;(fov + fva +¢.Hy)

L1 o
Ge = 7(anc +nyGe +1n,H,) Gy, = j(anv +1,G, +n,H,) (4.31)

ﬁc = }((ch + (ch + {ZHC) ﬁv = ]l(szv + (va + {,H,)
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Equation (4.30) can be expressed in vector form as follows:

pU
pUu +¢xp
pUvV +&yp
s _LipUw+ép
] |(per + DU
,01'U

pr-1U

pV pw
pVu +nyp pWu + ip
pVv +nyp pWv +{yp
pVw +1,p g = L|pWw+p
(pec +p)V ] [(pee + Y)W
P1.V .01_W
Pr-1V Pr-1W

where, contravariant velocities are defined as:

And, viscous flux vectors are written as

0
$xTux + fyTxy + &5 Tz
fxTxy + fyTyy + EzTyz

U=&u+év+E,w
V=nu+nv+nw

W=qgu+ v+ {w

0
NxTox T NyTxy T NzTxz
NxTxy T NyTyy + M7y,

<D
Il
|

where,

L)

'Sxsz + EyTyz + fZTZZ Gy —
$xbx +$yby +§2b,

0

0

0 .
ZxTxx + {yTxy + {szz
ZxTxy + {yTyy + CzTyz
CxTxz T+ ZyTyz + (T2,
(xbx + Zyby + (zbz
0

0 |
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NxTxz + 773/7:312 + NzTzz
Nxbyx +nyby, +n,b,

0

0

(4.32)

(4.33)
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by = UTyy + VTxy + WTy, by = Uty + vTy,y, + WT,,
(4.35)
b, = Uty, + VTy, + WTy,

And, Shear stresses non-dimensionalized in Equations (4.28) and (4.29), can be written

in tensor notation as follows:

VYMy, du; Ju; ouy,
Txl.x].— Reo, u a_xj+6xi +la—x](6ij (436)

where A is the bulk viscosity which is related to the dynamic viscosity by the stokes
hypothesis as in the equation below:

2
A=-2u (4.37)

4.5 Numerical Discretization

Governing equations of fluid motion can be written in both differential and
integral form and solved accordingly. The methods used to solve these equations have
different characteristics. Therefore, methods which are advantageous for the problem
and domain in question should be applied. In other words, there is no globally efficient
method for different type of problems. Basic principle of numerical approximations is
to divide the solution domain into discrete points, areas or volumes according to
domain dimensions. In order to solve the differential form of the governing equations
finite difference method (FDM) is generally utilized. Finite difference methods are
accurate in computational domains which are divided by equally spaced points. Hence,
implementation of finite difference equations for complex geometries with
discontinuities will cause numerical problems. Whereas, finite element methods
(FEM) and finite volume methods (FVM) attempt to solve the governing equations of

fluid motion in their integral form. In order to use finite element method, the domain
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of solution should be divided to finite number of elements where approximations are
done by using interpolation function at each element. Unlike finite difference method,
FEM can handle complex geometries with good accuracy. However, finite element
methods require high CPU time for fluid flow problems [45]. In order to solve flow
problems in complex geometries with less computational time, finite volume method

is introduced.

4.5.1 Finite Volume Method

In finite volume method, discretization of the domain is done by dividing the
solution domain into small (finite) volumes or cells. Then, integral form of the
governing equations are applied to each volume. The goal is to approximate the flow
variables defined at each cell in a way to approach the exact solution for which
conservation laws are satisfied. Since conservation laws are stronger in integral form,
it is physically intuitive to apply equations of motion in their integral form for complex
flows. Therefore, finite volume method is promising method for flows with
discontinuities such as shocks and complex geometries. The governing equations of

fluid motion can be written in general integral form as in Equation (4.38):

%ffvadv+ﬂsfﬁdS= 0 (4.38)

Where f is the net flux across the surface S and 7 is the normal of the surface. For

steady flows as will be applied in this study:

f fs f.idS =0 (4.39)

In order to discretize the Equation (4.39), cell centered finite volume method
is used. The principle of this scheme is to define the flow variables in the center of the
finite volumes obtained by dividing the solution domain. Flux vectors are determined

at the cell interfaces of the control volume. In order to evaluate the flux vectors,
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conservation law is applied to the control volume. According to the conservation laws,
the difference between the amount of flow entering and leaving the control volume is
equal to flux generated in the control volume. Mathematically, conservation of flux

vectors over a finite volume can be expressed as:

F. AE = (ﬁc — F”)H%,j,k - (Fc - Fv)i—%,j,k

G.an=(6c=G), 1, — (6= Go), 1, (4.40)

ﬁA( = (ﬁc - ﬁv)i,j,k+§ - (ﬁc - H\v)i,j,k—%

where F,G and H are the amount of fluxes generated in a control volume with
dimensions of A¢, An and AC.

Consequently, the governing equations presented in generalized coordinates in
Equation (4.30) can be discretized as Equation (4.41):

0 (Fo—F) 0y (6c—G) o H—H) . _. (4.41)
AE An A¢

For convenience, the equally spaced dimensions of the computational domain
are set to be 1.

=1
i3 )ik

=<

i+aj k
A =11, =0 1, =1 (4.42)

AC=¢ . 1—¢ . 1=1

i,j,k‘l‘z i'j'k_i

Considering the aforementioned equations, discretized equation becomes:
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(FC Fv)l+%,j,k - (FC - FV)L—%,j,k
+(G, - Gv)i,,-%,k — (G, - G")i,j—%,k (4.43)

Since source term for chemical reactions is included in the flow variables

vector, where they are computed in the cell centers, this term is not discretized.
4.6 Flux Vector Splitting Methods

Solving the semi-discrete equation needs the values of fluxes at cell faces.
Since flux values are highly important in the computation process, different methods
are developed to enhance the flux calculation. The goal is to improve the solutions
approximation by acquiring the flow variables from the neighboring cells to the left
and right of the cell interface and reach its exact solution. In this study, flux
calculations will be done using upwind scheme.

Inviscid flux calculation is done by applying the flux balance for each cell of

the solution domain as:

@Befe) = (B pya e = (B 1 (4.44)

where &; denotes the difference operator. The evaluation of flux values at cell faces
(i+ % i — %) is done by using the flow variables from the neighboring cells. The flow

variables used in the interface flux calculation are from the cells to the right and left
of that interface as:

By = FH(Q7) o H B2 (Q)

(4.45)
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where E* transfer information from the cell which is to the left of the interface i.e.
information is spread from left to right and Q~are the flow variables defined at the
cell center in the left side of the interface. However, £~ brings information of flow
variables from the cell in the right side of the interface. The flow variables at the cell
center to the right of the interface are denoted by Q*. The inviscid flux vectors of G,
and H, can be discretized similarly as E, which is shown in Equation (4.44). Therefore,
upwind flux vector splitting applied to the inviscid fluxes of the semi-discrete
governing equations shown in Equation (4.43) can be written as:

@) (@) | = | (@) 1y + @)
[a+(o)+k+c(o>+k] [62(@), 1, + (@7 )l,__,{]

+[ﬁc+(é‘)i, L+ Az (0 )”k+] [H+(Q RV ECOM ]

—Sijk =0

(4.46)

There are several methods developed for splitting flux vectors. Steger-
Warming, Van leer and AUSM methods are some of the most used flux vector splitting
methods which are introduced in this study.

4.6.1 Steger-Warming Method

Steger-Warming flux vector splitting method was first introduced by Steger
and Warming [46] in 1981. It is one of the most used flux splitting methods. In this
method, the splitting of flux vector is done by splitting the eigenvalues of the Jacobian

matrix of the flux vector.

AM=u Ah=u+a A3=u—a (4.47)

The eigenvalues of the Jacobian matrix is split according to its sign .The split
eigenvalues of the Euler equations are defined as in the following equations.
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(4.48)
_(u+a)i|u+a| F_(u—a)ilu—al

2 3 2

2

Now that the eigenvalues are split, flux vector splitting is done according to
these eigenvalues and the flux vector is written as in the Equation (4.49). Eigenvalues

with the plus and minus sign are always positive and negative values, respectively.

B
pu+ a(2F — A3)E,
B+ a(AF — A3)E,
0 pw + a(23 — A1)E,
2y w? +v2 +w?)
A 2

-3 @9
y—1

+aU(Af —23) +
ﬁ(p;/p)
B(oxr]P)

where,

B=2(y—DAf +Af + 13 (4.50)

Split of flux vectors in other directions (G and AX) according to Steger-

Warming flux splitting method can be found in Appendix B.

4.6.2 Van Leer Method

Steger-Warming method is one the well-known flux splitting schemes that is
commonly used. Steger-Warming scheme uses eigenvalues of the Jacobian to split the
flux vector. However, splitting by eigenvalues cause discontinuities at stagnation
points and in sonic conditions. In other words, non-differentiable fluxes are generated
in this method. To overcome this issue, Bram Van Leer [47] introduced a new upwind

flux vector splitting method which uses Mach number for splitting the flux vector. In
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Van leer method, Mach number is discretized into two regions of subsonic and

supersonic regions. Detailed Mach number discretization is presented as:

0 M<-1
M + 1\?
M* = (T) —1<M<1
M M=>1
(4.51)
M M<-1
_ M + 1\?
M~ = —( 5 ) —-1<M<1
0 M>1

As it can be understood from the Equation (4.51). Mach number value is
propagated downstream for flows in locally supersonic region while in subsonic flows,
Mach number is propagated both in upstream and downstream direction. As a result,
flux vectors can be split with ease in supersonic regions as in Equation (4.52).

, Fm=0 M>1

~

EXt=0, F-=F M<-1

St
o)

(4.52)

Unlike supersonic flows regions, flux vector splitting in locally subsonic flow
region requires more computation effort. For locally subsonic regions, flux vectors can

be written for inviscid fluxes as (¢-direction):

1

1, .
;(—Ug t2a)é, +u

1, _ .
;(—Ug t2a)é, +u

M + 1\? 1, .
( ) ;(—Ug t2a)é, +u (4.53)
Ue(—Us + 2a) 2a N u? 4+ v? 4+ w?
y+1 V-1 2
p1/p

~|3

Pk-1/P
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where J is the Jacobian Matrix, a is the speed of sound and y is the specific heat ratio.
Contravariant Mach number U with the direction cosines of &,,&,,&,, 7y, ..., {, are

defined in the following equations in their general form as:

o $i
a_J%+%+8
(4.54)
A = ni ¢ = €
SN LB T
U = ué, +vé, + wé,
(4.55)

-~

U, = ufi, + vi)y, + wij, U( =ul, + vfy + wi,

Split of flux vectors in n and ¢ directions (G and A%) by Van Leer flux

splitting method are given in Appendix B.

4.6.3 AUSM Method

Another flux vector splitting method used in this study is AUSM (Advection
Upstream Splitting Method). In principle, AUSM is similar to the Van Leer splitting
Method. AUSM is a rather new flux vector splitting method suggested by Liou and

Steffen [48] and it is based on splitting of the flux vector into convective and pressure

fluxes.

pu 1 1 pPu 0

pu® +p pu? p

puv puv 0

_ puw _ puw 0

F, = puH =| pun + 0 (4.56)
p1u p1u 0
Pg—u 1 L pgqu I L 0
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The first part and second part of the fluxes namely convective and pressure
fluxes are split according to the Mach number and pressure values, respectively. Left
and right Mach number specifications is done as Van leer Mach number definition
given in the Equation (4.51). In addition, the right and left values of the pressure
required for the calculation of the fluxes at the cell interfaces can be split by two

definitions given in the following equations. The first definition is given as:

1
Sp(1E£M) M| <1
+
P31 M+ m| e (4.57)
2P "M
And the second method for splitting pressure is defined as:
1 —
Zp(Mil)Z(z+M) M| <1
+ —

2P

The split flux vector by AUSM method in &-direction (EE) can be written as in
Equation (4.59).

pa

pa + ué,p*

pa + vé,p*

pa + wé,p*

't = M* U + v? + w? (4.59)
alpe; + (y — 1 (pe — — I

pa(el/p)

)
I+

pa(px'_l/p)

Split flux vectors in other directions (G and H%) according to AUSM method

are shown in Appendix B.
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4.7 Order of Accuracy

In order to provide the information for the flux vectors, flow variables from the
centers of the neighboring cells should be implemented into the flux calculation at the

cell interface. To do this, first or second order interpolation is applied.

4.7.1 First Order Schemes

In first order schemes, flow variables at cell interfaces are taken to be equal to
their values at cell centers to the left and right of that interface. Simply, it can be written

as:

Q 1=20 Q1= "0in (4.60)
2 2

where, i is the cell center to the left of i + 1/2 interface and i + 1 is the cell center to
the right of the i + 1/2 interface. First order TVD (Total Variation Diminishing)
schemes, are monotone schemes. In other words, first order schemes have dissipative
characteristics and tend to decrease the effect of discontinuities in the flow (such as
shocks) or in the geometry. To capture the effect of discontinuities precisely, second

or higher order schemes can be employed.

4.7.2 Second Order Schemes

In second order schemes, the information of the flow variables at cell interfaces
are computed by interpolating the flow variable values at the neighboring cells. The
variation of flow variables between the cells are taken into account in second or higher
order schemes. By increasing the order of interpolation, higher order schemes can be
constructed. Second order schemes can be established for the left and right values of
the flow variables using the MUSCL (The Monotonic Upstream-Centered scheme for

Conservation Laws) scheme which is written as:
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Q1= Q+310 —Oa + (14 0B
2
(4.61)

1
Q;g =CQi+17 7 [(1 = ©)bip1 + (1 + K)ai44]
2

Where

a; =Q;— Qi1 b; = Qi1 — Qi (4.62)

And k is a value between —1 and 1 which defines the order of the accuracy for
the employed scheme. Any value of k other than 1/3, produces a second order accurate
scheme. While, for the x value of 1/3, the MUSCL schemes gives third order accurate
solutions.

Constructing higher order schemes improves the accuracy of the solutions.
Unlike first order schemes, higher order schemes do not have dissipative
characteristics. In the regions of discontinuities, the second order schemes tends to
capture abrupt changes in the flow variables precisely. Second order schemes provide
more information about the flow variables by taking the small variations into account.
Depending on the complexity of the flow or geometry and the stability of the numerical
methods applied, oscillation may be generated and the solutions might not be
converge. In order to avoid these problems at local discontinuous regions, flux limiters

can be employed.

4.7.3 Flux Limiters

Flux limiters are the functions implemented into the second order schemes. The
aim of the flux limiters is to identify the sharp changes in the flow and reduce the order
to first order at these regions where gradients are high. Thus, oscillations will be
prevented and efficient solutions may be attained. The second order schemes with flux

limiters are constructed as in the following equations:
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Q 1=0; +M[(1 —rw)a; + (1 +x)b;]

i+5 4
(4.63)
Q;l = Qi+1— lp(zﬂ) [(1 = 1)biyy + (1 + K)ayyq]
2
where;
by Qiy1—Q;
= —= 4.64
i a; Q;— Qi1 459

And, ¥ is a flux limiter function which is given by different methods. Here, the
flux limiter functions of minmod, superbee, Van Leer and Van Albada is employed.
The basic min-mod function is introduced as:

Y(r) = max[0, min(1,7)] (4.65)
Superbee limiter function;
Y(r) = max[0,min(2r, 1), min(r, 2)] (4.66)
Van Leer flux limiter,
r+|r|
Y(r) = T3] (4.67)

And, Van Albada flux limiter function:

r’4+r
r24+1

Y(r) = (4.68)

Van Albada method is one of the most accurate flux limiter functions which is
widely used and studied in the area of second order TVD schemes. Venkatakrishnan
[49] suggested a modified version of Van Albada to improve the convergence
characteristics of the second order schemes. The modified Van Albada limiter is given
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for two different values of x as zero and 1/3 for which second and third order accurate

schemes are constructed, respectively.

ai(biz + 82) + bi(aiz + 82)

Yr) a? + b? + 2¢2 K

a;(2b? + €2) + b;(a? + 2¢?)

Y = a? + b? — a;b; + 3¢&?

1
== 4.69
k=3 (4.69)

where, £ is a parameter used to reduce the effect of flux limiter in smooth flow regions

to increase the convergence characteristics of the scheme.
4.8 Boundary Conditions

Implementation of boundary conditions can be difficult depending on the
physical domain of the problem. However, transforming the solution domain from
physical to computational space makes the application of boundary conditions simpler
[44]. Since in this study, the computational space is used to solve the equations of fluid
motion, enforcement of boundary conditions are rather simple.

In order to employ the boundary conditions properly, ghost cells are generated
at the outside of the computational boundaries. The ideal is to assign values of the flow
variables in these computational cells such that the proper boundary conditions are
imposed. Inflow, outflow, wall and symmetry boundary conditions should be specified
to solve the proposed problem. These boundary conditions may vary in different flow
patterns of inviscid and viscous flow.

Inflow boundary condition is set to be as the free stream conditions and outflow
condition is set to be free without any limitations. For symmetry boundary condition,
the values of ghost cells are set in a way that the normal velocity to the plane of
symmetry becomes zero. This is achieved by equalizing the tangential velocity of the
ghost and interior cell at the symmetry plane. Whereas, the normal velocity in the ghost
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cell is assigned in the opposite direction of the normal velocity of the interior cell. The
symmetry boundary condition is same for inviscid and viscous flows.

Wall boundary conditions are different considering inviscid or viscous flows.
For inviscid flows, the values of normal velocity at ghost cells are taken as opposite of
the normal velocity in the interior cell. The tangential velocity at the wall boundary
condition is not zero for inviscid flows. However, for viscous flows, no-slip boundary
condition is applied at the walls. In no-slip boundary condition, the values of velocities
in all directions are set to be zero. This is done by imposing the velocity at the ghost
cells in the opposite direction of the velocity values of the interior cell.

4.9 Solution Method

Three dimensional coupled Navier-Stokes and chemical reaction model
equations are used in this study. The non-dimensionalized governing equations were
written in generalized coordinates and discretized using finite volume method. Now,
the coupled system of equations should be solved. For this purpose, Newton GMRES
method is applied. The generalized minimum residual method (GMRES) can be
categorized as a Krylov subspace method. Basic goal of the Krylov subspace methods
are to solve linear problems of Ax = b. Starting from an initial value of x, after each
iteration the new value for the x is found along with the correction in the Krylov
subspace. In other words, to calculate the value of x, the process does not need to read
all the data in matrix A. Therefore, Krylov methods require less computation space.

On the other hand, Newton methods which are powerful solvers of the different
equations require high CPU times. In Newton methods, Jacobian matrix computation
must be done. Calculation of Jacobian matrices needs great computational effort since
sparse matrices should be solved. Therefore, GMRES algorithm is implemented to
Newton method to increase the efficiency of the computation and Newton GMRES
method is developed. Newton GMRES method which is in subcategory of Newton-
Krylov methods can be recognized as one of the inexact Newton methods.
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The most important characteristic of Newton GMRES method is that it does
not need the calculation of Jacobian matrix. Jacobian matrix calculation increases the
computation time and so decreases the efficiency of the method. Mathematical
representation of the Newton GMRES is given as follows.

Nonlinear system of equations can be written as:

A~ A~ A~

where R is the residual vector. The goal of the numerical solver is to approach the
residual value of zero. In order to solve the equation of the residual, the Newton
method can be written as in the following equation.
dR\ I
—= | AQ = —R(Q)

aQ (4.71)

20=0'-0

where, Q' denotes the value of Q at the next iteration and dR /8 Q is the Jacobian matrix
which need to be solved in Newton methods. However, implementation of GMRES is
applied at this point. In order to avoid the calculation of the Jacobian matrix, Newton
GMRES acquire a forcing term n,,. The accuracy of the solutions approximation is
controlled by using this forcing term which its value ranges from zero to one.
Convergence characteristics of the Newton GMRES method is highly dependent on
the value of the ;. The limitation of this term in calculation of the residual can be

expressed as:

IR(Q) + R'(Q) 2Q]| < n[[RC]| (4.72)

To evaluate the value of the residual at the next iteration R'(Q) Jacobian matrix
is needed. To avoid this, multiplication of this value with the normalized vector of v

can be approximated as in the equations using finite differencing.
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2(5). R(Q +ev) — R(Q) 4.73)

Therefore, the computation of the Jacobian matrix is not necessary and this
method is labeled as matrix-free numerical solution algorithm [50].
The flowchart of the Newton GMRES algorithm is shown in the Figure 4.1.

‘ Initialize Solution ‘

—’{ Calculate Residual ‘

P 1Ay

4‘

Figure 4.1 Newton GMRES Scheme [50]

Newton GMRES method is started with an approximation of the initial value of the x
in the problem of Ax = B. Then, residual (r,) is computed for the initial value of x.
The process continues with application of Arnoldi iteration. The Arnoldi iteration is a
process which receives the values of residual and x and gives the Heisenberg matrix
as an output with the use of Krylov subspace. The process is given as [51]:

y=_0

lI7oll 4.74)

AVk = Vk+1H fOT' Vk = [Vll Vz, ""Vk]
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where, V' is an orthonormal vector and H is the Hessenberg matrix to be constructed.

The residual after the Arnoldi iteration become as:
min||b — Ax|| = min||b — A(xy + Vy)||
Vy € k,,,(A,1y)

(4.75)
ki (4,15) = span {ry, Ary, A%ry, A3T, ..., AT 11y}

min||b — Ax|| = min||||r0||e1 — AVy” = min||||r0||e1 — Hy||

Where, k,,, (4, 1,) is the Krylov subspace of order m and, e; = [1,0, ..., 0]7. Now, the
problem reduces to least square and the value of y should be optimized to get the
minimum residual. For this purpose, QR factorization is employed where Hessenberg
matrix, which becomes an upper matrix at the end of Arnoldi process, is decomposed
to orthogonal and triangular matrices. Finally, after the minimization of the value of

y, the solution of the equation is found as:
Xn41 = Xp + Hy (4.76)

where n is the iteration number.
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CHAPTER 5

RESULTS AND DISCUSSIONS

The system of equations described in the previous chapters are solved and the results
are shown here. In order to identify the effect of different parameters on the flow
analysis, different parametric studies are done. Since solving three dimensional
Navier-Stokes equations with chemical reactions require great computational effort,
the parametric studies are done on simplified Euler equations. In this system of
equations, viscous effects of the flow is ignored to increase the efficiency of the
parametric studies. The validity of the results obtained by the Euler equations are
investigated and approved. Therefore, evaluation of different methods and schemes
along with various configurations are done and shown in the following. Finally, results
obtained using Navier-Stokes equations are given.

The base geometry of scramjet combustion chamber used in this study is taken
from the experimental scramjet tested in research cell 18 placed at Wright-Patterson
Air Force Base. The mentioned scramjet is taken as reference since it is one of the
most recent experimental scramjets used. Also, data from the experimental studies of
this module are available in the literature which is crucial for code validation purposes.

The schematic of the full experimental scramjet engine is shown in Figure 5.1.

TRUNCATED

NOZZLE
NOZZLE ISOLATOR T COMBUSTOR ‘
I

T

\(

Figure 5.1 Schematic of the Experimental Scramjet [26]
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From Figure 5.1, it can be seen that the facility nozzle provides the inlet flow
and isolator which is a constant area duct compresses the incoming flow by passing it
through several oblique shocks. Then, flow enters the combustor area where fuel is
injected upstream of the cavity from 1-2 injectors. Finally, divergent nozzle is
implemented to increase the flow speed. The combustion chamber of this experimental
scramjet is designed with a cavity recessed in its body wall. Body wall has a constant
divergence angle of 2.6 degrees and L/D of the cavity is approximately equal to 5.
Moreover, the aft-wall of the cavity has an angle of 22.5 degrees with respect to the
cavity floor. Cavity-based combustor is shown in Figure 5.2 and Figure 5.3.

02r

0.1 F

L ]
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Figure 5.2 Two Dimensional Drawing of the Combustor

Figure 5.3 Three Dimensional Drawing of the Combustor
Configuration of the fuel injectors used in the scramjet combustion chamber is

shown in Figure 5.4. In order to take advantage of the recirculation region around the

cavity, fuel is injected upstream of the cavity.

60



Fuel Injectors

7

/

Flow
Cavity

Cavity Floor
) Aft-wall

g

Figure 5.4 Upstream Fuel Injection Configuration (Top View)

The location of the fuel injectors is highly important in increasing the mixing
efficiency of the fuel-air. Fuel injectors located far upstream will cause flame holding
problems because of high velocities at the combustor entrance. Mixing efficiency
reduces at high speeds because of the low residence time of the flows at these speeds.
Therefore, flames will be unstable and continuous combustion will not occur. On the
other hand, if the fuel injectors were placed on the edge of the cavity front wall, the
fuel will not be able to penetrate into the core flow by taking advantage of the reduced
velocity and recirculation region in the cavity. The shear layer will interrupt the fuel-
air mixing and so efficiency of the mixing will decrease in a great amount. Therefore,
fuel injection should be done from a small distance upstream of the cavity front wall.
In this way, higher mixing efficiency of fuel-air will be achieved in the cavity region.
This is one of the important characteristics of the cavities which make them more
efficient compared to other flame holding methods in scramjet combustors.

5.1 Inviscid Flows

In this part, viscous effect of the flow is neglected and so Navier-Stokes
equations are reduced to Euler equations. Three dimensional Euler equations are
solved coupled with finite rate chemical reaction model equations. The idea is to study
some features of the flow related to only inviscid part of the Navier-Stokes equations
in a computationally efficient way. For example, flux vector splitting methods are

applicable on the inviscid fluxes and viscous fluxes are not split with the methods such
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as Steger-warming, Van Leer or AUSM. Therefore, the study of different flux splitting
methods are done for inviscid flow. Moreover, since neglecting viscous effects reduce
the computational effort and time, it is more plausible to conduct different studies with
Euler equations. The amount of CPU time is reduced in great levels for these studies.
However, the validity of Euler equations for performing these studies should be
confirmed. The validation of the code written for inviscid flow case is done in the

following section.

5.1.1 Grid Refinement for Inviscid Flows Case

In order to remove the mesh dependency on the flow solutions, grid refinement
study is done. For this purpose, three different grids are generated by improving the
grid resolutions and labeled as coarse, medium and fine meshes. Information about the
number of cells and interfaces in different directions are tabulated in Table 5.1. The
fundamental aim is to find the lowest mesh resolution which provides enough accuracy

and is efficient computational-wise.

Table 5.1 Generated Meshes with Different Resolutions for Inviscid Flows

_ ) Number of Number of Cells
Grid Resolution o ) )
Nodes (i x j x k) | in Half Domain

Coarse 61x11x8 2,100
Medium 65x17x17 8,192
Fine 120x21x23 26,180

In order to reduce the computational effort and increase the speed, the
computations are performed on half of the solution domain. The domain is split into
two parts along the side wall (y-direction) where symmetry boundary condition is

applied. The combustor is symmetrical in the axis perpendicular to the flow direction
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and side walls. The grid resolution for the fine mesh is shown in Figure 5.5 for whole

domain. The unit directions of i, j and k are in the x, y and z directions, respectively.

Figure 5.5 Fine Mesh Used for Inviscid Flows

Before proceeding with the solutions, the validity of the solutions should be
confirmed. For this purpose, experimental and numerical data from different studies
are employed. In order to verify the results of the present study, the experimental data
from the wright Patterson laboratory [26] and the numerical data provided by Lin et
al. [26] are used for the validation and grid refinement study. The combustor inlet
conditions applied in the solution of the present study are taken from the experimental

data and can be summarized as in Table 5.2.

Table 5.2 Combustion Chamber Inlet Conditions

Flow Variable Value

Pressure 60 kPa
Temperature 700 K
Mach 1.34

Several experiments are done on this experimental scramjet to simulate the
different flight conditions [26]. For validation of the code in the present study, the data
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from the experiments conducted to simulate the scramjet at flight Mach number of 4.5
is used. In this experiment, Mach number of 2.2 with total temperature of
approximately 950 K is provided by the facility nozzle at the entrance of the isolator.
Equivalence ratio of 0.6 is maintained at upstream fuel injectors. In numerical studies
of Lin et al. [26], the simulations are performed with CFD++ code. In these
simulations, RANS equations are solved with two-equation cubic k — ¢ turbulence
model. Moreover, the simulation are based on finite volume scheme with multi-
dimensional Total Variation Diminishing (TVD) method and Riemann solvers. Data
obtained from the aforementioned experimental and numerical studies are used to

validate the inviscid flow solutions obtained from the present study in Figure 5.6.
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Figure 5.6 Pressure Distribution Comparison with Experimental and Numerical Data

where, x/h is the non-dimensionalized value of combustor length (x) with respect to
combustor inlet height (k). The pressure distribution obtained for inviscid flow case
shows that the pressure decreases in a great amount downstream of the cavity. Because

no-slip boundary condition is not applied in inviscid flows, the velocity increases near

64



the wall and so pressure drops. However, since numerical study of Lin et al. is done
using RANS equations where no-slip boundary condition is applied at the walls,
decrease in the pressure values are soft like as the pressure distributions obtained from
experiments. Therefore, the solutions obtained for inviscid flow are reasonable.

On the other hand, solutions of different mesh sizes are compared. In addition,

CPU time used to solve the problem using these meshes are tabulated as:

Table 5.3 CPU Time Variation of Different Grid Resolutions

Grid Resolution CPU time

Coarse 1218 s
Medium 5994 s
Fine 11490 s

As it can be seen from the Figure 5.6, medium and fine grid resolution have a
very slight difference in their pressure levels. However, the solution obtained using
coarse mesh experiences great deviation from the pressure values obtained for
experimental and numerical data. Studying the number of nodes for these mesh sizes
shows that mesh resolution is not sensitive in the i-direction. While, increasing number
of the nodes in j and k direction improves the solutions accuracy. In addition, Table 5.3
shows that the CPU time for fine mesh is twice longer than the CPU time for medium
mesh. Therefore, using the medium mesh resolution in simulating the combustor is
computationally more efficient.

In addition to validation of the code according to pressure distribution
comparison with experimental and numerical data, mixing efficiency is also compared
with the numerical study of the Lin et al. [26]. Since there is no other experimental
data available for the desired combustor, mixing efficiency is used as an alternative

data for code validation.
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Figure 5.7 Comparison of Mixing Efficiency with Numerical Data

Studying Figure 5.7 shows that mixing efficiency obtained from the present
study is overall in good agreement with the results from the numerical study of Lin et
al. However, there is a slight difference in the cavity region of the combustor.
Considering all, it can be concluded that the solutions obtained from the present study

for inviscid flow case are accurate.

5.1.2 Comparison of Flux Splitting Methods

Different flux splitting schemes are employed and convergence histories are
compared. For this purpose, solutions are obtained separately for first and second order
schemes. The approximation of the solution is stopped after normalized residuals
reached six orders. The comparison of Steger-Warming, Van Leer and AUSM flux

splitting methods are shown in Figure 5.8 for the first order scheme.
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Figure 5.8 Residual History of Different Flux Splitting Methods in 1% Order Scheme

As it can be inferred from the Figure 5.8, different flux splitting methods of
Steger-Warming, Van Leer and AUSM are employed for the solution of inviscid flows
using the first order scheme. Steger-Warming reaches the convergence criteria after
about 1700 iterations whereas Van leer and AUSM methods meet the criteria in less
than 1200 iterations. In other words, Van Leer and AUSM flux splitting methods show
a better performance compared to Steger-Warming method for the first order scheme
case used here. However, since Newton GMRES method contains inner iteration steps
in every iterations, the CPU time becomes important in the analysis of a convergence
characteristics of the flux splitting methods. CPU time used in the solutions are
tabulated in Table 5.4 for flux splitting methods used. It can be understood by
comparing iteration numbers and CPU times that even though AUSM reaches
convergence criteria at higher iteration number than the VVan Leer method but the CPU
time used in the AUSM is lower. This, shows that VVan Leer experienced larger inner
steps at every iteration. Steger-Warming shows the worst characteristic among the flux

methods used here considering both iteration number and CPU time.
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Table 5.4 CPU Time for Different Flux Splitting Methods in 1% Order Scheme

Flux Splitting Method CPU time
Steger-Warming 3883 s
Van Leer 3064 s
AUSM 2324 s

Furthermore, the solutions obtained using Van Leer and AUSM methods are
compared to find out the most suitable flux vector splitting method for the present
study. Since Steger-Warming shows a poor convergence characteristics, it is not used

for further comparison. VVan Leer and AUSM methods are compared in Figure 5.9.

Fuel injection Fuel injection
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Figure 5.9 Comparison of Van Leer and AUSM Methods by Contours
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As it can be seen from the Figure 5.9, sharp changes in the density of the flow
due to shocks are captured by Van Leer method precisely. These abrupt changes
become smoother in the solutions of AUSM. Moreover, the solutions from Van Leer
catches the small details in the flow more than AUSM method. Therefore, comparing
these two methods, Van Leer flux splitting method is most accurate flux splitting
method among the employed methods in this study.

Further, flux vector splitting methods are implemented into second order
schemes and the residuals are shown in Figure 5.10. Order of the interpolation used to
approximate the flow variables at cell faces effects the performance of the flux vector

splitting methods.
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Figure 5.10 Residual History of Different Flux Splitting Methods in 2" Order Scheme

In the second order scheme, convergence characteristics of flux vector splitting
methods differed from their performance when applied with the first order schemes as
expected. Van leer and AUSM has converged at almost same iteration numbers as can

be seen from the Figure 5.10. However, CPU time of the AUSM method is lower than
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that of Van Leer’s (Table 5.5). The lower CPU time of the AUSM method is due to
the fact that flux vector splitting is done by simple Mach and pressure splits. The
formulation used in AUSM is very simple so that it makes AUSM computationally

efficient. However, the solutions obtained are not as accurate as the other methods.

Table 5.5 Used CPU Time by Flux Splitting Methods in 2" Order Scheme

Flux Splitting Method CPU time
Steger-Warming 25276 s
Van Leer 26291 s
AUSM 22719 s

Analysis of the characteristics of the Steger-Warming flux splitting method in
first and second order schemes shows that it is computationally inefficient in this study.
Moreover, by evaluating the performance of the VVan Leer and AUSM methods in both
first and second order schemes base, it can be concluded that VVan Leer methods is the
most accurate method to be used in this study. Therefore, in the following sections, the

solutions are obtained using Van Leer flux splitting method.

5.1.3 Implementation of First and Second Order Schemes

The simplest scheme to provide the information at the cell interfaces is to use
first order scheme. In first order scheme, the values at cell centers are used directly as
cell face values. In this scheme, the variation of flow variables between cell centers
and cell faces are neglected. However, in second order schemes, the flow variables at
cell interfaces are obtained by using interpolation between the variables at cell centers
and so the variation of the values between the cell centers and faces is taken into
account. Therefore, second order schemes are expected to give more accurate solutions

than first order schemes. In this study, first and second order schemes are implemented
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and the solutions obtained from these schemes are compared to get a better insight
about their accuracy. Moreover, flux vector splitting methods can be important
especially in the solution of second order schemes. Here, the convergence
characteristics of these two schemes are analyzed using Steger-Warming, Van Leer
and AUSM flux vector splitting methods.
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Figure 5.11 First and Second Order Schemes’ Residual Comparisons

The convergence histories of the first and second order schemes with Steger-
Warming and AUSM flux splitting methods are shown in Figure 5.11. The solution of
the first order scheme meets the convergence criteria at lower iterations. In other
words, the solution approaches to the exact solution faster than the second order
scheme with both Steger-Warming and AUSM method. This is due to accurate
approximation of flow variables at cell faces which is obtained by second order
interpolation of the variables. The second order schemes experiences oscillation while
converging to the exact solution. The oscillations are caused by the interpolation of
the flow variables at cell faces which may undershoot or overshoot considering the

real values of the flow variables.
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In addition, first and second order schemes are compared by using Van Leer

flux vector splitting method as it can be seen in the Figure 5.12.
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Figure 5.12 First and Second Order Schemes’ Convergence Comparison (Van Leer)

It can be observed from the Figure 5.12 that second order scheme’s residual,
reduces six order of magnitude after higher number of iterations than the first order
scheme using Van Leer method. However, Second order schemes give accurate
solutions regarding the fact that flow variables are approximated in a better accuracy
at cell faces compared to first order methods. Therefore, using second order schemes
give more accurate solutions compared to first order schemes while first order schemes
are computationally more efficient. Comparing CPU time of different flux vector
splitting methods in first and second order schemes which are given in Table 5.6 shows
that the CPU time increases approximately 7 times for second order scheme. However,
accuracy of the solutions is more important than the CPU time used for most of the

problems.
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Table 5.6 Comparison of CPU Times for 1 and 2" Order Scheme

Flux Splitting Method | CPU time (1% order) | CPU time (2" order)

Steger-Warming 3883 s 25276 s
Van Leer 3064 s 26291 s
AUSM 2324 s 22719 s

In order to study the first and second order schemes thoroughly, variation of
different flow variables are compared in the cavity region where discontinuity in the
geometry along with fuel injection cause abrupt changes in the flow variables.
Moreover, the chemical reactions start to occur after the injection of the fuel. The

cavity region is shown in Figure 5.13.
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Figure 5.13 Cavity Section of the Combustor

As a first step, 2-D distribution of some of the flow variables and chemical
species are shown in Figure 5.14. It can be seen that changes in the flow variables are
sharper in second order schemes. The abrupt changes caused by discontinuities are
captured precisely in second order implementation. Therefore, the solutions are more
accurate compared to first order schemes. Moreover, moving in the downstream
direction, Mach number increases because of the divergent angle of the combustor.

In addition to 2-D distributions, variation of flow variables and species’ mass

fraction are given by contours in Figure 5.15 and Figure 5.16.
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Figure 5.15 Comparison of 1% and 2" Order Schemes by Flow Variable Contours
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The solutions obtained for Scramjet combustor using first and second order
schemes are given. As it can be seen from the Figure 5.15, the solutions obtained using
second order scheme contains more details about the flow. The shocks generated in
the vicinity of the fuel injection location and cavity is shown with better accuracy.
Density shows an abrupt change over the shock while first order scheme approximated
a gradual density variation before and after the shock. Second order scheme captured
slight variations of pressure and Mach values around the fuel inject location and details
of the flow variables are more accurate. However, the results obtained using first order
scheme can also be considered enough accurate. It gives information about the flow in
a rather fast computation.

Moreover, the comparison of the variation of the chemical species around the
cavity are also given in Figure 5.16. Fuel (Ethylene, C,H,) is injected upstream of the
cavity and the reactions takes place afterward. The variation of the mass fractions of
the species shown upstream and downstream of the cavity present the occurrence of
the chemical reactions mostly in the cavity region. The accuracy of the species mass
fraction contours are high for second order schemes. Ethylene spreads over the cavity
and reacts with Oxygen (0,) and gives carbon monoxide (CO) and hydrogen (H,) as
the products. Then, the products react with oxygen (0,) and carbon dioxide (C0,) and
hydrogen dioxide (H,0) are produced. The variation of these species for both first and
second order schemes give details about the reaction mechanism. Abrupt changes in

the species mass fractions are captured more precisely in second order schemes.

5.1.4 Flux Limiters

In higher order schemes due to the presence of discontinuities in flow (shocks)
or geometry, solution may possess oscillations. In order to avoid these oscillation in
the solution domain, different flux limiters are used. In this study, to control the sharp
changes in second order schemes some of the most suitable flux limiter functions are
employed and compared according to their convergence characteristics. Convergence

histories of these flux limiter are shown in Figure 5.17.
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Figure 5.17 Residual History of Different Flux limiters

From the Figure 5.17, it can be observed that VVan Albada flux limiter function with
different orders of accuracy (second and third order accuracy) experienced a better
convergence history. Van Albada limiter of third order accuracy provides the best
solution by reaching the normalized residual criteria in less than 1400 iterations.
Although the other flux limiter such as Superbee limiter gave reasonable solution in
discontinuities but they do not reach the speed of VVan Albada limiter. Therefore, third
order Van Albada function is used as flux limiter in this work.

In order to improve the convergence characteristics of the Van Albada limiter,
different values of £2 are implemented into the flux limiter function in Equation (4.69).
The results obtained for these values of €2 are shown in Figure 5.18. £2 is a parameter
which stops the activation of flux limiter function in smooth regions. Since flux
limiters are efficient in discontinuous, €2 becomes an important characteristic of Van

Albada flux limiter function.
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Figure 5.18 Normalized Residual Comparisons for Different Epsilons

Increasing the value of €2 causes an improvement in the convergence of the
solution which can easily be noticed from the Figure 5.18. Considering very small
numbers (1 x 10712), normalized residual meets the convergence condition at higher
iteration numbers. For 2 values of relatively high i.e. 1 x 1073, the solution shows
better convergence characteristics. However, increasing the values of £2 can cause
some discrepancies in simulations around the shocks.

Although flux limiters may increase the convergence acceleration but, they
may reduce the accuracy of the solutions, too. Here, applying flux limiters decreased
the fluctuations in the residual and improved the convergence. However, the accuracy
of the solutions dropped and solutions are approached the accuracy of first order.
Therefore, the accuracy of second order scheme become slightly better than first order

scheme which makes the use of flux limiters unreasonable in this study.
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5.1.5 Fuel Injection Angle

Fuel-air mixing is one of the most important performance parameters of the
scramjet engine. In order to increase the mixing efficiency, fuel is injected at different
angles. The idea is to penetrate the fuel into the core flow as much as possible to reach
a higher mixing efficiency and so to have a better combustion. For this purpose, mixing
efficiency with different fuel injection angles with respect to the flow direction are
analyzed and results are shown in the Figure 5.19. The mixing efficiency of the
reaction mechanism can be defined as [9]:

3 [ Yp(v.n)dA
Tm. = [Yp(v.n)dA

(5.1)

where, Y is the mass fraction of the fuel and Y, is mass fraction of the reactant which
Is least available i.e. the reactant that would react if the reaction were completed. In
this study, the reactant of the fuel (Ethylene) is oxygen.
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Figure 5.19 Mixing Efficiency for Different Fuel Injection Angles in Flow Direction
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From the Figure 5.19, it can be seen that increasing the fuel injection angle in
the flow direction increase the mixing efficiency of the fuel-air. This is expected as
by increasing the injection angle fuel penetrates to the core flow at high rates.
However, after a certain angle (approximately 60deg), increase in the efficiency
becomes slow. Maximum mixing efficiency is reached at 90 degrees where injection
is perpendicular to the flow direction. Generally, Injection fuel perpendicular to the
flow cause problems of flame holding and instability. However, the recession of cavity
after the fuel injection stabilizes the flow and improves flame holding.

In addition, fuel injection is done against to the flow direction and results are
shown in Figure 5.20. Same as the injection in flow direction, mixing efficiency of the

injections in reverse angles are also less than 90 degree injection.

l -
o8k = _memmm s s T
>
o | 2y
c
L 06 Y = e == e = == === == -
2 L H
- | 105 deg (-75 deg)
S 04 - = = = 120 deg (-60 deg)
< L ——v—— 135 deg (-45 deg)
= - = = = 150deg (-30 deg)
| ——2—— 165 deg (-15 deg)
0.2
0 ‘7 L 1 1 J
0 0.2 0.4 0.6 0.8 1
x [m]

Figure 5.20 Mixing Efficiency for Fuel Injection Angles against the Flow Direction
Comparing the injection angles, it can be concluded that the injection in flow

direction gives better efficiencies for same angles at reverse angle. Figure 5.21 shows

that injecting fuel against the flow direction results in deflection of the flow from the
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cavity region and so an increase in the flow velocity over the cavity. This contradicts
the principle of the use of cavities where slowing down the velocity to create
recirculation region and so increasing the mixing efficiency is intended. Therefore,

fuel injections in the flow direction are better to increase the mixing efficiency.
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Figure 5.21 Ethylene (Fuel) and Mach Contours for Different Fuel Injection Angles
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5.1.6 Downstream Fuel Injection

Fuel-air mixing and combustion is one the most important problems of the
scramjet combustor design. Mixing of the fuel with air entering the combustor at high
speeds in molecular level is a difficult process. Cavity recessed scramjet combustor is
one of the methods developed to increase the efficiency and provide stable flame
holding. Some methods are proposed to increase the mixing efficiency even further
using cavity-based combustor. One of the methods proposed is to inject fuel

downstream of the cavity beside the upstream fuel injection (Figure 5.22).
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Figure 5.22 Both Upstream and Downstream Fuel Injection Pattern

The idea behind the design of the combustor with an additional fuel injection
IS to make use of the slowed down flow and increased temperature in the cavity beyond
the upstream fueling. Decreased velocity of the flow after the cavity is thought to
increase the mixing efficiency and the increased temperature in the cavity might
increase the combustion effectiveness. Here, a study is conducted to evaluate the effect
of proposed method on mixing efficiency of the combustor. Fuel is injected from
different distances starting from the edge of the cavity aft-wall (dx) i.e. downstream
of the cavity aft-wall. The mixing efficiencies are plotted for different downstream
fuel injection locations. It should be noted that the fuel injections in this configuration

is done both from the upstream and downstream fuel injectors simultaneously.
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Figure 5.23 Mixing Efficiency for Different Downstream Fuel Injection Locations

As it can be seen from the Figure 5.23, mixing efficiency is reduced at some
point with downstream fuel injection. This point corresponds to a location just before
the injectors. But, again after the fuel injection the mixing efficiencies are raised for
the configurations where the injection distance is near to the edge of the cavity aft-
wall. However, for far downstream injections, mixing do not experience an
improvement and it remains approximately same through the combustor exit. One of
the reasons behind the poor performance of secondary fueling far downstream is that
there is not much space left in the combustor to continue the combustion process in
the combustor and reactions might continue to occur in the nozzle which is
undesirable. The best mixing efficiency is achieved for the configuration where the
fuel injectors are placed just after the cavity (dx = 0.8 cm). This can be due to two
reasons; first, peak temperature is reached in the cavity and so secondary fueling near
the cavity takes the most advantages of the high temperature and second, Injectors
being close to cavity means that there is much space left beyond the fuel injection so

that combustion process can continue further downstream.
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Now that solutions are obtained for configurations with only upstream fuel
injection and with both upstream and downstream fueling, the comparison of their
mixing efficiencies are plotted in Figure 5.24. It can be deduced that by addition of
downstream fuel injection mixing is improved in the cavity compared to only upstream
fueling. However, after the secondary fueling location the mixing efficiency is reduced
up to the point where the fuel injected from the downstream injector again mixes with

the air. Close to the combustor exit, the mixing rate of the fuel-air is almost similar for

both cases.
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Figure 5.24 Effect of Downstream Fuel Injection on Mixing Efficiency

Different contour plots for cases of only upstream fueling and for simultaneous
upstream and downstream fuel injections are shown in Figure 5.25 and Figure 5.26.
Difference in these can be seen by comparing flow variables of density, pressure,
temperature and Mach and also, mass fraction of species included in the reaction
mechanisms. Addition of the downstream fueling do not contribute to the mixing

efficiency of the combustor and so, this configuration is not very efficient to be used.
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Figure 5.25 Comparison of Two Injection Patterns by Flow Variable Contours
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5.2 Viscous Flows

In this part, three dimensional coupled Navier-Stokes and finite rate chemical
reaction model equations are solved. Solutions for the analysis of the flow passing
through scramjet combustor is presented. Viscous effects of the flow are included in
the equations. Therefore, physics of the flow is more accurate and modeling of the
scramjet combustion chamber is more precise. Viscous effects in the vicinity of the
boundaries cause the formation of boundary layers. The no-slip condition is applied
for the wall boundaries i.e. velocity at the wall boundaries are equaled to zero. In order
to capture the effects of no slip boundary condition precisely, the grid resolution should
be improved near the boundaries. In other words, grids generated must be dense in the
vicinity of the wall boundaries. The meshes generated for the inviscid flow are not
applicable and suitable for the viscous flows and so viscous meshes are generated for
this part.

5.2.1 Grid Refinement for Viscous Flow Case

In order to study the sensitivity of the solutions to grid resolution, mesh
refinement study is done. The generated meshes are categorized as coarse, medium
and fine. Solutions obtained using different mesh types are compared and dependency
of the solutions on resolution of these grids are examined. The goal is to reach the best
possible accuracy in the solution for the least grid resolution. This leads to get the
solution with enough accuracy by providing the lowest computational effort and time.
Using very fine grid resolutions possibly gives the most accurate solutions. However,
the amount of CPU time required to achieve this accuracy is very high and as a result

makes the computation process extremely inefficient.
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Table 5.7 Generated Meshes with Different Resolutions for Viscous Flows

_ ) Number of Number of Cells
Grid Resolution o ) )
Nodes (i x j x k) | in Half Domain

Coarse 94x41x32 57,660
Medium 120x51x40 116,025
Fine 142x61x48 198,810

Since the scramjet combustor is symmetrical in the y-direction, the solutions
domain is split into two parts. Half of the solution domain is solved and the symmetry
boundary condition is applied on the symmetry plane (j-plane). Halving the solution
domain reduces the CPU time required to solve the whole solution domain and so
makes the computation more efficient. This is crucial especially in solving Navier-
Stokes equations where computational effort is great. Here, the analysis of the flow
through scramjet combustor will be done using the generated meshes. The grid
resolution for the medium mesh is shown in Figure 5.27 for the whole domain. The

unit directions of i, j and k are in the x, y and z directions, respectively.

Figure 5.27 Medium Grid Size Generated for Viscous Flows

89



Before proceeding with the solution, the extent of the validity of the developed
code must be affirmed. For this purpose, the solutions obtained using the developed
code for the present study is compared with the experimental data from Lin et al. [26].
Moreover, the numerical solutions given by Lin et al. [26] are used as an additional
reference data for the analysis of the scramjet combustor. The sensitivity of the
solutions to the grid resolution are examined by comparing the experimental and other
numerical data. The experiments are done to simulate the flight conditions of Mach
4.5. For this purpose, Mach number of 2.2 and total temperature of 950 K is produced
at the isolator inlet. Lin et al. performed the numerical analysis using CFD++ code. In
their simulations, RANS equations are employed with two-equation cubic k — ¢
turbulence model. The pressure data from these experimental and numerical data are
compared with the pressure distributions of the present study for viscous flows in
Figure 5.28.
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Figure 5.28 Comparison of Pressure Distribution with Experimental and Numerical

Data (Viscous Flows)
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As it can be seen from the Figure 5.28, the pressure distributions obtained by
the present study for viscous flows are in a relatively good agreement with the
experimental data. However, the pressure values are higher downstream of the cavity.
This can be due to the fact that in laminar flows, the velocities are small near the wall
boundaries and so the pressures are high. However, in turbulent flows, the pressure
values are lower in the boundary layer region, Therefore, adding turbulence models
can decrease the pressure values at the walls and consequently the pressure distribution
in the cavity downstream may be obtained to be in a better agreement with the
experiments.

Pressure distribution approaches the experimental data as the resolution of
grids are increased. Pressure distribution obtained for coarse mesh deviates from the
experimental in greater amount than the medium and fine meshes. The solution for the
medium and fine meshes are very similar and it can be concluded that mesh
dependency of the solution becomes insignificant from medium to fine meshes.
However, CPU time used to obtain solutions for fine mesh is very high compared to
medium mesh (Table 5.8). Therefore, performing computations on medium size mesh

is more efficient.

Table 5.8 Variation of CPU Time for Different Grid Resolutions

Grid Resolution CPU time

Coarse 17827 s
Medium 30635 s
Fine 57187 s

Convergence characteristics of medium grid resolution for the viscous flow is

shown in Figure 5.29.
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Figure 5.29 Convergence History of the Viscous Flow Solution (Medium Mesh)

The residual of the solutions obtained for the viscous flows are decreased more
than three orders. Convergence starts to oscillate after the three orders reduction and
literally convergence stops. The oscillations in the convergence pattern can be due to
many reasons. Obtaining steady state solutions are difficult for flows with unsteady
behavior. Injection of the fuel can cause oscillation in the solutions and prevent
convergence. Moreover, combustor contains discontinuities in geometry where the
cavity is recessed in the wall. Presence of the cavity creates a recirculation region
where backward flows are generated. These can affect the convergence characteristics
of the solution.

In addition, considering the coupled equations of Navier-Stokes and chemical
reactions, the no-slip boundary condition can cause oscillation in the vicinity of the
boundaries. Therefore, fluctuations in the residual can be explained by large
discontinuities in the flow and geometry and problems may be related to numerical

and CFD methods or approaches.
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5.2.2 Comparison of First and Second Order Schemes

In this part, the solutions obtained for viscous flows using first and second order
schemes are given. To study the effect of using different schemes, solutions obtained
for viscous flows are compared. For this purpose, variation of different flow variables
and species’ mass fraction are plotted in the cavity region of the combustor. The cavity
region is the most important part of the combustor because of discontinuities in the
geometry and flow (shocks, fuel injection and etc.) which occurs in this region. The

cavity region is shown in Figure 5.30.
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Figure 5.30 Cavity Section of the Combustor (Viscous Flow Case)

In Figure 5.31, 2-D distribution of flow variables and species’ mass fraction at
different locations in the combustor cavity region is shown. Moreover, variation of
these variables are given by contour plots in Figure 5.32 and Figure 5.33.

From 2-D distributions, it can be seen that the variation of flow variables are
sharper in the second order schemes. In other words, second order schemes capture the
abrupt changes occurred because of the flow or geometry discontinuity. Moving from
the wall boundaries into the core flow, the changes in the flow variables such as Mach
number become greater in second order scheme solutions. Near to the walls, the
variation is very small while reaching high values in the core flow. In other words, the
changes occur sharply. However, the variation of the flow variables and species are

gradual starting from the walls to the core flow in first order schemes.
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It can be observed from Figure 5.32 and Figure 5.33 that solutions obtained
from second order schemes present precise information about the thermodynamic
properties and chemical species. Small changes in flow variables are more subtle in
second order schemes. First order schemes give good accuracy in smooth regions as it
can be seen from cavity upstream and fuel injection location. The presence of
discontinuities in the geometry and flow pattern cause a reduction in the exactness of
the first order scheme. Cavity creates a 90 degree deflection angle (geometry-wise)
and shocks create sharp changes in the values of density, pressure and so on. Therefore,

second order schemes are more accurate to be used in complex geometries and flows.

5.2.3 Reaction Mechanism Analysis

In order to analyze the performance of the chemical reaction model, 1-D mass
flux weighted values of temperature, mixing efficiency and species’ mass fractions are
calculated from their three dimensional distributions and shown in Figure 5.34 and
Figure 5.35. It can be concluded that temperature and mixing efficiency are dependent
values. Starting from the fuel injection location, both temperature and mixing
efficiency rises. This is anticipated as reactions are dependent on the temperature.
Increase in the mixing efficiency becomes very gradual downstream of the cavity. This

is due to the fact that temperature drops at combustor downstream.
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Figure 5.34 Variation of Mass flux Weighted Temperature and Mixing Efficiency
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As it can be seen from the Figure 5.35, fuel is injected approximately 0.1 meters
from the combustor inlet upstream of the cavity. After the injection of ethylene (C,H,)
chemical reactions takes place. Fuel is reacted with oxygen (0,) and carbon monoxide
(CO) and hydrogen (H,) are produced. It can be clearly seen that mass fraction of
oxygen reduces after the injection of the fuel. In addition, increase in the mass fraction
of hydrogen stops and then it continuously drops downstream of the cavity. This is
reasonable since produced hydrogen reacts with oxygen to give hydrogen dioxide
(H,0) as product. Therefore, production of hydrogen dioxide continuously increases
up until the combustor exit. Moreover, carbon monoxide reacts with oxygen too and
carbon dioxide (CO,) is generated. Thus, production of the carbon dioxide is
dependent on the reaction of ethylene with oxygen to produce the carbon monoxide.
Increase in the mass fraction of carbon dioxide becomes very slow downstream

because of the slow reaction of ethylene-oxygen in this region.

5.2.4 Fuel Injection Angle

Because of the low residence time of the flow in combustion chamber of the
scramjets, fuel-air mixing becomes a crucial problem. Beside to use of the cavities to
increase the mixing efficiency, different methods are also employed to increase the
fuel-air mixing efficiency even further. Injecting fuel at different angles is one of the
methods proposed in this purpose. By changing the injection angle it is intended to
penetrate the fuel into the core flow in a great amount to increase the mixing of the
species. A Study is conducted to evaluate the effectiveness of this idea. As a first step,
fuel is injected at different angles in the flow direction and mixing efficiencies are
obtained as shown in Figure 5.36. Furthermore, fuel is injected at different angles
against the flow direction. The idea is that by injecting fuel in the opposite direction,
increasing the collision of the species and so get a better mixing efficiency. The mixing
efficiencies obtained for viscous flows by injecting fuel against the flow direction is

shown in Figure 5.37.
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From Figure 5.36, it can be seen that by increasing the flow injection angle in
the flow direction, mixing efficiency is also increased. The maximum efficiency
reaches for the configuration in which the fuel is injected at 90 degrees. This is due to
the increased penetration of the fuel into the core flow at this angle.

Likewise, increasing the fuel injection angle against the flow direction
increases the efficiency of the fuel-air mixing as shown in Figure 5.37. However,
comparing the efficiencies for different angle in both flow direction and against it
shows that injection in the flow direction shows better performance. This is due to the
fact that injecting the fuel against the flow direction causes a deflection in the high
velocity core flow and prevents the flow from entering the cavity region. Therefore,
the recirculation in the cavity region becomes barely efficient. The core flow reaches
higher speeds without experiencing good mixing with the fuel and so poor efficiencies
are achieved in these configurations.

5.2.5 Three Dimensional Visualization

In this part, three dimensional visualization of the solutions are given in the
Figure 5.38 and Figure 5.39. Density, pressure, temperature and Mach variation
through the combustion chamber is shown. In order to have a better visualization of
these values three dimensional contours are shown for half of the domain from the
combustors half plane (symmetry plane). Therefore, the real width of the combustor is
two times bigger than the shown figures. In addition to thermodynamic properties,
variation in the mass fraction of the species are shown in three dimensional figures.
Effect of the cavity placement in the combustor can be seen from the figures where the
chemical reactions occurred mostly in the cavity region. Mach number decreased in
the cavity and temperature improved the flameholding and mixing efficiency of the

fuel-air reaction.
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In order to get insight about how effectively cavity produced a secondary flow
region velocity vectors and streamlines are generated over the cavity as shown in
Figure 5.40 and Figure 5.41. By analyzing velocity vectors, it can be understood that
no-slip boundary condition is achieved on the wall boundaries. In the cavity, the
generation of backward flow can be seen clearly. Moreover, streamlines deflects into
the cavity region and just behind the front wall of the cavity the circulation of the flow
is obvious. The generated circulation region have a great effect on the mixing

efficiency of the chemical reactions.

a) Cavity Section b) Cavity Zoom View

Figure 5.40 Velocity Vectors in the Cavity Region

a) Cavity Section b) Cavity Zoom View

Figure 5.41 Streamlines over the Cavity Region
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

In this thesis, a CFD code is developed to simulate and analyze the flow of a
scramjet combustion chamber. The model used for the analysis is a cavity-based
combustor which improves the flameholding and mixing efficiency of the scramjet.
Three dimensional coupled Navier-Stokes and finite rate chemical reaction equations
are solved using Newton-GMRES method. Newton-GMRES is a matrix free solution
i.e. Jacobian matrix is not calculated in its solution process. Moreover, ethylene
(C2H4) is used as fuel in the combustion process. The analysis are done with two
different fluid characteristics; inviscid and viscous flows. Inviscid flows are employed
here to analyze the features of numerical discretization which depends on the inviscid
characteristics of the flow such as flux vector splitting methods.

In this study, convective fluxes are split by Steger-Warming, Van Leer and
AUSM methods. Moreover, first and second order schemes are employed. Flux
splitting methods are compared along with first and second order schemes to find the
most efficient and accurate method to perform the analysis. It is shown that VVan Leer
and AUSM flux splitting methods are computationally more efficient than the Steger-
Warming method. AUSM reached the convergence criteria with the lowest CPU time
among these methods. However, the accuracy of the solution obtained for AUSM is
lower than that of Van Leer’s. Furthermore, the analysis of first and second order
schemes showed that first order schemes are computationally efficient since they
converge in less iteration number and CPU time. Whereas, second order schemes are
more accurate and presents more details about the flow than the first orders schemes.

In order to increase the efficiency of the second order schemes, flux limiters are
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implemented. Flux limiters prevent the oscillations at discontinuities where sharp
changes in the flow variable values occurs. The study of flux limiters indicated that
they reduce the accuracy of the second order schemes when used in smooth regions.
To increase the convergence characteristic of second order schemes while preserving
their accuracy a parameter introduced to VVan Albada which prevents the activation of
limiter function at smooth regions.

In addition, fuel is injected at different angles in and against the flow direction.
The analysis show that the injection in the flow direction is generally more efficient
than the reverse injection. Also, fuel injection angle of 90 degrees gives the best mixing
efficiency for the fuel-air combustion. Moreover, fuel injectors are added downstream
of the cavity in order to increase the mixing efficiency. However, the results show that
addition of downstream fuel injection do not cause a significant increase in mixing

efficiency of the fuel-air.

6.2 Future Work

Coupled equations of Navier-Stokes and finite rate chemical reactions are
solved for laminar flows in this study. However, implementing turbulence models will
improve the accuracy of the solutions. Moreover, to accelerate the convergence of the
solutions for Navier-Stokes equations Multigrid methods can be implemented. In
addition, developed CFD tool can easily be modified to solve other parts of the
scramjet engine besides to its combustion chamber. Inlet, isolator and nozzle of the

scramjet can be analyzed.
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APPENDIX A

DATA OF THE SPECIES’ PROPERTIES

Data for the species used in this study are acquired from the tabular
thermodynamic functions from NASA Lewis Coefficients by Zehe, M. J. et al. [32].

Table A.1 Thermodynamic Properties of the Species

Molecular weight
Species ArH®(298.15K) | Percentage at inlet
(kg/mol)
C,H, 0.028 52.5 0.0 %
co 0.028 428.4 0.1%
Co, 0.044 —393.5 <01%
H,0 0.018 —241.8 <01%
0, 0.032 0.0 21.8%
H, 0.002 0.0 <01%
N, 0.028 0.0 78.0 %

The coefficients of polynomials obtained from the curve fits of the
experimental data are tabulated for different species in the study of McBride, B. J. et
al. [30]. The coefficients for the species used in this study are given as follows:
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Table A.2 Polynomial Coefficients of CoHa

Coefficients

200 — 1000 K

1000 — 6000 K

6000 — 20000 K

a;

-1.163605836E+05

3.408763670E+06

a,

2.554851510E+03

-1.374847903E+04

as

-1.609746428E+01

2.365898074E+01

ay

6.625779320E-02

-2.423804419E-03

-7.885081860E-05

4.431395660E-07

5.125224820E-08

-4.352683390E-11

-1.370340031E-11

1.775410633E-15

-6.176191070E+03

8.820429380E+04

1.093338343E+02

-1.371278108E+02

Table A.3 Polynomial Coefficients of CO

Coefficients

200 — 1000 K

1000 — 6000 K

6000 — 20000 K

1.489045326E+04

4.619197250E+05

8.868662960E+08

-2.922285939E+02

-1.944704863E+03

-7.500377840E+05

5.724527171E+00

5.916714180E+00

2.495474979E+02

-8.176235030E-03

-5.664282830E-04

-3.956351100E-02

1.456903469E-05

1.398814540E-07

3.297772080E-06

-1.087746302E-08

-1.787680361E-11

-1.318409933E-10

3.027941827E-12

9.620935570E-16

1.998937948E-15

-1.303131878E+04

-2.466261084E+03

5.701421130E+06

-7.859241350E+00

-1.387413108E+01

-2.060704786E+03
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Table A.4 Polynomial Coefficients of CO>

Coefficients 200 - 1000 K 1000 — 6000 K 6000 — 20000 K
a, 4.943650540E+04 1.176962419E+05 -1.544423287E+09
a, -6.264116010E+02 -1.788791477E+03 1.016847056E+06
as 5.301725240E+00 8.291523190E+00 -2.561405230E+02
a, 2.503813816E-03 -9.223156780E-05 3.369404080E-02
as -2.127308728E-07 4.863676880E-09 -2.181184337E-06
ae -7.689988780E-10 -1.891053312E-12 6.991420840E-11
a, 2.849677801E-13 6.330036590E-16 -8.842351500E-16
b, -4.528198460E+04 -3.908350590E+04 | -8.043214510E+06
b, -7.048279440E+00 -2.652669281E+01 2.254177493E+03

Table A.5 Polynomial Coefficients of H.O

Coefficients 200 — 1000 K 1000 — 6000 K 6000 — 20000 K

a, -3.947960830E+04 1.034972096E+06 -
a, 5.755731020E+02 -2.412698562E+03 -
as 9.317826530E-01 4.646110780E+00 -
ay 7.222712860E-03 2.291998307E-03 -
as -7.342557370E-06 -6.836830480E-07 -
ae 4.955043490E-09 9.426468930E-11 -
a, -1.336933246E-12 -4.822380530E-15 -
b, -3.303974310E+04 -1.381286509E+04 -

b, 1.724205775E+01 -7.978148510E+00 -
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Table A.6 Polynomial Coefficients of O>

Coefficients

200 — 1000 K

1000 — 6000 K

6000 — 20000 K

a, -3.425563420E+04 -1.037939033E+06 4.975294300E+08
a, 4.847000970E+02 2.344830282E+03 -2.866106875E+05
as 1.119010961E+00 1.819732036E+00 6.690352250E+01
ay 4.293889240E-03 1.267847582E-03 -6.169959020E-03
as -6.836300520E-07 -2.188067988E-07 3.016396027E-07
Qg -2.023372700E-09 2.053719572E-11 -7.421416600E-12
a; 1.039040018E-12 -8.193467050E-16 7.278175770E-17
b; -3.391454870E+03 -1.689010929E+04 2.293554027E+06
b, 1.849699470E+01 1.738716506E+01 -5.530621610E+02

Table A.7 Polynomial Coefficients of H»

Coefficients

200 — 1000 K

1000 — 6000 K

6000 — 20000 K

a, 4.078323210E+04 5.608128010E+05 4.933884120E+08
a, -8.009186040E+02 -8.371504740E+02 -3.147547149E+05
as 8.214702010E+00 2.975364532E+00 7.984121880E+01
Qay -1.269714457E-02 1.252249124E-03 -8.414789210E-03
as 1.753605076E-05 -3.740716190E-07 4.753248350E-07
Qg -1.202860270E-08 5.936625200E-11 -1.371873492E-11
a, 3.368093490E-12 -3.606994100E-15 1.605461756E-16
b, 2.682484665E+03 5.339824410E+03 2.488433516E+06
b, -3.043788844E+01 -2.202774769E+00 -6.695728110E+02
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Table A.8 Polynomial Coefficients of N2

Coefficients 200 - 1000 K 1000 — 6000 K 6000 — 20000 K
a, 2.210371497E+04 5.877124060E+05 8.310139160E+08
a, -3.818461820E+02 -2.239249073E+03 -6.420733540E+05
as 6.082738360E+00 6.066949220E+00 2.020264635E+02
ay -8.530914410E-03 -6.139685500E-04 -3.065092046E-02
as 1.384646189E-05 1.491806679E-07 2.486903333E-06
Qg -9.625793620E-09 -1.923105485E-11 -9.705954110E-11
a; 2.519705809E-12 1.061954386E-15 1.437538881E-15
b; 7.108460860E+02 1.283210415E+04 4.938707040E+06
b, -1.076003316E+01 -1.586639599E+01 -1.672099736E+03
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APPENDIX B

FLUX VECTOR SPLITTING METHODS

B.1. Steger-Warming Method

The flux vector obtained in n and ¢ directions using Steger-Warming method

are given as:

B.2. Van Leer Method

B
Bu + a(Af — A5),
Bv + a(Af — A3)4,
Bw + a(Af — 23)4,

2y ﬁ(uz +v? +w?)

> +aU(Af —23) +
ﬁ(p;/p)
B(Pk1/P)

B
Bu + a(Af — 3)¢,
pv +a(Af — 13)¢,
Bw + a(Af — A3),
> +aU(Af —23) +
ﬁ(p;/p)

B(px1/p)

W? +v? +w?) az(/li—r - /1;;)

il e

y—1

-1

(B.1)

The flux vector in n and ¢ directions using Van Leer method are found as:
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ﬁn(—ﬁn + 2a 2a

1
1, _
;(—U,, + 2a)f, +u

1, _
;(—U,, +2a)h, +u
1, _
;(—U,, +2a)h, +u

u? 4+ v? +w?

y+1

U,(-U;+2a) 2a

+y2_1+ >
p1/p

Pk-1/P

1
1, ,
)—/(—U( t2a)l +u

1, .
;(—U( +2a)l, +u

1, ,
)—/(—Uz t2a)l, +u

u? +v? +w?

B.3. AUSM Method

y+1

yz—1 2
p1/p

Pk-1/P

(B.2)

The flux vectors obtained in n and ¢ directions using AUSM method are:

pa
pa + un,p*
pa + vij,p*
pa + wi,p*
a(pes + (¥ — 1) 9)
pa(p:/p)

)
S+
Il
X

-+

pa(px.-l/p)

where,

<p=<pe—

pa
pa + ul,p*
pa +v{,p*
pa+wi,p*
a(per+ (v — 1 ¢)
pa(p:/p)

)
o
Il
<

H

pa(px.-l/p)

u? +v? +w?
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