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ABSTRACT

TOPOLOGY CONTROL VECTOR BASED FORWARDING ALGORITHM FOR UNDERWATER ACOUSTIC NETWORKS

Yazgi, Ilkay

M.S., Department of Electrical and Electronics Engineering

Supervisor: Prof. Dr. Buyurman Baykal

December 2015, 86 pages

The communication range of underwater acoustic sensor networks (UASN) is limited by the underwater environment. Acoustic networks with huge number of sensors may have long communication range with appropriate protocols in literature. On the other hand, especially, the networks including small number of nodes have communication problems for long ranges. To challenge this problem, topology control in underwater acoustic networks is a promising solution. In this study, a novel approach, Topology Control Vector Based Forwarding Protocol (TC-VBF) is introduced and developed. In the TC-VBF, when the communication with source node and target node becomes a problem due to range, the actor node will help the packet transfer. The actor node is moving to the mid-point of the distance between master node and sink node. When the packet transfer is successfully finished, the actor node moves back to previous position. Existing MAC, transport and routing protocols and topology control algorithms are classified and analyzed. A novel algorithm, TC-VBF, is presented and evaluated comparatively with alternative routing protocols. It shows better performance for reliable data transfer and long communication range.

Keywords: Underwater Acoustic Networks, Transmission Range, Topology Control, Topology Control Vector Based Forwarding (TC-VBF)
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CHAPTER 1

INTRODUCTION

Underwater research and applications are important since water covers three fourths of earth. The underwater acoustic networks are envisioned to be used in several underwater applications such as monitoring environment, prevention of disaster, navigation, military defense systems, sonar systems and seismic exploration. According to the underwater medium, these communication networks use acoustic waves instead of radio-frequency or optical waves.

1.1 Motivation

Although considerable number of technological developments, research and applications related to terrestrial networks has been conducted, most of those are inapplicable for underwater acoustic networks. The reasons for this problem are mainly

- high absorption rate,
- limited bandwidth,
- large propagation delay,
- limited power,
- and rapid time variation.

These challenges for underwater environment will be detailed in Chapter 2.

When limitations and challenges of the underwater medium are considered, the communication between long distances becomes harder. The transmission range of
underwater networks is shorter when compared to terrestrial networks. The increase in the communication range is a challenging problem for underwater acoustic networks.

ASELSAN, a leading defense system company in Turkey, possesses countermeasure products for underwater military applications, namely ZOKA™ Acoustic Torpedo Countermeasure Decoy. It is the state of the art countermeasure used against torpedo threat. These acoustic decoys have the ability to move. It is aimed to develop communication systems for those countermeasure decoys while they are performing their missions, i.e. to add a communication ability to these decoys, in order to perform better tactical surveillance against threats.

The acoustic communication system in ASELSAN project is designed to be controlled by the master device that is located at a fixed position. Moreover, this master device is capable of taking position knowledge of decoys with the help of specific sensors. The acoustic network has a small number of nodes. The energy consumption and delay is relatively not important. However, the reliability of data transfer is critical. Furthermore, it is aimed to have a large communication range.

1.2 Contribution

In this thesis, we target to tackle communication range problem of underwater acoustic communication networks. Especially, the master-controlled small networks are focused. Furthermore, reliable data transfer is considered.

A new algorithm is proposed to communicate reliably with long ranges by controlling the topology. This algorithm is heuristic approach for communication range problems and there can be other possible solutions for underwater acoustic networks. Moreover, the new algorithm is developed by benefiting from the movement capability of nodes. The simulations worked in this thesis show that the proposed algorithm has better maximum communication range than the existing ones in the literature. In addition, reliable data transfer is also obtained.
The new proposed algorithm also has better retransmission and delay performance.

1.3 Thesis Organization

The outline of the thesis is organized as follows.

In Chapter 2, some background information and definitions are given related to underwater acoustic channel and its characteristics. The challenges of underwater acoustic communication networks are explained in detail. In addition, MAC Layer, Transport Layer and Routing Protocols and Topology Control algorithms are investigated and evaluated for underwater communication networks.

Chapter 3 theoretically analyzes the communication networks. The related theories and sonar equations are also mentioned. The communication range formula is obtained for underwater communication networks.

Chapter 4 presents proposed algorithm for underwater communication networks. The details of the algorithm are given in this chapter.

Chapter 5 begins with the review of simulation tools. Then, our simulation setup and works are given in detail. In the rest of the chapter, the simulation scenarios and their results are discussed.

In Chapter 6, the thesis is concluded with discussions of the study. Moreover, some ideas for related future works are evaluated.
CHAPTER 2

LITERATURE REVIEW

In order to provide foundation for the proposed work in this thesis, basic concepts of underwater acoustic channel and underwater acoustic sensor networks will be provided. Moreover, current literature on MAC, routing and transport layer protocols and topology control algorithms is discussed and reviewed in this chapter. Protocols and algorithms are briefly explained and summarized according to their solution approaches.

2.1 Underwater Acoustic Channel Characteristics

Underwater acoustic network has become an important topic with research interests about acoustics and underwater applications. Collection of oceanographic data, seismic monitoring, disaster prevention, tactical surveillance, ocean-bottom pollution monitoring can be considered as underwater applications. To implement these applications, the underwater acoustic (UWA) channel characteristics should be investigated. Understanding of UWA characteristics is highly important to realize these applications. However, channel characteristics of underwater communication are significantly different from the one of terrestrial communication. The UWA channel is characterized as limited bandwidth, effect of multipath and fading, rapid time variation, large Doppler shift, large propagation delay, low data rate, high bit error rate(BER), limited power when compared to terrestrial communication channel. These challenges are explained in [1], [2], [3], and [4]:
Bandwidth in underwater communications is very limited since acoustic channel has strong attenuation with increasing frequency. It depends on the transmission distance because of high noise at low frequencies (lower than 1kHz) and high absorption at high frequencies (greater than 50 kHz).

UWAC is affected by the multipath interference caused by reflections and refractions. It causes frequency-selectivity of the channel. This frequency-dependency causes fading underwater.

As the speed of the sound under water (1500 m/s) is 200000 times lower than the speed of light, large propagation delay occurs in underwater acoustics.

Large propagation delay and the movement of underwater devices such as transducers, ocean surface, etc. lead to Doppler Effect and rapid time variation.

Limited bandwidth and large propagation delay affect data rate of networks. In underwater communication networks, data rate is relatively low compared to RF communications.

Because of underwater environment, acoustic signals sometimes cannot reach the receiver. This results in temporary loss of connectivity (shadow zones) in underwater networks. Connectivity loss, Doppler Effect, multipath, time variation and low SNR increase bit error rate (BER).

Batteries limit power and cannot be recharged. Thus, there is limited power in underwater.

Underwater devices and sensors are more prone to failures of fouling and corrosion.

2.2 Underwater Acoustic Sensor Networks

Sensor nodes are deployed under water to activate underwater applications such as oceanographic data collection, disaster prevention and tactical surveillance.
applications. Unmanned Underwater Vehicles (UUV) and Autonomous Underwater Vehicles (AUV) with underwater sensors are also made in use of exploration of natural resources under water, gathering scientific data, etc. To realize these applications, the underwater acoustic network is needed to be used. Sensor nodes and vehicles should coordinate their operations by exchanging configuration, location information and they should relay data to sink.

Underwater acoustic communication networking is the technology that presents the opportunity of enabling these applications. Underwater Acoustic Sensor Networks (UASN) consists of underwater sensors and vehicles that are deployed to execute their missions. UASN must be able to organize these sensors and vehicles and adapt to the characteristics of underwater medium. Moreover, UASN is based on the acoustic wireless technology [76].

Sensor nodes under water can be connected as centralized, distributed, and multi-hop topologies for underwater acoustic sensor networks [69]. Centralized networks use a central station to manage data flow between other sensor nodes. These networks are connected to a backbone at the central station. They are more suitable for deep-water acoustic sensor networks. A major disadvantage of centralized topologies is existence of a single point failure. If the master node fails, then the entire network will not operate. On the other hand, the other two topologies are classified as peer-to-peer networks. They provide point-to-point links between all nodes of networks.

Since UASN uses the underwater communication channel, the same challenges of the underwater acoustic channel that are mentioned previous part are valid for UASN. It is significantly different from terrestrial sensor networks. The unique features of the UASN are given in [40].

- The UASN has low bandwidth and high latency as the acoustic channel is used as a communication method. The propagation speed of the acoustic sound in water is much lower than the one in the terrestrial network.
According to [77], any underwater acoustic communication system cannot exceed 40 km * kbps as the maximum attainable Range * Rate product.

- The UASN is highly dynamic network. The UASN consists of sensor nodes and they have low or medium mobility due to water activities.

- The UASN is more prone to errors compared with terrestrial sensor networks. Underwater environment causes path loss, noise, multi-path, Doppler spread and fading and it affects underwater sensor networks negatively. Therefore, acoustic communication links in the UASN are considerably error-prone because of the underwater environment.

- UASNs are generally 3-dimensional networks. Sensor nodes and vehicles are deployed in 3-dimensional area. This is different from the 2-dimensional deployment of most land-based sensor networks.

These characteristics of UASNs bring about many challenges for every level of protocol stacks.

### 2.3 Medium Access Control (MAC) Protocols

Medium access control or multiple access control (MAC) is a network layer between the data link layer and the medium. MAC layer provides addressing and channel access control mechanisms that help network nodes to communicate within a multiple access network. For underwater networks, MAC protocols organize the access to the underwater acoustic communication channel. The main objective of MAC protocols is to avoid collisions. Moreover, MAC protocols make contributions to the network performance, such as increasing throughput, decreasing latency, and increasing energy efficiency [5]. MAC protocols can be divided into two schemes:

i) contention-free schemes

ii) contention-based schemes
2.3.1 Contention-Free Schemes

Contention-free schemes are Frequency-Division Multiple Access (FDMA)-based, Time-Division Multiple Access (TDMA)-based and Code-Division Multiple Access (CDMA)-based.

The Classical FDMA protocol assigns different frequency bands to different nodes. This provides nodes to communicate at the same time without interfering in other nodes. However, in the underwater communication, since bandwidth is limited and multipath propagation occurs, FDMA is stated to be unsuitable for the underwater acoustic communication. Orthogonal Frequency-Division Multiple Access (OFDMA) is another FDMA-based protocol. In OFDMA, medium access assigns subsets of subcarriers to individual network users. OFDMA gives an opportunity of low data rate transmission to multiple users [6]. OFDMA may be suitable for underwater networks when Orthogonal Frequency-Division Multiplexing (OFDM) technique is used in physical layer.

TDMA approach divides the time into small slots and provides time guards to limit collisions for same time slots. It is very difficult to realize precise synchronization because of the underwater environment. Furthermore, TDMA is not efficient in the underwater communication as the UWA channel has high propagation delay and delay variation [7]. Due to these factors TDMA protocols are not suitable for underwater communications. Static TDMA(s-TDMA) [6] and Dynamic TDMA (d-TDMA) [8] are TDMA-based protocols.

CDMA protocols allow multiple users to share frequency band with a special coding scheme by assigning different code to each users. CDMA performance is over FDMA performance by robustness of the frequency selectivity and over TDMA performance by accessing nodes simultaneously. According to [2], CDMA protocol is a good choice for the underwater communication. Moreover, Frequency Hoping Spread Spectrum (FHSS) CDMA and Direct Sequence Spread Spectrum (DSSS) CDMA are proposed for underwater applications in [1]. UW-MAC [9] and Interleave-Division Multiple Access (IDMA) [10] are CDMA-based protocols.
developed for underwater communications. On the other hand, when one of nodes is stronger than another node, the interference from the stronger one affects demodulation of the weaker one. This, called as a near-far problem, affects CDMA-based protocols negatively. Thus, although CDMA-based protocols can be considered as a promising for underwater communications, they are not suitable due to the near-far problem.

2.3.2 Contention-Based Schemes

Contention-based schemes can be categorized as Request-to-Send (RTS)-Clear-to-Send (CTS) exchange based, Carrier Sense Multiple Access (CSMA)-based, reservation-based and ALOHA-based protocols [11].

ALOHA protocol has a simple method of transmitting the data in communication. In ALOHA, when the data is wanted to send, transmitter immediately sends the data without channel sensing or retransmission [11]. ALOHA may be a good choice for networks that has small packet transmission time and collision unlikely. Slotted-ALOHA [12] protocol is an ALOHA-based protocol. Slotted-ALOHA provides random access without the reservation. The time is divided into slots, like TDMA. The data is transmitted at the beginning of each time slot.

Multiple Access with Collision Avoidance (MACA) [13], RTS-CTS exchange based protocol, has a handshaking algorithm to reserve channel. Firstly, transmitter sends RTS to reserve channel for data transmission. RTS carries information about length of the data packet to be transmitted. When RTS is received, receiver replies CTS packet also including packet length if the channel is not used and not reserved. Then, sender begins to transmit the data when CTS is received. MACA protocol solves the hidden terminal problem, but it does not solve the exposed terminal problem. MACA-Wireless (MACAW) [14] protocol, extended version of MACA, is an RTS-CTS exchange based protocol with acknowledgment on the data link layer. MACAW helps channels of low reliable network to increase throughput. On the other hand, MACA for Underwater (MACA-U) [15], also an extension of MACA
protocol, is proposed for multi-hop underwater networks. In MACA-U, nodes have states and transition rules. MACA-U has better throughput than classical MACA approach in underwater networks. Another RTS-CTS exchange based protocol is Propagation-Delay-Tolerant Collision Avoidance Protocol (PCAP) proposed for underwater networks [16]. PCAP tries to solve the propagation delay problem in underwater. The receiver delays CTS for two times of propagation delay in underwater after RTS is received in PCAP. The requirement of synchronization can be the main disadvantage of PCAP. Adaptive Propagation-Delay-Tolerant Collision Avoidance Protocol (APCAP) [17], the RTS-CTS exchange protocol, is an improved version of the PCAP. In APCAP, the time between reception of RTS and sending of CTS is adaptive with an algorithm to improve efficiency and throughput of networks. Moreover, Distance Aware Collision Avoidance Protocol (DACAP) [18] is another RTS-CTS exchange protocol proposed for underwater networks due to high propagation delay. DACAP minimizes the handshaking time by improving tolerance of receiver node for interference when the nodes are closer than the maximal transmission power. Spatially Fair MAC Protocol (SF-MAC) [19] is proposed protocol for underwater acoustic sensor networks. SF-MAC is also an RTS-CTS exchange based protocol. SF-MAC determines transmission sequentially at the receiver side after receiver node waits for RTS from all nodes. It can avoid collisions and guarantee the fairness of the transmission for underwater communications. Furthermore, another proposed RTS-CTS exchange based protocol is Dual Busy Tone Multiple Access (DBTMA) [20]. DBTMA provides parallel handshaking by dividing channel into two sub-channels: the data channel and the control channel. It deals with the exposed node problem for underwater networks.

Floor Acquisition Multiple Access (FAMA) [21] is a CSMA-based protocol. When two nodes want to reserve the same channel simultaneously, collision may occur. Collisions, due to this problem, are prevented by increasing RTS-CTS packets. Although FAMA solves the collision problem, high packet delays and waste of energy occur due to multiple RTS-CTS transmission in underwater networks. In addition, an extended version of FAMA is developed as a Slotted-FAMA [22].
Slotted FAMA provides time slots for RTS-CTS exchange instead of excessively long control packets. The length of slot is the addition of maximum propagation delay and CTS transmission time. It also guarantees the collision-free transmission. Ordered-CSMA [23] is another CSMA-based protocol developed for underwater acoustic networks. It is basically a combination of CSMA and Round-Robin Scheduling. Instead, nodes wait for a time period of maximum propagation delay; the sender immediately begins to transmit the data after transmission of last node in the order. In addition, Propagation Delay-Aware Opportunistic Transmission Schedules (DOTS) [24], a CSMA-based protocol, is developed for underwater networks. This approach uses local information passively obtained to increase concurrent transmissions. It also reduces collisions. However, clock synchronization is needed for DOTS and it is a problem for underwater communications. Lastly, Queue-Length-Based CSMA (Q-CSMA) [25] is a CSMA-based protocol. Q-CSMA divides time slots into control and data slots. Q-CSMA provides collision-free data transmission schedule while allowing collisions in control slots. Thus, Q-CSMA is appropriate for static networks.

UWAN-MAC, reservation-based approach, is an energy-efficient MAC protocol for underwater acoustic wireless sensor networks [26]. UWAN-MAC protocol focuses on energy efficiency. Nodes keep sleep mode until the specific timeout period is up after it is synched from transmitter node. The protocol needs synchronization through periodic data exchange. Another reservation-based MAC protocol is Tone Lohi (T-Lohi) [27]. Tones are used in T-Lohi during contention periods to reserve the channel. Contender detection comes from listening the channel after it sends reservation time. Moreover, Reservation-based MAC (R-MAC) protocol [28] is an energy efficient MAC protocol for underwater sensor networks. In R-MAC, each node periodically states listen and sleep modes. All nodes have same listen and sleep mode durations. Centralized scheduling and synchronization are not needed since each node determines its own schedule randomly. R-MAC increases energy efficiency. Lastly, Receiver-Initiated Reservation-Based Protocol (RIPT) [29] is developed for underwater acoustic networks. In RIPT, every node needs to know the
inter-node propagation delay between itself and its neighbors. The receiver reserves the channel with packet train. This is not a suitable protocol for dynamic network topologies.

2.4 Data Link Layer Protocols

Data link layer protocols are needed to make reliable data transport in networks. ARQ (Automatic Repeat Request) is a basic mechanism in the data link layer to deliver information through the higher layers keeping overhead, retransmissions, and discarded information as low as possible.

ARQ is an error-control method for the data transmission that uses acknowledgements and timeouts to achieve reliable data transmission over an unreliable service. If the sender does not receive an acknowledgment before the timeout, it usually re-transmits the frame/packet until the sender receives an acknowledgment or exceeds a predefined number of re-transmissions.

Forward error correction (FEC) is an important contributor to ensure low bit error rates. FEC reduces the error rates in the physical layer, such that data link layer protocols have a better chance of being successful.

For the underwater acoustic channel, physical link has a poor quality due to multipath and Doppler effects. This results in high bit error rate (BER). Thus, data link layer protocols, such as ARQ mechanisms, are required to achieve reliable data transfer in underwater networks.

Classical ARQ techniques are Stop-and-Wait ARQ, Go-Back-N ARQ and Selective Repeat ARQ. Firstly, in Stop-and-Wait ARQ, source node transmits data packets and when destination node receives them it replies ACK. Source node waits for ACK before sending next data packets. When the underwater acoustic channel has high round-trip time, Stop-and-Wait ARQ is inefficient for underwater networks. Moreover, the source node sends a great deal of enumerated data frames continuously in one transmission for Go-Back-N ARQ mechanism. When the errors
occur, the destination node sends back the number of the first data frame received in error. However, Go-Back-N ARQ consumes too much energy and time. Due to limited energy and time varying environment in underwater acoustic channel, Go-Back-N is not suitable for underwater networks. Lastly, in Selective Repeat ARQ, the source node transmits a great deal of enumerated data frames continuously in one transmission, same as Go-Back-N ARQ. On the other hand, the destination node sends back the sequence number of all data frames received as errors. For the best transmission, the source node only sends these erroneous frames. Although Selective Repeat ARQ has better time and energy performance than Stop-and-Wait ARQ and Go-Back-N ARQ, it is not so efficient for underwater networks due to low throughput [5].

Modified Stop-and-Wait ARQ [30] is proposed for underwater communication networks as a transport layer protocol. In this mechanism, classical Stop-and-Wait ARQ approach is improved with transmitting data packets in groups and receiving ACKs selectively to increase throughput. According to network properties, such as range, data rate, error probability, optimal packet size is selected. Moreover, Multi-hop ARQ [31] is also an improved Stop-and-Wait ARQ mechanism. It acknowledged implicitly or explicitly in multi-hop networks. Multi-hop ARQ provides better latency and energy efficiency performance.

Hybrid ARQ approach is basically combination of ARQ and FEC. The simplest form using FEC at the physical layer and ARQ at the link layer is called as Type-1 Hybrid ARQ. On the other hand, using incremental redundancy check ARQ is called as Type-2 Hybrid ARQ. It relies on FEC code to provide different amount of redundancy. Type-1 Hybrid ARQ and Type-2 Hybrid ARQ were compared in [32]. According to the comparison, Type-2 Hybrid ARQ outperforms Type-1 Hybrid ARQ. Furthermore, Underwater Hybrid ARQ (UW-HARQ) [33] is developed for underwater acoustic networks. UW-HARQ combines Random Binary Linear Coding as a FEC coding and ARQ. An adaptive packet error ratio (PER) estimation scheme is proposed for minimization of retransmissions. In addition, ARQ uses NACK packets to inform transmitter number of packets sent out in a transmission, and it
uses ACK packets to indicate success of recovered data packets. Lastly, Segmented Data Reliable Transport (SDRT) protocol [34] is another hybrid ARQ approach for underwater networks. It uses erasure codes, called SVT codes that transfer encoded packets block by block and hop by hop. The advantages of SDRT are few numbers of retransmissions, good channel utilization, and simple protocol management.

Cooperative ARQ [35] protocol is proposed for underwater acoustic networks. Reliable alternative paths for the source to the destination connection are achieved by using cooperative nodes in the cooperative ARQ. It is based on knowledge of inter-node distances. When an error occurs, the cooperative node selects a node for retransmission according to closest-one-first rule. This selection continues until the data is transferred to the next cooperative node. This ARQ scheme improves throughput of network.

2.5 Routing Protocols

Routing is said to be crucial part of any wireless network. Routing protocols can provide better energy efficiency, better throughput of the network, and more reliable data transmission. Routing protocols play an important role for the data transmission in underwater acoustic networks. Due to high propagation delay, multi-hop topologies are more feasible than single-hop ones. Spreading loss factor and absorption losses cause attenuation in underwater communication. Because of high attenuation, high power at the transmitter node is needed in order to provide sufficient Signal-to-Noise Ratio.

Routing protocols can be divided into three sub-groups: Proactive Routing, Reactive Routing, and Geographical Routing.

2.5.1 Proactive Routing

Proactive routing protocols find the path between the source and the destination and they exchange the network topology information periodically. Since the routing
paths are established in advance and are provided, proactive routing protocols have an advantage to achieve good end-to-end delay. However, they are not good at high load and high mobility conditions. Optimized Link State Routing (OLSR) [36] and Destination-Sequence Distance-Vector Routing (DSDV) [37] are mostly used proactive routing protocols. Moreover, in proactive routing, to establish a route for the first time large overhead signaling is provoked. Thus, proactive routing protocols are not suitable for underwater communication networks when limited bandwidth conditions are considered.

2.5.2 Reactive Routing

Reactive routing protocols work finding path only when the data is transmitted. In reactive routing, low traffic and routing overhead are controlled. The advantage of them is to work well for mobile networks. Thus, they are more suitable for networks having dynamic environments. Ad-hoc On Demand Distance Vector (AODV) [38] and Dynamic Source Routing (DSR) [39] are known as common reactive routing protocols. On the other hand, latency is high in reactive routing protocols and a source is required to initiate control packets that establish routing paths. Because of high latency in routing protocols and high propagation delay of the underwater environment, reactive routing is not appropriate for underwater networks.

2.5.3 Geographical Routing

In geographical routing protocols, the data packet is progressively advanced from the source to the destination. Every network station has at least one neighbor to relay data for geographical routing. The geographical routing protocols have many advantages. It is virtually stateless and limited signaling is required. However, local disconnections may occur in networks and the geographical routing protocols are based on knowledge of nodes’ positions.
Vector-Based Forwarding (VBF) [40] is a location-based routing approach. In VBF algorithm, nodes will transmit data packets if it is close to the data forwarding vector from the source to the destination. It is assumed that nodes know their positions and they can measure the distance and the angle to the forwarder for this algorithm. The forwarding vector is actually said to be a virtual pipe from the source to the destination and only the network nodes in this pipe can participate in the data transmission. Furthermore, Hop-by-Hop Vector-Based Forwarding (HH-VBF) is a developed-VBF approach. This protocol also uses the virtual pipe. The main difference is that the forwarder node is decided by per hop forwarding path. HH-VBF provides better forwarding path for the networks having limited number of nodes.

Depth-Based Routing (DBR) [42] protocol is proposed to provide scalable and effective routing without the localization process. DBR only needs depth sensors, not full localization information, for routing in underwater acoustic networks. DBR is an efficient routing protocol for dynamic dense networks. In DBR protocol, the data is forwarded to the sinks in water surface. Data packets include depth information of its forwarder. This information is updated in every node participating in active data transfer. When the data packet arrives at the node, the node calculates its distance to the water surface and it forwards the data packet if its depth is smaller than the depth information of previous node in data packet. There are two queues, namely priority queue and packet history buffer, to handle data packet retransmissions for energy consumptions in DBR.

Hop-by-Hop Dynamic Addressing Protocol (H2-DAB) [43] is a flooding-based routing protocol. Each node has an ID, called as a hop ID. This hop ID is determined by the help of “hello message” transmitted from the sink node. The packet transfer occurs according to hop ID of a node. The proposed transmission for H2-DAB is as follows. The sender node transmits an “inquiry packet” message. Nodes respond this message with “inquiry reply” message including their hop ID if they are in communication range. Then, the sender node transmits the data packet through the node that has a smaller hop ID than the others.
Focused Beam Routing (FBR) [44] is proposed for avoiding redundant flooding of broadcast queries. In FBR, the source node must be aware of its positions and also the position of destination. Moreover, every node is aware of its positions. The routes are established during the packet transmission.

Reliable and Energy Balanced Routing (REBAR) protocol [45] is another location-based approach. REBAR uses geographical information of nodes. Each node has a specific ID and it is assigned to the fixed range. According to the REBAR algorithm, source node sends the data including the information about distance $d$ between source and sink node towards the vector $V$ through the sink. When intermediate node receives the packet, it calculates distance $d_i$ to the sink. If $d_i - d$ is less than the threshold distance pre-defined by the algorithm, the node will participate in the data transmission to the sink.

Sector-Based Routing with Destination Location (SBR-DLP) [46] is a location-based routing protocol. SBR-DLP performs the flooding by dividing the communication area into the different sector areas. SBR-DLP algorithm assumes that every node in the network knows its position and the planned movement of destination node. Data forwarding is done by the hop-by-hop for this algorithm.

In Directional Flooding-Based Routing (DFR) [47], transmission of data packets is done in a limited flooding zone. This zone is selected according to the angle between source-to-receiver vector and receiver-to-destination vector. DFR assumes that every node knows the geographical position of all other nodes. In addition, each node is also capable of measuring links quality.

Location Aware Source Routing (LASR) [48] is proposed for high-latency of acoustic communication links by using two techniques, namely location awareness and link quality metrics. LASR assumes that network has symmetric links and small number of nodes. The packet transmission is performed according to the link quality metrics and location of neighbor nodes.

Multipath Power-control Transmission (MPT) [49] is a location-based approach for energy optimization. In MPT algorithm, firstly the available multiple routing paths
are obtained from source node by sending request message to intermediate nodes and receiving reply messages from them. Then, the source node determines the optimal paths according to path lengths.

Moreover, it calculates optimal overall energy consumption for these routing paths. This calculation is made by the help of collected information during establishment of routing path phase. Therefore, the packets are delivered based on the established paths and calculated energy consumptions.

Minimum Cost Clustering Protocol (MCCP) [50] is a cluster-based protocol. The cluster costs are computed by the required energy by the cluster nodes to reach the cluster-head node, the cluster-head node’s position according to sink node and residual energy of cluster nodes and cluster-head node. The packet transmission occurs according to computed cluster costs.

Distributed Underwater Clustering Scheme (DUCS) [51] is also a cluster-based approach. DUCS algorithm does not need the location information of nodes. It is based on distributed scheme approach. Firstly, the algorithm forms clusters by selecting cluster-head node and cluster nodes. The cluster-head node is determined by the residual energy. Then, cluster-head node specifies its cluster nodes. The data packet transmission occurs based on propagation delays of cluster-head node and its cluster members.

In underwater networks, acoustic signals can give better precision than radio signals. Locations of nodes in underwater can be determined by using beacons placed in known locations. Therefore, geographical routing protocols are promising for underwater communication networks.
2.6 Topology Control

2.6.1 Definition of Topology Control

The efficient use of energy resources and the reliable data transfer for ad-hoc and sensor networks are fundamental tasks of the network designers. Reducing energy consumption and increasing quality of service are important issues for communication networks. To enhance network quality and energy consumption, network topology can be controlled. Topology Control is the art of coordinating nodes’ decisions in order to generate a network with desired properties while reducing energy consumption and/or increasing network capacity. The topology control does not impose any constraints on the nature of the mechanism. Thus, topology control can be centralized or distributed techniques [52].

Topology control is classified into two categories as homogeneous critical transmission range (CTR) and nonhomogeneous topology control. On one hand, in homogeneous CTR, all nodes in the network use the same transmitting range and topology control problem becomes determining the minimum value of the transmission range such that desired network property is satisfied. On the other hand, nodes are allowed to use different transmission ranges in nonhomogeneous networks. The nonhomogeneous case is categorized into three categories, depending on the type of information used for computation of topology. Firstly, in location based approaches, node positions are used. Secondly, in direction-based techniques, nodes do not know their positions, but they can estimate the direction of their neighbors. Thirdly, in neighbor-based approaches, nodes are assumed to have access to minimum information regarding their neighbors [52].

According to [53], topology control techniques can be systematically classified into two categories: network coverage and network connectivity. Firstly, network coverage technique is related to how well the target field is monitored by the sensor network. It aims to reach a reliable sensing area while consuming less power.
Secondly, network connectivity is related to efficient sensor connectivity topology with controlling and managing power.

The topology control protocol have an interaction with both routing layer and MAC layer protocol. Yet, the place of the topology control mechanism in protocol stack is not clear in the literature and the integration of topology control techniques in the protocol stack is seen one of the open research areas [52]. Hence, it can be between MAC layer and routing layer or close to one of them.

### 2.6.2 Topology Control Algorithms

Most of topology control algorithms aim to solve the energy problem of networks in radio communication. Network devices consume a great amount of energy by sending or receiving data. Thus, the transmission power control is important for the energy problem. Energy efficient topology control algorithm for both fixed and variable power [54] is developed to maximize the lifetime of the network by using minimum spanning tree construction. Furthermore, three energy-aware geographical routing and topology control forwarding schemes are proposed to improve network lifetime by considering residual energy of neighbor nodes in deciding next hop [55].

To increase network capacity and prolong network lifetime, distributed topology control algorithm is developed and proposed for a network of heterogeneous devices [56]. Topology control is done by adjusting power transmission per node for sensor networks in this algorithm. [57] is also proposed as a distributed topology control algorithm based on the directional information for heterogeneous networks. According to this algorithm, the transmitter node increases transmission power until finding a neighbor node in every direction. Another topology control algorithm, MobileGrid [58], targets to achieve best possible network capacity by contention index via dynamically adjusting the transmission range on each of nodes in networks.

Minimum Routing Cost Connected Dominating Set (MOC-CDS) based topology control algorithm is improved and proposed for topology control problem with

In [60], a cooperative, distributed and lightweight topology control approach is proposed to adapt transmission power of sensors in order to match local connectivity for underwater applications.

Interference Prediction-based Topology Control (IPBTC) [61] is proposed for three-dimensional wireless sensor network. This algorithm makes use of the interference factor control to predict the interference probability of different links and determines the link selection criterion. IPBTC can provide the network topology with low interference and energy balance characteristics.

Since underwater environment have a challenging characteristics for communication, topology control techniques in underwater applications are considerably different from those in terrestrial networks. Some topology control algorithms are developed for underwater acoustic sensor networks.

For underwater sensor networks, QoS-Based Topology Control Algorithm is developed [62]. It is a depth-based strategy adjustment algorithm for better network performance. Moreover, in [63], another similar topology control approach, distributed radius determination algorithm, is presented. It is also a depth-based approach for mobility-based topology control problem to improve network performance.

Topology control strategy-based on complex network theory (TCSCN) [64] is a topology control algorithm for underwater sensor networks. Two-cluster structure is constructed in this algorithm and cluster-heads are used to ensure connectivity and coverage for 3D hierarchical topologies. In addition, TCSCN optimizes energy consumption and propagation delay.

Opportunistic Localization by Topology Control (OLTC) [65] is proposed against unlocalization of sensor nodes for underwater sensor networks. OLTC uses a game-theoretic model based on Single-Leader-Multi-Follower Stackelberg game for
Topology control of both localized and unlocalized nodes. It increases localization coverage performance of UWSN. Moreover, OLTC is an energy-efficient algorithm. Topology control algorithms for underwater applications in the literature mostly aims to improve energy efficiency. Moreover, small networks are not considered in these algorithms. Although TCSCN is developed to increase network coverage and connectivity, small networks are not considered in this approach.
CHAPTER 3

SONAR EQUATIONS AND ANALYSIS

In this chapter, sonar equations are investigated and presented. Detection threshold concept is also given. Maximum transmission range for underwater communication is derived from sonar equations. How to obtain the maximum transmission range is explained in detail.

3.1 Sound Propagation

The sound propagates several different paths in sea. The particular travelled paths for sound are dependent of the sound speed characteristics. When the sound speed characteristics in sea are investigated, it is seen that the depth (z), the salinity (s) and the temperature (T) of water affects the sound speed \([66]\). Therefore the sound speed is formulated by:

\[
c = 1448.96 + 4.591 \times T - 0.05204 \times T^2 + 0.0002374 \times T^3 + 1.340 \\
\times (s - 35) + 0.0163 \times z + 1.675 \times 10^{-7} \times z^2 - 0.01025 \\
\times T \times (s - 35) - 7.139 \times 10^{-13} \times T \times z^3
\]  

Equation 3.1 is valid for \(0 \leq T \leq 30^\circ\), \(30 \leq s \leq 40\) and \(0 \leq z \leq 8000\).

The many specialties of underwater acoustic sound make an impact on design characteristics of sonar systems and behavior of sonar equipment. These effects can be logically grouped as a sonar parameters and sonar equations. Sonar parameters are mostly related to underwater sound and medium characteristics. Moreover, sonar equations reflect the relationship between the medium, the source and the target
equipment for underwater sound applications. There are two concepts for sonar systems, namely passive sonar and active sonar. If the sonar equipment is acting as both sound source and receiver, it is called active sonar system. In passive sonar case, on the other hand, sonar equipment’s either produce the signals or receive them.

One node transmits the signals to the other node in underwater acoustic communication. Therefore, the underwater acoustic communication channel can be considered as a passive sonar. The passive sonar equation can be seen in equation 3.2.

\[ SL - TL = NL - DI + DT \]  \hspace{1cm} (3.2)

SL: the source level that represents the signal power transmitted from the sound source

TL: the transmission loss that is the absorbed loss from the underwater medium

NL: the noise level of underwater medium

DI: the receiving directivity index

DT: the detection threshold that is the minimum power level of receiver to detect the signal

### 3.2 Source Level

The source level (SL) in sonar equations is defined as the amount of sound power transmitted from the sound source. It is the intensity of a plane wave of rms pressure 1 uPa, referred to a point 1 yard from the acoustic center of the projector in the direction of the target. Since the directional projector points in the direction of the target, the reference point for source level lies along the axis of the projector's beam pattern [67].
\[ SL = 171.5 + 10 \log P_{elec} + 10 \log E + DI_T \] (3.3)

\( DI_T \), called transmitting directivity index, is the power level difference between the power level produced by the sound source and the power level that would be produced by the non-directional source.

\( P_{elec} \) is the electrical input power produced from the source. On the other hand, \( E \) is the electro-acoustic power conversion efficiency of the transducer. Sonar system efficiencies mostly vary between 0.2 and 0.7.

\[ E = \frac{P_{acoustic}}{P_{elec}} \] (3.4)

\( P_{acoustic} \) is the total acoustic input power radiated from the transducer.

### 3.3 Transmission Loss

Sound is highly propagated in the sea water depending on the physical and the chemical properties of water. The sound propagation causes the power reduction from the source level (SL) generated by the sound source through the underwater medium. This reduction is called as a transmission loss (TL). The definition of the transmission loss (TL) is the weakening of the sound between 1 yard from the source and a point at a distance in the water. The transmission loss depends on the frequency of a signal and the path distance. In general, the TL can be given by

\[ TL (l, f) = (l/l_r)^k * \alpha(f)^{l-l_r} \] (3.5)

where \( l \) is the transmission path distance, taken in reference distance \( l_r \), \( f \) is the signal frequency, and \( k \) is the spreading loss coefficient. \( \alpha(f) \) is the absorption loss coefficient.

The transmission loss can be divided into two physical factors: Absorption Loss and Spreading Loss.
3.3.1 Absorption Loss

Absorption loss is a loss dependent to the characteristics of medium. It covers the conversion process of acoustic energy into heat. Furthermore, it represents true loss of acoustic energy to the medium in which propagation is taking place [67]. Absorption loss can be approximately calculated or measured with fixed parameters (e.g. temperature, salinity, pH values) of the underwater medium.

According to the Thorp’s formula, the absorption loss coefficient under water is given in Equation 3.6.

\[
\alpha(f) = \frac{0.11 f^2}{1 + f^2} + \frac{44 f^2}{4100 + f^2} + 3 \times 10^{-4} f^2 + 3.3 \times 10^{-3}
\]  

(3.6)

\(\alpha(f)\) is the absorption loss coefficient in dB/km and \(f\) is the operating frequency in kHz.

\[
Absorption\ Loss = \alpha(f) \ast R \ast 10^{-3}
\]  

(3.7)

Absorption Loss is in dB, \(R\) is the distance between source and receiver in m.

![Figure 3.1: Absorption loss coefficient characteristics, 10log \(\alpha(f)\) [68]](image)
When equation 3.6 and Figure 3.1 are considered, the absorption loss coefficient is dramatically increasing with frequency. Thus, the transmission loss increases with increasing frequency. The operational frequency should be selected low frequencies so that the long transmission distance is achieved for underwater communication channel.

### 3.3.2 Spreading Loss

Spreading loss, geometrical factor that affects the transmission loss, is the weakening of a sound signal as it is spreading outward from the sound source. Therefore, while the sound signal is travelling from the source through the destination, it losses power due to the spreading. The spreading loss is changing with the water depth as the acoustic signals differently propagate within the different depths in water. Acoustic signal sound propagates within a cylinder bounded by the surface and the sea floor in shallow water whereas it spreads spherically in deep water. As a result, the absorption loss is different for deep water and shallow water.

For shallow water, the spreading loss is cylindrical spreading and the equation 3.8 is valid for the distance $R$ from the sound source.

$$\text{Spreading Loss} = 10\log R \quad (3.8)$$

On the other hand, the spreading loss is spherical spreading for deep water and the equation 3.9 is valid for the distance $R$ from the sound source.

$$\text{Spreading Loss} = 20\log R \quad (3.9)$$

Consequently, the transmission loss becomes as an equation 3.10 for deep water.

$$TL = \alpha(f) \cdot R \cdot 10^{-3} + 20\log R \quad (3.10)$$
3.4 Ambient Noise Level

Ambient noise level is the total noise background of the sea. It can be observed with a non-directional hydrophone. The ambient noise level is the intensity of the noise background, in decibel. It is referred to the intensity of a plane wave having an rms pressure of 1 uPa. Although ambient noise levels are measured for different frequency bands, they are always normalized to a 1-Hz band. Thus, they are called ambient-noise spectrum levels.

The sources of ambient noise are basically turbulences in sea, ships, waves of water, and temperature of water.

3.4.1 Turbulence Noise

The form of irregular random water currents of large or small scale, called turbulence, creates the noise background in several ways. It is called turbulence noise. Shakes of hydrophone, pressure changes by the water current are the major factors that compose the turbulence noise. Turbulence noise $N_t(f)$ is formulated in the equation 3.11.

$$10\log N_t(f) = 17 - 30\log f$$  \hspace{1cm} (3.11)

3.4.2 Shipping Noise

Ship traffic in sea creates the noise background, called shipping noise. The shipping noise is dominant source for ambient noise level for especially in 100 Hz [67]. It is described by the formula in 3.12.

$$10\log N_s(f) = 40 + 20 * (s - 0.5) + 26\log f - 60\log(f + 0.03)$$  \hspace{1cm} (3.12)

where $s$ is the shipping activity factor whose value is varying between 0 and 1. The value of 0 and 1 represents low and high shipping activity, respectively.
3.4.3 Wave Noise

One of the ambient noise sources is the wave-generation action of the wind on the surface of the sea. It is called wave noise caused by the wind force. The noise level is related with the wind speed over the hydrophone. The wind force generates the waves having different wavelengths that travel the surface with different speeds depending on their wavelengths as it is always turbulent near the sea surface. Long waves can travel with a speed greater than sound speed in the sea and they will radiate pressure waves into the sea. This is the characteristics of wave noise. Therefore, the wave noise level depends on the speed of wind and frequency.

\[
10\log N_w(f) = 50 + 7.5w^{0.5} + 20\log f - 40\log(f + 0.4) \tag{3.13}
\]

where \( w \) is the wind speed, in m/s.

3.4.4 Thermal Noise

Thermal noise is another source of the ambient noise. Temperature of the molecules of the sea places the limit to the hydrophone sensitivity for especially high frequencies. The thermal noise level can be calculated in equation 3.14.

\[
10\log N_{th}(f) = -15 + 20\log f \tag{3.14}
\]

3.4.5 Deep Water Spectra

When the overall ambient noise is considered for deep water, an example of the spectrum in Figure 3.2 is observed at one deep-sea location [67]. The ambient noise spectrum has different behavior for different frequency bands under different conditions. For different frequency bands, some noise sources are dominant whereas some are passive.
Figure 3.2: The sample spectrum of the deep-sea noise showing different frequency bands with different spectral slopes [67]

The sample deep-sea ambient noise spectrum is seen in Figure 3.2 for different frequency bands with different spectral slopes. The noise level, in dB, can be calculated for specific frequency with the help of the spectrum graph in this figure.

3.5 Directivity Index

Sonar systems may have hydrophones assembled in arrays. When this type of hydrophones is used, there is an improvement on the signal-to-noise ratio(S/N). The improvement of the S/N is known as an array gain. The array gain is defined as in equation 3.15.
Array Gain = 10 \log \frac{(S/N)_{array}}{(S/N)_{element}} \quad (3.15)

However, it is difficult to compute the array gain since it relies on knowing the coherences of a signal and noise across the dimensions of the array. On the other hand, for the important case that the signal is coherent and a plane wave, and the noise is incoherent and isotropic, the array gain can be reduced as easily visualized quantity, called as the directivity index (DI) [69].

\[ DI = 10 \log \frac{\text{peak intensity of radiated pattern}}{\text{average intensity of radiated pattern}} \quad (3.16) \]

The hydrophone array type is important for directivity index. It can be line array, planar array, square array, circular array and cylindrical array. Therefore, directivity index formula can be specified and derived for different hydrophone array types.

### 3.6 Detection Threshold

Sonar systems can hear the sea in any time. However, the obtained signal may be the sound signal or the noise background. Firstly, sonar systems should detect the presence of the sound signals in spite of the noise background. After that, they can perform other system functions. Some pre-assigned level for the signal-to-noise ratio is required in order to make a decision and detect the sound signal. At this pre-assigned level for signal-to-noise ratio is called the detection threshold. It refers to input terminals of the receiver, display and observer combination. According to sonar equations, the detection threshold is a term that satisfies the equality for these equations when the sound signal is just being detected.

Detection threshold (DT) is defined as the ratio of the signal power in the receiver bandwidth to the noise power in 1-Hz band, measured at the receiver, required for the detection at some pre-assigned level of the detection decision.
\[ DT = 10 \log \frac{S}{N} \] (3.17)

where \( S \) is the signal power in the receiver and \( N \) is the noise power in a 1-Hz frequency band at the receiver.

In fact, when a signal is detected at the receiver input terminals, there are two possibilities for decision: signal is present and signal is absent. On the other hand, for the other possibility of signal, there are again two possibilities that can occur. Therefore, when the all detection situations are considered, the four possibilities occur. The possibility of signal detection table is given in Figure 3.3 by detecting the signal at the receiver input terminal.

![Decision matrix](image)

**Figure 3.3:** Decision matrix [67]

Decision matrix and probabilities is shown in figure 3.3. According to the matrix, The probability of presence of the signal that if the signal is correctly decided, “signal present” is made is called detection probability, \( p(D) \). On the other hand, the probability of absence of the signal that if the decision is incorrect, “signal present” is made is called the false alarm probability, \( p(FA) \).
Figure 3.4: Example ROC curve of detection probability $p(D)$ against false-alarm probability $p(FA)$ [61]

When the output signal-to-noise ratio is considered as a fixed value, different threshold settings bring about different pair of values of the two decision probabilities. The correct detection probability and the false-alarm probability can be plotted as a curve according to each other for different threshold settings. This curve graph is called as receiver-operating-characteristic (ROC) curves. An example of ROC curve graph can be seen in Figure 3.4.

The parameter $d$ is the detection index that is equivalent to the signal-plus-noise to the noise ratio of the envelope of the receiver output at the terminals for established threshold settings [67]. The detection index, $d$, is calculated by the formula in 3.18.
\[ d = \frac{(M_{S+N} - M_N)^2}{\sigma^2} \] (3.18)

where \( M_{S+N} \) is the mean signal-plus-noise amplitude, \( M_N \) is the mean noise amplitude and \( \sigma \) is the variance of probability-density functions.

### 3.7 Transmission Range Calculation

The transmission range is limited for underwater acoustic channel due to the challenges such as high propagation delay, high absorption loss. The maximum distance that two nodes can communicate successfully can be determined by the help of sonar equation in 3.2.

At the sound source side, transducer is assumed as non-directional characteristics. Thus, the transmitter directivity index becomes zero.

The deep-water conditions are assumed and ambient noise level can be calculated by the help of Figure 3.2.

At the receiver side, hydrophone is assumed single, not array type. Then, the receiver directivity index can be ignored.

The detection threshold can be estimated according to the ROC curve graph in Figure 3.4.

When all above conditions and assumptions are considered, the maximum transmission distance \( R_{\text{max}} \) can be found by the help of the equation 3.19.

\[
\alpha(f) \times R_{\text{max}} \times 10^{-3} + 20 \log R_{\text{max}} = 171.5 + 10 \log(P_{\text{elec}} \times E) - NL - DT \] (3.19)

\( P_{\text{elec}} \times E \) are related to the transducer at transmitter side and they are known. \( NL \), \( DT \) are related to sea conditions and assumptions and they are also known. The operating frequency is decided. Therefore, the only unknown variable is \( R_{\text{max}} \) and it can be calculated.
CHAPTER 4

TOPOLOGY CONTROL VECTOR BASED FORWARDING PROTOCOL

Communication range and connectivity loss problems for underwater acoustic networks are investigated and the topology of underwater acoustic networks is modeled. A novel approach, namely Topology Control Vector Based Forwarding Protocol (TC-VBF), is proposed for these problems. The descriptions, the parameters and the packet transfer algorithm of the protocol are also given in this chapter.

4.1 Topology Model for Underwater Acoustic Sensor Networks

In UASNs, when two nodes want to communicate, the distance between them should be lower than the maximum transmission distance of nodes for a successful data exchange. On the other hand, routing algorithms can increase the communication distance by relaying the data with the help of other nodes in the network.

Underwater acoustic sensor networks can be classified as small, medium or large networks according to number of nodes they have. All of three network types may suffer from the loss of connectivity due to the underwater environment. It is a big challenge to handle connectivity losses in the network.

It can be assumed that large UASNs, deployed highly dense with sensor nodes, can be considered as a combination of many clusters. Assume that while nodes inside these clusters are able to communicate with each other, the node which is closest to the neighbor cluster could not communicate with the neighbor cluster because of the
connectivity loss. The reasons of this loss are the node’s mobility and the underwater medium. Therefore, the entire network can be modeled as separated clusters and the network loses all connectivity. One of these network models can be seen in Figure 4.1. The network in the figure becomes two separate clusters because of the connectivity loss. The data exchange between these clusters is not possible in this situation since the distance d between two closest nodes in different clusters is greater than the maximum transmission distance.

![Figure 4.1: The connectivity loss model for large UASN](image)

The connectivity loss problem for large networks can be reduced to the same problem for small or medium networks. According to above figure, all nodes can have the communication ability within the cluster and they could not communicate with the nodes inside the other cluster. Only a small number of nodes in networks can be focused and the topology model is reduced to the model in Figure 4.2. It is assumed that the red-colored node in this figure is the sender node and the node
outside the cluster is the receiver node. According to this assumption, it becomes the same problem of small networks.

Figure 4.2: Generalized connectivity loss model for UASNs

The sender node, a master node of the network, is assumed to know position information of all nodes in the network. In this situation, it is assumed that the distance between the sender and the receiver node is lower than four times of the maximum transmission distance. This distance can be divided into four equal parts and midpoints are marked with cross sign, shown in Figure 4.3. According to this figure, two nodes are said to be close to two of these crossed points. If the blue-colored node should have been close to the other crossed point, there would not be any connectivity loss. Hence, if the blue-colored node is moved to the third crossed point by controlling topology, the connectivity loss can be eliminated. After that, packets are transmitted with the help of nodes inside the data vector shown in Figure 4.4. The data path for packets can be also seen in this figure. Therefore, connectivity losses for all underwater acoustic sensor networks can be handled by controlling topology.
4.2 VBF Overview

In UASN, node mobility causes to rapidly change the network topology due to the strong multipath. Vector-Based Forwarding Protocol (VBF) is developed to
overcome this problem. Therefore it provides energy efficient, robust and scalable routing. VBF is a location-based routing approach. In the VBF, there is a vector with pre-defined radius from the source node to the destination node. Then, the message will be forwarded by the nodes close to the vector. This routing process involves a small fraction of nodes in the network. In addition, the VBF reduces the energy consumption of the network by discarding low benefit packets. For the VBF algorithm, the forwarded message carries the information about location of the sender (SP), the target (TP) and the forwarder (FP). The forwarding path is determined by the routing vector from the source to the destination. The neighbor nodes are the decider for the VBF algorithm. It calculates the distance to the forwarding vector and compares to the predefined threshold distance. If the calculated distance is less than the threshold, then the neighbor node forwards the packet with adding its position. Otherwise, the packet is discarded. In other words, if the neighbor node is in the virtual pipe with a predefined radius, it is actively participated in data transfer. Moreover, there is a RANGE field in the data packet to solve node mobility.

Data packet in the VBF also includes a RADIUS field. The RADIUS field is used for holding the radius information of forwarding virtual pipe.

For routing initiation, there are two query types for packets: sink initiated query and source initiated query. Sink initiated query uses sink-based coordinate system and it is location-dependent. The sink sends INTEREST message carrying the coordinates of sink and target. For source initiated query, on the other hand, source firstly send DATA_READY message with setting source originated coordinate system. These INTEREST and DATA_READY packets are forwarded by relaying in the virtual pipe.

VBF has a self-adaptation algorithm to reduce energy consumption. This algorithm determines the most desirable nodes for relays according to the desirableness factor. It is measured by the node capability of relay operation.
4.3 Topology Control Vector Based Forwarding Protocol

4.3.1 Introduction

The networks with small number of nodes have a short communication range. Moreover, due to high absorption loss and high propagation delay of the underwater acoustic channel, the transmission range is negatively affected. When these conditions are considered for small networks, the communication range for underwater channel becomes limited. The VBF algorithm can increase the communication range but not always to the desired level.

In order to increase the communication range and enhance the communication coverage, a novel approach for underwater acoustic networks is proposed. It is called Topology Control Vector Based Forwarding Protocol (TC-VBF). The TC-VBF is developed from the VBF algorithm with the topology control approach. It is also location-based, scalable, robust and reliable protocol.

The TC-VBF approach is developed for underwater acoustic networks that have small number of nodes. It is master-node controlled algorithm. However, this algorithm is not aimed to provide better transmission delay for underwater acoustic networks. The transmission delay is expected to be high for TC-VBF algorithm as well.

4.3.2 Protocol Description

The TC-VBF algorithm is proposed for master-controlled networks having small number of nodes. All data packets are mainly sent from the master node. All of the other nodes, slave nodes, are the potential sink node.

The properties of the TC-VBF are as follows:

- Master node knows the position information of all nodes. Slave nodes only know their own positions and the position of the master-node.
• Each node has the unique ID. Master node knows all node’s ID with their position.

• The threshold distance, pre-defined critical transmission distance, is known by all nodes in the network.

• Slave nodes have the moving ability whereas master node does not.

• The packet includes the data with the master node position, the sink node position, the forwarder node position, and the sink node ID.

• The initiation process is needed for determining the forwarding path of data packets.

4.3.3 Threshold Distance (TD)

The critical transmission distance for node plays a crucial role for the networks. The node’s electrical, acoustic and physical properties have an impact on this critical distance. For instance, the more transmission power the transducer of transmitter node can send, the greater is the transmission distance. The receiver node having more sensitive hydrophone can hear the acoustic signal for longer distance. However, the improvement of these properties of nodes is difficult and expensive. Additionally, the improvement is also limited.

The critical transmission range is derived from the sonar equations and given in Chapter 3.

\[
\alpha(f) * R_{ctd} * 10^{-3} + 20\log R_{ctd} = 171.5 + 10 \log(P_{elec} * E) - NL - DT
\] (4.1)

The threshold distance (TD) is a pre-determined value for networks. TD is the critical transmission distance at which master node and sink node can communicate with desired lowest SNR. It can be calculated from the equation 4.1. Then, the TD is used for the algorithm of the TC-VBF.
According to the TC-VBF approach, the threshold distance has an important role. When the master node wants to send a data packet, it firstly calculates the distance between its position and the sink node’s position. After then, it decides how it sends the data to the sink according to the calculated distance with respect to the TD.

### 4.3.4 Packet Transfer Algorithm

The packet transfer is initiated by the master node in the TC-VBF algorithm. To begin with, the master node calculates the distance to the sink. Then, it divides the calculated distance to the TD. The result of this division is called k-parameter of the algorithm. Another key parameter for the TC-VBF is parameter N. N is also a pre-defined value for this algorithm. N specifies a limit for the maximum communication range to be obtained by the help of the TC-VBF.

The packet transfer algorithm is as follows. If k-parameter is less than 1, the distance is less than the TD and the master node directly sends the packet to the sink. On the other hand, if k is between 1 and N, the master node tries to find the path for the data transfer. The master node firstly divides the sink distance into equal distances and determines mid-points. Then, it finds the nodes closest to the mid-points. After that, it checks the node’s position to the next hop mid-point and the previous hop mid-point. If both the distance between the closest node and the next mid-point and the distance between the closest node and the previous mid-point is less than the TD, no movement is required. However, if it is not, this node is acting and moving to the closest mid-point. This node is called an actor node. The actor node goes to the related mid-point of the path to the sink node. When it goes this location, it replies the acknowledgment message to the master node. This iteration is done for all mid-points by the master node. All required movements are done; the data path becomes ready through the sink. Now, threshold distance conditions are satisfied by the help of the actor node’s action. Then, the master node sends the data packet with the classical VBF algorithm. After the packet transmission is done successfully, the actor nodes go back to original positions. They continue their own work. Otherwise,
if k-parameter is greater than N, distance is so far away that the packet transmission cannot be done.

**Figure 4.5:** Flow chart for TC-VBF approach

The flow chart of the packet transfer algorithm of the TC-VBF is given in Figure 4.4 above. In addition, the master node algorithm is illustrated in detail in Algorithm 1 below. The pseudo code is given in this figure.
Algorithm 1: TC-VBF pseudo-code for master node

1: procedure CNode_transmission()
2:     DSink = CalcDist(CNode_pos, SNode_pos)  # Calculate sink distance
3:     k = int(Dsink/TD)  # Calculate k
4:     if k < N then  # Check for k
5:         SendPacket(SNode_No, ActiveData)  # Send data
6:     elsif k > N then  # Check for limit
7:         NO_TRANSMISSION  # No transmission
8:     else  # Check all mid-points
9:         while k ≠ 0 do  # Check all nodes
10:            while i ≠ node_no do  # Check all nodes
11:                DTemp = CalcDist(node_pos(i), MPoint(k))  # Calculate distance between midpoint and node
12:                if DTemp < DLimit then  # Check closest node
13:                    DLimit = DForward
14:                    ActorNode_No = i  # Determine actor node
15:                else
16:                    DLimit = DLimit
17:                end if
18:            i = i + 1
19:         end while
20:     End if
21: end if
22:     DFwd1 = CalcDist(ActorNode_No, MPoint(k+1))  # Calculate next hop distance
23:     DFwd2 = CalcDist(ActorNode_No, MPoint(k-1))  # Calculate previous hop distance
24:     if (DFwd1 < TD) and (DFwd2 < TD) then  # Check TD
25:         k = k - 1
26:     else  # Movement is required
27:         SendPacket(ActorNode_No, MPoint(k))  # Send to actor node
28:             while ACKreceived ≠ 1 do  # Wait for ACK
29:                 if cntr = TIMEOUT then  # Check timeout
30:                     SendPacket(ActorNode_No, MidPoint)  # Send again
31:                 else
32:                     cntr = cntr + 1
33:                 end if
34:             end while
35:     end if
36:     k = k - 1
37: end while
38:     SendPacket(SNode_No, ActiveData)  # Send data
39: end if
40: end procedure
Moreover, the slave node’s algorithm is given in Algorithm 2 below.

**Algorithm 2** TC-VBF pseudo-code for slave node

```plaintext
1: procedure SlaveNode_Reception ()
2:   if DataReceived = 1 then     ➢ Data is received
3:     if ForwardFlag = 1 then    ➢ Check forward flag
4:       RelayData()             ➢ Relay data
5:     elsif ActionFlag = 1 then  ➢ Check action flag
6:       ACTION                ➢ Node is moving
7:     while ActionDone ≠ 1 do    ➢ Wait until movement is done
8:       WAIT                   ➢ Send ACK
9:     end while
10:    SendPacket(ACK)          ➢ Wait forward flag is active
11:   while ForwardFlag ≠ 1 do   ➢ Relay data
12:     WAIT                   ➢ Node is moving back
13:   end while
14:    RelayData()             ➢ Node is moving back
15:  ACTION_BACK
16: end if
17: end if
18: end procedure
```
In this chapter, simulation tools are reviewed for underwater applications. MATLAB is selected as a simulation platform. Moreover, all simulation works of the TC-VBF algorithm and results are given in detail. According to simulation results, the TC-VBF approach is said to be promising solution to handle communication range problems of underwater acoustic networks.

5.1 Simulation Tools Review

Network protocols are developed to enhance the network performance of underwater acoustic networks. These protocols are investigated by simulations done with the help of tools improved from general network simulators. It can be posited that OPNET, NETSIM, OMNET++, ns2, ns3, JSIM, QUALNET and REAL are appropriate platforms for network simulations. On the other hand, OPNET, ns2 and MATLAB are seen to be used mostly for underwater acoustic networks as simulator tools in the literature review.

MATLAB tool is used to simulate underwater acoustic network applications. In [21], Slotted-Floor Acquisition Multiple Access (Slotted-FAMA) suggested a MAC layer protocol for underwater acoustic network applications is simulated with the help of Simulink on MATLAB. Since MATLAB is a general purpose simulation tool, it is used for the simulation of low level layers [70].

Ns2 (Network Simulator-2), open source software, is a tool that commonly used to simulate network protocols. Ns2 provides TCP (Transmission Control Protocol), routing protocols, multicast protocols for including wired or wireless networks. Ns-2 simulation tool divides channel and physical layer functions into four models: the
propagation model, the channel model, the physical model and the modulation model. Bellhop, an underwater acoustic ray model, is added to these ns-2 simulation tools for the purpose of using in underwater acoustic network works. World Ocean Simulation System, another ns-2 based simulation tool, is developed by using the Bellhop ray model. ALOHA is compared with Tone-Lohi and Distance-Aware Collision Avoidance Protocol (DACAP) by using the WOSS simulator. Furthermore, other MAC comparison research has been conducted with the help of this simulator [71]. Another Ns-2 based simulation tool is the AquaTools. Any acoustic modem characteristics can be simulated on the AquaTools with appropriate parameters [70]. The Aqua-Sim, similar to the AquaTools, is another Ns-2 based simulation tool. The Aqua-Sim provides to simulate attenuation of the underwater acoustic channel and collision behavior of long delay acoustic networks. In addition, the Aqua-Sim supports three-dimensional networks’ propagation and many basic and advanced network protocol models [72].

OPNET is a licensed software simulation tool that is generally used to do simulation works for communication networks. As the OPNET provides the propagation delay stage, the receiver power stage and the background noise stage, real underwater acoustic channel characteristics is obtained by modeling of this channel on OPNET [73]. [74] modifies the standard radio channel to match the characteristics of the shallow water acoustic channel on OPNET. Lastly, [75] tells about the USNET (Underwater Sensor Network Simulation Tools) developed to use simulation of the underwater acoustic network channel.

As a result, OPNET, Ns-2 based simulators, and MATLAB are promising tools for the simulation of underwater acoustic networks.

5.2 Simulation Setup

Simulations are done with MATLAB platform. MATLAB is an interactive environment and a high-level language for engineering. Underwater channel and underwater medium are modeled in MATLAB according to sonar equations and
parameters mentioned in Chapter 3. Furthermore, underwater propagation model is characterized. Hence, all underwater conditions are realized in MATLAB platform with the help of underwater medium properties.

After the underwater channel, the underwater medium, and the underwater propagation delay are modeled, three protocols, VBF, HH-VBF, and TC-VBF, used in this work are implemented according to their behavior. Implementations of protocols are done with the help of protocol documents in the literature. In both the VBF and the HH-VBF implementations, the radius parameter is set to 250m according to node’s physical properties in the network. Furthermore, the transmission distance parameter for the HH-VBF protocol is set to 500m according to packet error probability graph.

5.2.1 Point-to-Point Communication Model

MATLAB underwater channel simulator has a model for packet transfer. The model is used as an underwater point-to-point communication protocol. According to the model, sender node sends a data packet with the receiver node ID information. When the receiver node gets the data packet successfully, it replies an ACK message. If the sender node could not get the ACK, then it retransmits the data packet and this process will continue till the fourth transmission attempt. If the packet is not transferred for the fourth attempt, it is counted as a fail packet.

Furthermore, for the relay operation, when the actor node receives the packet, it buffers for a specified time and then it sends the packet to the next node. Packet transfer occurs according to same process mentioned before. On the other hand, actor node also forwards the ACK message sent from sink node to the previous node in the transmission vector. When the ACK reaches to the master node, the point-to-point communication is completed.
5.2.2 End-to-End Delay Model

Average end-to-end delay graphs in simulations are obtained from the calculations by a delay model of underwater channel simulator. The delay model calculates end-to-end delay values according to physical parameters of underwater medium. Furthermore, average end-to-end delay values are averaged for successful packets only.

The delay model works according to point-to-point communication scenario. Firstly packet generation time is calculated from the bit rate. Then, the distance between two nodes is calculated and the propagation delay is obtained for this distance. This calculation is repeated for each packet transfer between two nodes including relays. Speed of sound is assumed 1500 m/sec. Moreover, ACK message is also considered for the propagation delay. On the other hand, if there is a relay operation, a node buffer time is considered for each relay operation. The node buffer time is assumed 10 milliseconds. Lastly, a movement time is obtained for the distance and the node velocity if the node movement occurs for the data transfer. After the delay model calculates all these values, the average end-to-end delay value is eventually obtained by adding these values.

5.2.3 Simulation Parameters

Simulations are done in two-dimensional area. As deep water conditions are used, sound spreading is evaluated as a spherical spreading in the simulator.

Signal-to-Noise (SNR) calculation is done according to sonar equations. Both source level and noise level values given above are used. A simulator communication channel is modeled according to the underwater medium and physical parameters, shown in Figure 5.1.
Figure 5.1: Simulator communication model

There are mainly four simulation scenarios in this chapter. The common simulation parameters are given in Table 5.1.

Table 5.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology area</td>
<td>1000m * 1000m</td>
</tr>
<tr>
<td>Topology depth</td>
<td>200m</td>
</tr>
<tr>
<td>Transmitting Voltage Response (TVR)</td>
<td>95 dB</td>
</tr>
<tr>
<td>Transmission voltage</td>
<td>390 Vrms</td>
</tr>
<tr>
<td>Noise Spectrum Level</td>
<td>40 dB</td>
</tr>
<tr>
<td>Frequency band</td>
<td>10 kHz – 18 kHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>8 kHz</td>
</tr>
<tr>
<td>Bit rate</td>
<td>1 kbit/s</td>
</tr>
<tr>
<td>Packet size</td>
<td>10 Bytes</td>
</tr>
<tr>
<td>Node Buffer Time</td>
<td>10 msec</td>
</tr>
</tbody>
</table>

The source level and the noise level are obtained from related equations in Chapter 3.

Source Level = 139.54 dB

Noise Level = 79.03 dB
All simulations are performed for the new routing protocol TC-VBF. It will be compared with the classical VBF and the hop-by-hop VBF (HH-VBF) approaches according to network parameters with different simulation scenarios.

The simulation scenarios are described below and the results related to the simulations will be given and evaluated.

### 5.2.4 Comparison Metrics

Performance comparison between algorithms in this work includes packet delivery ratio, delay performance, retransmission performance and packet fail rates. There are 4-graph outputs in MATLAB underwater channel simulator for each simulation topology in this work: packet delivery ratio graph, average end-to-end delay graph, average number of retransmission graph, and histogram of retransmission numbers.

The packet delivery ratio graph shows a ratio of successful transmitted packets to all packets for a first transmission attempt. Moreover, the average end-to-end delay graph is obtained from averaging delay values of each successful packet transmissions. Likewise, the average number of transmission graph is obtained from averaging transmission numbers of each successful packet transfer. Furthermore, the histogram of transmission numbers shows a percentage distribution of transmission numbers of each successful attempt. The histogram of transmission numbers shows also percentage of fail packets.

At the end of simulations, there is a failure rate table. It shows failure packet rates of protocols.
5.3 Performance Evaluation

5.3.1 Selection of Modulation Technique

Firstly, modulation technique used in the simulations is investigated. Binary Phase-Shift Keying (BPSK) and Quadrature Phase-Shift Keying (QPSK) are simulated according to different SNR values under water conditions.

In simulations, both signal-plus-noise and noise are assumed to have a Gaussian distribution.

The graph in Figure 5.2 shows a packet error probability of BPSK and QPSK versus SNR. For high SNR values, both techniques have a low packet error rates. On the other hand, for low SNR values, BPSK have a better packet error performance than QPSK.

Since a successful transmission between long distances is desired, BPSK seems to be more suitable although higher bit rate can be achieved with QPSK. Therefore, BPSK technique is selected to use in this work. The packet probabilities in Figure 5.2 are used in simulations according to related SNR values.
Figure 5.2: Packet Error Probability vs. SNR

5.3.2 Performance Comparison for Topology 1

The first simulation is the comparison of performance for routing protocols. The TC-VBF is compared with the VBF and the HH-VBF protocols. For this simulation, the infrastructure can be seen in Figure 5.3. The simulation scenario is described as follows:

- There are 6 nodes. Only one node is a source node. The distance between the source node and the sink node, \(d_1\), is greater than the threshold transmission distance and less than two times the threshold transmission distance. Moreover, the distance \(d_2\) between the source node and the sub-node participated in the packet transfer is less than the threshold distance and the distance \(d_3\) between this sub-node and the sink node is less than the threshold distance. The distance \(d_1\) is varying 450m to 650m.
- The threshold distance for TC-VBF is set to 500m. Parameter N for TC-VBF is set to 2.
- Simulation parameter settings are the same in Table 5.1.
- Each data point in the graphs was obtained by averaging of 100 runs.

**Figure 5.3**: Simulation topology 1
When the graph in Figure 5.4 is investigated, protocols have a rapid increase in packet delivery ratio at different distances since they have different relay algorithm. In the TC-VBF and the VBF, packet delivery ratio is decreasing 84 percent to 60 percent when the distance d1 goes to 500m whereas the packet delivery ratio is increasing from 80 percent to 100 percent at distance 465m. On the other hand, when the distance d1 is between 500m and 650m, packet delivery ratios for all protocols have greater than 80 percent. The reason of that data packets are forwarded by the forwarder node, Node 1, for all protocols. Node 1, inside the vector from source to sink, relays the data packets to the sink node according to all algorithms.
The graph in Figure 5.5 illustrates that all of three algorithms have the same end-to-end delay performance for data packets although there are small differences at distances lower than 500m. Average end-to-end delay is roughly between 0.8 and 2 seconds and it is increasing with increasing distance $d_1$. On the other hand, when it is focused on the distance which algorithm starts to relay data, there is a relatively high increase.
Figure 5.6: Average number of transmission graph for scenario 1

Figure 5.7: Histogram of successful transmission numbers for scenario 1
Table 5.2: Packet failure rate table for scenario 1

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Failure Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC-VBF</td>
<td>0.08</td>
</tr>
<tr>
<td>VBF</td>
<td>0.09</td>
</tr>
<tr>
<td>HH-VBF</td>
<td>0.06</td>
</tr>
</tbody>
</table>

According to graphs in Figure 5.6 and Figure 5.7, all of three protocols have close retransmission performance for this topology and simulation. When the distance is below the 500m, average number of retransmission is increasing rapidly for all three algorithms. On the contrary, the average number of retransmission is considerably close to 1 for the distance greater than 500m because of relaying data packet with the help of forwarder node. In addition, packet failure rates are very small from the Table 5.2.

5.3.3 Performance Comparison for Topology 2

The second simulation is also a comparison of performance for routing protocols for different topology. The TC-VBF is compared with the VBF and the HH-VBF routing protocols. For this simulation, the topology is based on tactical plan for ASELSAN ZOKA™ project. The infrastructure can be seen in Figure 5.8. The simulation scenario is described as follows:

- There are 7 nodes. Only one node is a source node. All nodes are at different directions according to the position of the source node. The distance between the source node and the sink node d is varying 450m to 650m. Node 5 is also moving while the sink node is moving.

- The threshold distance for TC-VBF is set to 500m. The parameter N for the TC-VBF is set to 2. The node velocity is around 5 m/sec.

- Simulation parameter settings are the same in Table 5.1.
• Each data point in the graphs was obtained by averaging of 100 runs.

Figure 5.8: Simulation topology 2

When the Figure 5.9 is analysed, all protocols have the same packet delivery ratio for distances below 500m. However, when the distance d1 is greater than 500m, the TC-VBF transmits nearly all packets for the first attempt whereas packet delivery ratio is decreasing to 10 percent for both the VBF and the HH-VBF. The reason is that the distance between the sink node and the forwarder node is increasing according to the VBF and the HH-VBF algorithm when the distance d becomes greater than 500m and SNR is decreasing. On the other hand, the TC-VBF algorithm uses an actor node in the packet transfer. The actor node moves to the midpoint of the distance between the source node and the sink node and the TC-VBF does not let SNR to decrease. Thus, it realizes the data transmission with high successful rate.
Figure 5.9: Packet delivery ratio graph for scenario 2

The average end-to-end delay graph in Figure 5.10 shows that an average end-to-end delay is the same and around 1 second for all three protocols at distances lower than 500m. End-to-end delay values for the VBF and the HH-VBF have an increase, but not great, as data is relayed at this distance. On the other hand, end-to-end delay values for the TC-VBF approach have a rapid increase at the distance 500m and they increase to 23 seconds because there is a node movement to transmit packets successfully and it takes long time.
Figure 5.10: Average end-to-end delay graph for scenario 2

Figure 5.11: Average number of retransmission graph for scenario 2
According to the graph in Figure 5.1, the HH-VBF have a better performance than the VBF and the TC-VBF algorithms at distances lower than 500m because the HH-VBF relays data packets before both the VBF and the TC-VBF. On the other hand, the average number of retransmission for the TC-VBF is decreasing to 1 and keeps constant with increasing distance while this number for both the VBF and the HH-VBF is increasing to 3. Therefore, the TC-VBF has a better overall retransmission performance than the others for this simulation scenario.

**Figure 5.12:** Histogram of retransmission numbers for scenario 2

**Table 5.3:** Packet failure rate table for scenario 2

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Failure Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC-VBF</td>
<td>0.11</td>
</tr>
<tr>
<td>VBF</td>
<td>12.49</td>
</tr>
<tr>
<td>HH-VBF</td>
<td>11.24</td>
</tr>
</tbody>
</table>
When the histogram of retransmissions in Figure 5.12 is investigated, TC-VBF transmits data packets mostly for the first attempt and all data packets are successfully transferred at the end, whereas 2, 3 and 4 retransmission numbers can be seen for the VBF and the HH-VBF. Furthermore, they have around 12 percent packet failure rate from the Table 5.3.

5.3.4 Performance Comparison for Long Range with N=2

Another simulation has almost the same network topology with the simulation scenario 1. For this simulation, the infrastructure can be seen in Figure 5.13. The simulation scenario is described as follows:

- There are also 6 nodes. The only difference with topology 2 is the distance between the sub-node and the sink node, d3. The distance d3 is greater than the maximum transmission distance. The distance d1 is varying 650m to 950m.

- The threshold distance for TC-VBF is set to 500m. The parameter N for the TC-VBF is set to 2. The node velocity is around 5 m/sec.

- Simulation parameter settings are the same in Table 5.1.

- Each data point in the graphs was obtained by averaging of 100 runs.
The graph in Figure 5.14 shows that the packet delivery ratio for the TC-VBF is increases 100 percent at distance 680m since a node movement occurs. In the TC-VBF, the actor node helps the packet transfer by moving to the midpoint of the distance d1. Thus, data packets are delivered for long ranges with the help of the TC-VBF algorithm. On the other hand, according to the VBF and the HH-VBF algorithms, a packet delivery ratio is decreasing to 0 as forwarder node does not move for these algorithms and the sink node is moving away from the forwarder node. Hence, SNR is decreasing and it affects successful packet transfer negatively.
Figure 5.14: Packet delivery ratio graph for scenario 3

Figure 5.15: Average end-to-end delay graph for scenario 3
The average end-to-end delay graph for the scenario 3 can be seen in Figure 5.15. According to the graph, end-to-end delay for the TC-VBF is rapidly increasing to 14 seconds at distance 670m since the node movement is required and it takes long time. After that, it continues to increase with the propagation delay. On the other hand, although the end-to-end delay performance of the VBF and the HH-VBF are seen better, they cannot transmit packets successfully for long distances.

Figure 5.16: Average number of retransmission graph for scenario 3

The average number of retransmission graph in Figure 5.16 illustrates that retransmission numbers of the TC-VBF algorithm is below 1.5 and they are nearly to 1 for distances between 680m and 850m, whereas these numbers of the VBF and the HH-VBF are increasing to 3 with increasing the distance since the sink node is moving away from both the source node and the forwarder node.
Differences between algorithms according to number of successful first attempts can easily be seen in Figure 5.17. The TC-VBF realizes above 90 percent success rate for the first attempt while there are around 50 percent success rate for the VBF and the HH-VBF. Moreover, number of failed packets for both the VBF and the HH-VBF are considerably higher than the TC-VBF. According to Table 5.4, failure rate is around 27 percent for the VBF and the HH-VBF.

**Table 5.4: Packet failure rate table for scenario 3**

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Failure Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC-VBF</td>
<td>0.19</td>
</tr>
<tr>
<td>VBF</td>
<td>27.63</td>
</tr>
<tr>
<td>HH-VBF</td>
<td>26.11</td>
</tr>
</tbody>
</table>
5.3.5 Performance Comparison for Long Range with N=3

The previous simulation is repeated with different N value of the TC-VBF algorithm. For this simulation, the infrastructure is the same with the previous simulation topology. The simulation scenario is described as follows:

- There are also 6 nodes. The distance d1 is varying 950m to 1500m.
- The threshold distance for the TC-VBF is set to 500m. The parameter N for TC-VBF is set to 3. The node velocity is around 5 m/sec.
- Simulation parameter settings are the same in Table 5.1.
- Each data point in the graphs was obtained by averaging of 100 runs.

![Figure 5.18: Packet delivery ratio graph for scenario 4](image)

The packet delivery ratio graph for scenario 4 can be seen in Figure 5.18. For this topology, there is no successful data transfer in the VBF and the HH-VBF algorithm for a first transmission as the distance is highly great and SNR is low. On the other hand, according to the TC-VBF algorithm, the packet delivery ratio is around 50
percent and it is decreasing to 0 with increasing distance. Actor node or nodes participate in the data transmission for the TC-VBF algorithm and they increase the packet delivery ratio.

![Graph showing average end-to-end delay](image)

**Figure 5.19:** Average end-to-end delay graph for scenario 4

The graph above in Figure 5.19 is the average end-to-end delay graph for this simulation scenario. According to the graph, an end-to-end delay value of the TC-VBF is increasing from 15 seconds to 45 seconds with increasing frequency because of the node movement. On the other hand, delay values for the VBF and the HH-VBF is lower than that for the TC-VBF since node movements take long time in the TC-VBF algorithm and only small portion of packets are successfully transmitted in the VBF and the HH-VBF algorithms.
The figure 5.20 shows that an average number of retransmission for the TC-VBF is less than the others for distance $d_1$ lower than 1350m, whereas this is more than the others for $d_1$ greater 1350m. The reason is that small number of packets is transmitted with the VBF and the HH-VBF protocols for long distances and only successful transmitted packets are included in this graph. Moreover, the average number of retransmission for the VBF and the HH-VBF is seen constant after the distance 1000m since SNR is very low for those distances and the packet delivery ratio stays constant.
According to the graph in Figure 5.21, when the number of successful transmission for the first attempt is observed, the TC-VBF algorithm outperforms the others. On the other hand, the VBF and the HH-VBF have more number of packets failed in transmission than the TC-VBF. Moreover, Table 5.5 illustrates the failure rates of algorithms for this simulation scenario.

**Figure 5.21:** Histogram of retransmission numbers for scenario 4

**Table 5.5:** Packet failure rate table for scenario 4

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Failure Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC-VBF</td>
<td>15.94</td>
</tr>
<tr>
<td>VBF</td>
<td>34.82</td>
</tr>
<tr>
<td>HH-VBF</td>
<td>34.17</td>
</tr>
</tbody>
</table>
5.4 Conclusion

The simulations performed in previous parts show that the TC-VBF algorithm has a better performance compared to the classical VBF and the HH-VBF for underwater acoustic networks. For close distance, all three protocols work similar and the average number of retransmission, the packet delivery ratio and the average end-to-end delay values are almost the same. On the other hand, when the distance between the source and the sink nodes is increased, the HH-VBF and the VBF algorithms could not satisfy the packet transmission to the sink node for the first transmission whereas the TC-VBF approach transfers the data with the help of the actor node’s movement with better transmission rate. For the TC-VBF, the parameter N is important for the maximum communication range. While N is increasing, the communication range is also increasing. However, the end-to-end delay is rapidly increasing for the TC-VBF since the movement of actor node or nodes to the midpoints takes much time and it is a dominant factor for this protocol.

The TC-VBF approach has lower packet failure rate than the others for all simulation scenarios. Especially for long ranges, the packet failure rates for the VBF and the HH-VBF algorithms are high.

As a result, in the light of information from simulation results, if the reliable data transfer for long ranges is aimed for UASN with the small number of nodes, it is clear that the TC-VBF approach is a promising solution.
CHAPTER 6

CONCLUSION AND FUTURE WORK

Underwater environment has high absorption rate, where the bandwidth is limited, propagation delay is large, and time variation is rapid. Due to these challenges, underwater communication networks do not have a long communication range. High node dense may increase the communication range for UASN with proper protocols and algorithms. However, when the networks with small number of nodes are considered, the communication range could not be as long as desired. In the ASELSAN’s underwater communication network project, the long communication range is needed. To ensure this requirement, the novel paradigm, the TC-VBF, is proposed and developed.

Underwater acoustic channel characteristics are meticulously investigated. Moreover, existing MAC, transport layer, routing layer protocols and topology control algorithms are classified and reviewed. Advantages and disadvantages of them for the UASN are discussed in depth. Most of protocols used in terrestrial networks are claimed to be inapplicable for underwater acoustic networks because of the underwater medium. Moreover, the technical analysis for underwater communication is carried out in this work. The maximum transmission range formula is obtained and analyzed.

The TC-VBF, newly proposed algorithm for underwater sensor networks, is location-based, centralized topology control approach in order to enhance the communication range performance for networks. It provides scalable, robust and reliable data transmission. According to the TC-VBF, the master node initializes the data transfer and all data packets are sent from this node. Firstly, the master node calculates the distance to the sink node. If this distance is lower than the threshold
distance, data packets are directly transmitted. If it is not, then it calculates distances between other nodes in the system and the sink node. Afterwards, if other nodes satisfy the distance condition, the data is transmitted by the help of forwarder node or nodes. However, if the distance condition is not satisfied, the master node selects actor node or nodes, closest to midpoints of the distance between the sink node and the master node. Upon receiving the movement command, actor node or nodes move to these midpoints and the data packet is transmitted by the help of actor nodes. When the data transmission is completed, the actor nodes return to previous positions. By the way, in the system, the number of possible actor nodes is limited, so the TC-VBF algorithm can only work if the desired transmission distance is lower than the distance determined by the result of number of actor nodes times the threshold distance. Otherwise, the packet transmission will become harder.

Simulations done in this thesis show that the TC-VBF outperforms the VBF and the HH-VBF in packet delivery ratio for both mid and long ranges. According to simulation results, nodes communicate within longer range with the TC-VBF algorithm. When average number of retransmission performances are investigated, the TC-VBF has lower retransmission values than the VBF and the HH-VBF. Average end-to-end delay performance of the TC-VBF is also as effective as that of the VBF and HH-VBF for proximate distances. On the other hand, for long ranges, although end-to-end delay for the TC-VBF is quite high since node movements occur and it takes long time, transmission is successfully completed.

Consequently, when all simulations are analyzed, it is clearly stated that the TC-VBF approach provides reliable packet transmission to the further distances for small networks, whereas currently used algorithms, the VBF and the HH-VBF, could not do with high successful transmission rates.

For further research, energy consumption of TC-VBF can be investigated and the transmission power control can be integrated into TC-VBF algorithm in order to reduce energy consumption. Furthermore, since actor nodes move in the TC-VBF algorithm, end-to-end delay is quite high. Hence, further research can be considered to decrease end-to-end delay.
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