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ABSTRACT

BASIN-BASED CLUSTERING OF HYDROELECTRIC POWER PLANTS IN
TURKEY BY USE OF STREAM-FLOW AND HYDROELECTRIC ENERGY
PRODUCTION DATA

Arslan, Yusuf
M.S., Department of Computer Engineering

Supervisor : Dr. Aysenur Birtiirk

September 2015, [94] pages

A grouping approach may ease the process of supply prediction. It is shown that trend
of the streams in the same basins have similar trend and it is also important to analyse
that whether there are similarity between the trend of the neighbour basins or not. It
is seen in the experiments that structure based hierarchical clustering makes the clus-
tering based on the trend of the time series and this method reveals the connections
between the basins which have similar trends in the flow of their streams. The aim of
this thesis is to find the basin based clustering of the hydroelectric power plants and
stream-flow and hydroelectric energy production datasets are used and the results of
both are compared with each other.

In conclusion, it is shown that basin based clustering is done successfully by use of
structure based hierarchical clustering on the stream-flow dataset and the result is
visualized on the Turkey map.

Keywords: hydroelectric power production, stream-flow rate, structure based hierar-
chical clustering, longest common subsequence, basin based clustering
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TURKIYE DEKI HIDROELEKTRIK SANTRALLERIN AKARSU AKIS HIZI VE
HIDROELEKTRIK ENERJI URETIMI VERILERI KULLANILARAK HAVZA
BAZLI KUMELENMESI

Arslan, Yusuf
Yiiksek Lisans, Bilgisayar Miihendisligi Bolimii
Tez Yoneticisi : Dr. Aysenur Birtiirk

Eyliil 2015 ,[94] sayfa

Bir gruplama yaklasimi arz tahmini islemini kolaylastirabilir. Ayn1 havzadaki akarsu-
larin benzer egilime sahip oldugu gosterilmistir ve komsu havzalarin da benzer egi-
limlere sahip olup olmadiklarinin analiz edilmesi de ayni derecede dnemlidir. Yapilan
deneylerde goriilmiistiir ki yapisal tabanli hiyerarsik kiimeleme zaman serilerinin egi-
limlerine gore kiimelenmesini gerceklestirmistir ve bu yontem veri kiimesindeki ben-
zer egilimlere sahip havzalar arasindaki iligkileri ortaya ¢ikarmigtir. Bu tezin amaci
havza bazli hidroelektrik santral siniflandirilmasidir ve akarsu akis hizi ve hidroelekt-
rik enerji tretimi veri kiimeleri kullanilmistir ve her ikisine ait sonuclar birbiriyle
kiyaslanmagtir.

Sonug olarak, havza bazli simiflandirma yapisal tabanl hiyerarsik kiimelemenin kul-
lanilmasiyla bagarili bir sekilde gergeklestirilmistir ve sonuclar Tiirkiye haritasi tize-
rinde gorsellestirilmisgtir.

Anahtar Kelimeler: hidroelektrik enerji iiretimi, akarsu akis hizi, yapisal tabanli hiye-
rarsik kiimeleme, en uzun ortak kiime, havza bazli kiimeleme
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CHAPTER 1

INTRODUCTION

1.1 Streams and Basins

A stream is a body of water with a current, confined within a bed and stream banks
[L]. There are plenty of streams in Turkey. Turkey is divided into seven geographical
regions and it has streams in each of them. Karadeniz region has Kizilirmak, Yesilir-
mak, Bartin Cay1, Kelkit Cayi1, Filyos, Dogankent Cay1, Coruh, 1yidere and Firtina
deresi. Akdeniz region has Dalaman Cay1, Esen Cayi, Manavgat, Aksu, Koprii, Sey-
han, Ceyhan and Asi rivers. Ege region has Bakircay, Gediz, Biiyiik Menderes and
Kiiciik Menderes rivers. Marmara region has Meri¢ (Ergene), Sakarya, Susurluk,
Orhaneli Cayi, Niliifer Cay1 and Génen Cay1. I¢c Anadolu region has Carsamba Suyu,
Porsuk, Sakarya, Kizilirmak and Samant1 Cay1. Dogu Anadolu region has Firat, Aras,
Kura, Karasu, Murat, Dicle, Arpagay and Zap Suyu. Giineydogu Anadolu region has
Firat and Dicle rivers. These streams are used for various reasons, such as agricultural
irrigation, drinking water supply and energy production. In energy area, for example,
Turkey’s streams have a huge capacity for energy production when compared with the
capacity of the streams in European countries. Turkey has the highest hydroelectric

power potential among all European countries as can be seen in Figure [I.1]

According to the installed hydropower capacities, Turkey is the seventh among 26

European countries as can be seen in Figure[I.2]

Over 500 hydroelectrical power plants have been built in Turkey’s streams until now
and some of them are still under construction. The streams and hydroelectric power

plants in Turkey can be seen in Figure
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Figure 1.3: Streams and dams of Turkey

About 34% of the total electric energy production in Turkey is obtained from streams.

The installed power capacity of electric energy of Turkey can be seen in Figure[I.4]

Basins are streams with all of the tributaries. River basin classification is important in
ecology, hydrology and energy areas. With the help of river classification, researches
are carried out on different topics in hydrology like flood and drought prediction, lo-
cation of drinking water supply reserves and impact of global warming on the regions.
Identification of hydrologic classes to increase the knowledge of flow variability in
dispersion through streams and rivers, guidance of regionalisation analysis by us-
ing hydrologic classification, development of environmental flow guidance for water
reserve management, identification and prioritization of protection attempts for fresh-
water ecosystems are some of the projects in ecology [3]]. It is used for security of
supply in energy domain. Turkey is divided into 26 basins by General Directorate of

State Hydraulic Works (DSI). The basin map of Turkey can be seen in Figure

The annual flow and potential hydropower of each basin in Turkey can be seen in

Table [T.11



INSTALLED CAPACITY OF ELECTRIC ENERGY OF TURKEY(JANUARY 31,2015)

HYDROELECTRIC

(DAMS)

GEOTHERMAL 16.637,0
404,9 24%
1%

THERMIC (OTHER)
5.692,3
8%

NATURAL GAS
+LNG
21.492,2
31%

HYDROELECTRIC
(PUMPED-STORAGE)
7.101,6

10%

WIND

o/ 3.657,6
5%
SOLAR

44,8
0%

COAL
14.650,9
21%

INSTALLED CAPACITY : 69.381,3 MW

SOURCE: TEIAS, 16.02.2015

Figure 1.4: Installed power capacity of electric energy of Turkey

1.2 Motivation

There are a lot of streams in Turkey’s basins. The amount and rate of the stream-flow
in these rivers are recorded by hydroelectric power plants and the gauging stations.
In some streams, these records go back to 1950s. Studies on these areas so far have
used 31-years old stream-flow records (1964-1994) acquired from gauging stations of
DSI and General Directorate of Electrical Power Resources Survey and Development
Administration (EIE) [5]], [6]], [7], [8]. These records originally collected from over
240 points on the streams. However, correctness of 60% of the measurement points
data was found suspicious and discarded from the dataset. Records used in the studies
contain 80 measurement points data. Moreover, the related dataset does not contain
any information about 4 of the 26 basins of Turkey [9)]. The datasets used in this
project, on the other hand, have not been used in any project so far. One of these
datasets contains stream-flow rate and amount information and it is collected from 26
dams with power plants. It contains stream-flow information of 14 out of 26 basins.
It is mentioned as stream-flow dataset in our thesis. The other dataset contains 1 year
electric energy production information of 75 hydroelectric power plants with dams
and 311 run-of-river type hydroelectric power plants. It is mentioned as hydroelectric

energy production dataset in our thesis. Our study aims to make an inference about

4



Figure 1.5: Basins of Turkey



Table 1.1: Distribution of Theoretic HPP Potential of Turkey based on Basins [4]

Basin Name Average Streamflow | Basin flow Theoratical HPP Basin Potential
(billion m? /year) /" Flow | Potential (GWh/year) | /" Potential (%)
1 | Firat (Euphrates) 31,61 17,00 84,11 19,50
2 | Dicle (Tigris) 21,33 11,50 48,71 11,30
3 | Dogu Karadeniz(Eastern Black Sea) 14,90 8,00 48,48 11,20
4 | Dogu Akdeniz(Eastern Mediterranean) 11,07 6,00 27,45 6,40
5 | Antalya 10,06 5,40 23,08 5,30
6 | Bat1 Karadeniz(Western Black Sea) 9,93 5,30 17,91 4,20
7 | Bat1 Akdeniz(Western Mediterranean) 8,93 4,80 13,60 3,20
8 | Marmara 8,33 4,50 5,18 1,20
9 | Seyhan 8,01 4,30 20,88 4,80
10 | Ceyhan 7,18 3,90 22,16 5,10
11 | Kizilirmak 6,48 3,50 19,55 4,50
12 | Sakarya 6,40 3,40 11,34 2,60
13 | Coruh (Chorokhi) 6,30 3,40 22,60 5,20
14 | Yesilirmak 5,80 3,10 18,69 4,30
15 | Susurluk 5,43 2,90 10,57 2,40
16 | Aras (Arax) 4,63 2,50 13,11 3,00
17 | Konya Kapali (Konya Closed) 4,52 2,40 1,22 0,30
18 | Biiyiik Menderes (Big Menderes) 3,03 1,60 6,26 1,40
19 | Kuzey Ege (Northern Aegean) 2,90 1,60 2,88 0,70
20 | Van Gol. Kap. (Van Lake) 2,39 1,30 2,60 0,60
21 | Gediz 1,95 1,10 3,92 0,90
22 | Meri¢ Ergene 1,33 0,70 1,00 0,20
23 | Kiigiik Menderes (Small Menderes) 1,19 0,60 1,38 0,30
24 | Asi (Orontes) 1,17 0,60 4,90 1,10
25 | Burdur Goli (Burdur Lake) 0,50 0,30 0,89 0,20
26 | Akargay 0,49 0,30 0,54 0,10
Turkey Total 186,06 432,98

the characteristics of the streams by using stream-flow rate and energy production of

the hydroelectric power plants information. It is planned to make a comparison of

the results and discovery of the possible connections between the two. This study is

planned to be used for security of the energy supply in long term. Our study differs

from the studies done in this field in three points:

1. The related datasets have not been used in any study so far.

2. The studies which have been done so far are not related with the security of

Turkey’s hydroelectric energy supply topic.

3. There is no study in this field which is carried out by the computer engineers

and scientists.



1.3 Thesis Organization

The rest of this thesis is organized as follows.

In Chapter 2, the literature review of basin clustering is presented. Related work in
the literature is inspected in five sections, namely, datasets, aims, methods, problems,
conclusions and remaining problems. Results are noted to highlight the remaining of

this thesis.

In Chapter 3, background of the methods are explained. Algorithms for k-means
clustering, hierarchical clustering, dynamic time warping and longest common subse-
quence are demonstrated and pseudo-codes of these methods are presented. K-means
and hierarchical clustering are chosen since they are the most commonly used meth-
ods in the related work and dynamic time warping and longest common subsequence

are chosen because they are the suggested methods for trend analysis.

In Chapter 4, experiments are done on the stream-flow and hydroelectric energy pro-
duction dataset. Four methods from the background section are applied to the stream-
flow dataset and only structure based hierarchical clustering and longest common sub-
sequence are applied to the hydroelectric power plants with dams in the hydroelectric
energy production dataset since these are the methods which provide promising re-
sults on stream-flow dataset. Only structure based hierarchical clustering is applied
to the run-of-river type hydroelectric power plants in the hydroelectric energy pro-
duction dataset since this method gives the best results on stream-flow dataset. The
results of the experiments are explained in detail in this chapter. The visualization of

the experiment results are presented.

In Chapter 3, thesis is concluded and possible future works are addressed for future

research.






CHAPTER 2

LITERATURE SURVEY

Hydrologic classification and hydrologic regionalization are two crucial problems in
hydrology and there is an important difference between them. Hydrologic classifica-
tion is to assign most similar streams into same groups based on their flow regime.
Hydrologic regionalization,on the other hand, is to group not only gauged streams
but also ungauged streams. In hydrological classification, deductive and inductive
reasoning are two approaches which are used based on the available data [[10]. In
case of scarcity of data, deductive reasoning are used and it uses geology, topography
and climate data for hydrologic regionalization. It classifies the regions according
to environmental similarity. Each class contains streams with similar environmen-
tal characteristics. Inductive reasoning approach, on the other hand, uses available
or predicted discharge data for streamflow classification. It classifies the studied ar-
eas by using hydrologic measurements. Each class consists of streams with similar

hydrologic attributes.

2.1 Related Work

2.1.1 Datasets

Review of literature reveals that streamflow attributes are used in many studies and
because of available data, inductive reasoning approach is preferred. For example,
Bower, Hannah, and McGregor [[11] uses 35 UK river basin river flow information
together with air temperature and rainfall time-series as dataset. Harris, Gurnell,

Hannah, and Petts [[12] uses 20-year record of flow and air temperature of 4 rivers

9



in UK. Hannah, Kansakar, Gerrard and Rees [13] uses monthly runoff data for 28
river basins in Nepal. Gottschalk [[14] uses 20 years monthly runoff values from 139
stations and 15 years monthly runoff values from 89 stations. Lins [32] uses 48-year
record form 182 gauging stations in USA. Jowett and Duncan [33]] uses hydrologic
data of 130 river sites records with average of 17.8 years in New Zealand. Kachroo,
Mkhandi, and Prida [[17] uses annual maximum flood data of 77 stations in Tanzania.
Lundager [31] uses 165 stations from Denmark, Finland, Norway and Sweden in
total. Krasovskaia, Arnell and Gottschalk [[15] uses monthly flow data with at least 10
years of observations. Krasovskaia [[16]] uses monthly flow series of 49 stations with
66 years of observations. Mkhandi and Kachroo [35] uses data from 754 gauging
stations of eleven countries in Southern Africa and average record lengths of stations
are 24 years. Stahl [34] uses 612 stations covering most of northern, central and

eastern Europe and Spain. Gubareva [37] uses 64 river basins of the Islands of Japan.

The dataset information and number of studies which are done worldwide other than

Turkey are summarized in Table

Table 2.1: Datasets (Worldwide)

Dataset Characteristics Studies
Monthly River flow information

Air temperature (1]
Rainfall time-series

River flow

Air temperature (2]
Monthly streamflow (3] [14] [15] [16]
Annual maximum flood data [L7]

Similar to the studies from different countries as mentioned in previous paragraph, the
studies about the hydrologic classification of Turkey also use streamflow information
and prefer inductive reasoning approach. For instance, Kahya, Demirel, and Bég [3]],
Kahya, Kalayci, and Piechota [9], Kahya and Demirel [18]], Kahya and Kalayci [[19],
Demirel, Mariano, and Kahya [20], Isik and Singh [21]], Isik, Turan, and Dogan [22]
and Turan [23]] use monthly streamflow information of Turkey. Dikbas, Firat, Kog,
and Giingor [24], Kahya, Demirel, and Piechota [25] and Ozfidaner [26] use annual

streamflow data. Demirel [8]] and Bayazit, Ci1g1zoglu, and Onoz [27] uses both annual

10



and seasonal streamflow data. Yildiz and Sarag¢ [28] and Cigizoglu, Bayazit, and
Onoz [29] use daily streamflow information. Yanik [30] uses flow rate information
for detection of the hydroelectric potential. The datasets of the studies which are done
in Turkey and mentioned in this paragraph are acquired from DSI and EIE. Moreover,
Kahya et al. [5)], Demirel [8], Kahya et al. [9], Kahya and Demirel [18], Kahya et
al. [25] and Demirel et al. [20] use 80 stations information of 22 basins from total
of 26 basins and are excluded 4 basins to satisfy homogenity condition. Yildiz and
Sarac [28] uses information of 23 basins. Bayazit et al. [27] and Cigizoglu et al. [29]
uses information of 24 basins. Kahya and Kalayc1 [19], Isik and Singh [21], Isik et al.
[22], Turan [23] and Ozfidaner [26] use information acquired from all of the basins of
Turkey. Besides, Dikbas et al. [24] uses information from 117 stations but does not
mention how many basins are covered in the study and Yanik [30] uses information

of only one basin because of regional approach.

The characteristics of the dataset used in the studies which are conducted in Turkey

and number of studies which used that information are summarized in Table

Table 2.2: Datasets (Turkey)

Dataset Characteristics Studies
Monthly stream-flow 151 [Oof (18] [19]
[20] [21] [22] [23]
Annual stream-flow [24]] [125] [26]]
Annual stream-flow
Seasonal stream-flow 18] [27]]
Daily stream-flow (28] [29]]
Flow-rate [130]

The source of the datasets included in the studies are General Directorate of State Hy-
draulic Works (DSI) and General Directorate of Electrical Power Resources Survey

and Development Administration (EIE).

The number of the regions used in the studies are also important together with the

number of the studies used them and they are summarized in Table 2.3

In this thesis, monthly stream-flow information from hydroelectric power plant and

gauging stations and hydroelectric energy production information from hydroelec-
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Table 2.3: Used regions

Covered Area Studies

22 basins [S] (8] (9] (18] (23]
23 basins [28]]

24 basins [277] [29]

26 basins [19] [21]] [22] [23] [26]
1 basin [30]

no information [24]

tric power plants are used and because of available data, both inductive reasoning

approach and deductive reasoning approach are preferred.

2.1.2 Aims

In the previous paragraphs, the used datasets in the related studies and their properties
are introduced. At that point, it is important to know the aims of these studies to

understand the field and the use of datasets in the projects.

Bower et al. [[11] uses UK river flow information to generate a regime analysis method
and to determine the climatic sensitivity of the river flow regimes. Harris et al. [12]
and Hannah et al. [13]] aim to classify the river regimes by use of river flow and
monthly flow data respectively. Gottschalk [14], Kachroo et al. [17] and Lundager et
al. [31] purpose is to hydrologic regionalization by use of mean monthly runoff data,
annual maximum flood data and annual flow variability data respectively. Gubareva
[37]] target is both classification of river basins and hydrologic regionalization and it
uses modulus of maximum annual flow data. Lins [32] intent is to identify similarity
between streamflow and climatic variables by use of annual streamflow data. Mosley
[36]] desire is to identify basin with similar hydologic regime by use of annual flood
data. Krasovskaia et al. [[15] objective is to classify flow regime by use of monthly
flow data. Jowett and Duncan [33]] plan is to classify river regions and identify basin
characteristics by use of daily mean flows. Krasovskaia [16] target is to use river flow
regimes as a diagnostic device as the output of climate models by use of monthly flow
series. Mkhandi and Kachroo [35] intent is flood frequency analysis by use of annual

maximum instantaneous discharge series. Stahl [34] direction is to find the regional
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effect of streamflow imperfection and shortage of water supply in Europe by use of

daily flow data.
The aim of the studies are summarized in Table 2.4l

Table 2.4: Aims (Worldwide)

Aims Studies
Generate regime analysis method &

Determine climatic sensitivity of (1]
river flow regimes

Classify the river regimes [12] [13] [15]]
Hydrologic regionalization [14]] [17] [131]
Identify similarity between streamflow

and climatic variables [32]
Classify river regions

Identify basin characteristics [133]]
Classify river regions

Identify hydrologic regions [37]
Identify basin with similar hydrologic regime [36]

A diagnostic device for

the output of climate models [[16]]
Flood frequency analysis [35]

Regional effect of streamflow imperfection &
Shortage of water supply in Europe [34]

Studies which are performed in Turkey have different purposes. Dikbas et al. [24] aim
is that the identification of the hydrologically homogeneous regions and classification
of the annual maximum flow. Kahya et al. [25] plans to regionalize annual streamflow
pattern of Turkey. Kahya et al. [9] aims to describe hydrologically homogenous
regions. Demirel [8] plan is classification of regions which contain similar streamflow
patterns. Kahya et al. [|5]] aims to decide stream-flow zones of Turkey. Isik and Singh
[21]] aims to associate the 3 regionalization style and figure out the streamflow at
ungauged sites. Cig1zoglu et al. [29] plans to identify the trend in maximum, mean
and low flows of rivers. Ozfidaner [26] aims to analyse statistical trend of monthly and
annual precipitation data which were collected from precipitation observation stations
in Turkey between 1932 and 2002. Kahya and Demirel [18] aims to classify similar

catchments. Isik et al. [22] plans to classify the river basins by use of cluster analysis
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based on hydrological homogenity. Turan [23] aims to cluster basins on the basis of
hydrometeorological homogeneity. Kahya and Kalayci [19] aims to characterize the
Turkish streamflow data for confirmation of climate change. Demirel et al. [20] plans
to identify the regions with similar drought patterns. Bayazit et al. [27] aims to detect
the trends in Turkey’s streamflow and precipitation. Yildiz and Sarag [28] aims to
find effects of streamflow on HES energy production. Yanik [30] aims to make flow

forecast for locations with non existing or incomplete flow data.
Studies which are done in Turkey are summarized in Table

Table 2.5: Aims (Turkey)

Aims Studies
Clustering of basins on the basis of
hydrometeorological homogeneity (22] [23]

Identification of hydrologically
homogeneous regions & [24]
Classification of annual maximum flow

Identification of hydrologically

homogeneous regions (9]
Regionalization of annual

streamflow patterns [25]
Classification of regions with

similar streamflow patterns (81
Determination of streamflow zones (5]
Combination of 3 regionalization technique &
Computation of streamflow at ungauged sites [21]
Trend in maximum, mean and low flows of rivers [29]
Statistical trend analysis of monthly

and annual precipitation data [26]
Classification of similar catchment areas (L8]
Characteristics of Turkish streamflow data [19]
Zones with similar drought patterns [20]
Trend detection in Turkey’s

streamflow and precipitation [27]
Streamflow effects on HES energy production [28]

Flow predictions for locations with non existing
or incomplete/inadequate flow data [30]

In this thesis, our aim is hydrological classification of streams by use of monthly
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stream-flow rate information and hourly hydroelectric energy production information.

2.1.3 Methods

The aims and datasets of studies are given in the previous sections. In this section,
used methods in the studies will be inspected and summarized to bear a torch for this

study.

The most widely used method is hierarchical clustering which is used by Bower et
al. [11], Hannah et al. [13], Stahl [34] and Mosley [36]]. Bower et al. [11] and
Stahl [34] applied Ward method to hierarchical clustering. Hannah et al. [13] ap-
plied agglomerative cluster analysis, which is a bottom-up approach, to hierarchi-
cal clustering. Mosley [30] benefited from the a cluster analysis program which is
called BMDP2M for applying hierarchical clustering method. Bower et al. [11]] not
only took advantage of hierarchical cluster analysis but also non-hierarchical k-means
cluster analysis. Gottschalk [14], Lins [32] and Gubareva [37/] applied principal com-
ponent analysis. Gottschalk [[14] and Lins [32] supported the method by pairwise
grouping method and visual assessment respectively. Gubareva [37]] supported the
method by use of the pair group average method, the pair group centroid method, the
complete linkage method, the single linkage method and Ward’s method. Harris et al.
[12] applied average linkage technique. Jowett and Duncan [33]] used a Fortran pro-
gram which is called as TWINSPAN for organizing multivariate data in a structured
two-way table as allocation of the aspect and individuals. Kachroo et al. [17] applied
a homogeneity test to affirm the homogeneity of the described regions. Krasovskaia
[16] applied entropy-based grouping. Olden et al. [[10] introduced a methodological

framework that illustrate important part of the classification process.
The methods which are used in the studies are summarized in Table

Studies which are done in Turkey are also used hierarchical clustering widely. Kahya
and Demirel [[18]], Demirel [8]] and Isik et al. [22] applied hierarchical clustering.
Kahya and Demirel [[18] applied single, complete and Ward linkage criterion in hi-
erarchical clustering. Demirel [8] used quantitative method in hierarchical cluster-

ing. Yamik [30] and Isik and Singh [21]] applied both hierarchical clustering and
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Table 2.6: Methods (Worldwide)

Methods Studies
Hierarchical clustering [13] [34] [36]
Hierarchical &

Nonbhierarchical (1]
Principal component analysis | [14] [32] [37]
Average linkage [12]
TWINSPAN [33]]
Homogeneity test [L7]
Entropy based grouping [16]

non-hierarchical k-means clustering. Yanik [30] applied Ward method in hierarchi-
cal clustering. Isik and Singh [21]] applied Euclidean distance and Ward’s algorithm
criterion in hierarchical clustering. Turan [23] applied Ward method in hierarchical
clustering, k-means in non-hierarchical clustering and hard c-means methods. Dikbas
et al. [24]] applied k-means based on L-moments. Kahya et al. [25] applied k-means
algorithm using reallocation criteria. Demirel et al. [20] applied both PCA and k-
means. Kahya et al. [5] applied Euclidian, squared euclidean and Ward’s minimum
distance. Kahya and Kalayci [19] applied Van Belle and Hughes’ tests for checking
the homogeneity of trends. Kahya et al. [9] applied rotated PCA and annual cy-
cle analysis. Bayazt et al. [27], Cigizoglu et al. [29] and Ozfidaner [26] applied

parametric T test and non-parametric Mann-Kendall test.

The methods used in the studies which are done in Turkey are summarized in Table

27

In this thesis, k-means and hierarchical clustering are used since these two are the
most commonly used methods in this chapter. Dynamic time warping and longest
common subsequence are used since these two are the methods which are suggested

for the trend analysis.

2.1.4 Problems

Problems encountered during the studies are summarized in this section.
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Table 2.7: Methods (Turkey)

Methods Studies
Hierarchical clustering (18] [8] [22]
Hierarchical

Nonbhierarchical [30] [21]
Hierarchical

Nonbhierarchical [23]
Hard c-means

Nonhierarchical (k-means) [24] 125]
K-means

PCA [20]
Van Belle

Hughes’ tests [19]
Rotated PCA

Annual cycle analysis (9]
Parametric T-test

Non-parametric Mann-Kendall test | [27] [29] [26]]

Hannah et al. [13] has a problem of differences in record length and time in gauging
stations. This problem stems from recording of the measurements in different time
intervals. For instance, one time series contains 30 years while the other one contains
only 10 years measurement. It is mentioned that this problem may cause prejudice.
This problem is overcome in our thesis by use of exactly the same time interval for all
the time series in the dataset. Mosley et al. [36]] pointed out that subjective conclusion
is not eliminated by use of cluster analysis. Moreover, it mentioned that uncertainties
of the regionalisation may counterbalance and cancel out the gain of statistical virtue

of fit.

At that point, inspecting the problems of the studies which are done in Turkey may be
useful. Kahya and Demirel [20] pointed out chaining problem. It is mentioned that
chaining problem resulted from single linkage and it prevented the use of Cophenet
coefficient efficiently. The chaining problem is related with the merging method of
the single linkage [38]. Merging method of the single linkage clustering is local. In
single linkage, two closest member are grouped without giving attention to overall
shape of the clusters and it increases the distance between the cluster [39]. In our

thesis, this problem is achieved by use of Ward method, which is known as having
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the low tendency to the chaining problem [38]. It also remarked that raw data effect
leads the failure of complete linkage. Yildiz and Sara¢ [28] mentioned that 2 out
of 25 river basins are eliminated because of the problematic data. Isik and Singh
[21] indicated that the result of the flow duration curves had been successful in small
homogeneous regions but the result were not successful in large non-homogeneous
regions. Moreover, Yanik [30] pointed one more problem about flow duration curves
as single linkage, median linkage, centroid linkage, average linkage, and weighted
average linkage methods within other nonhierarchical methods can not be applied the
flow duration curves. Demirel [8] pointed out that current climate regions did not

overlap with the streamflow regions which is generated by the study.

The problems faced in these studies are used in our thesis to understand and detect
possible problems and find appropriate solutions to them. The prejudice of the results
because of different record interval of the measurement are handled in our thesis by
use of exactly same time interval for all the time series in the dataset. Chaining

problem is handled by use of ward as a linkage method in our thesis.

2.1.5 Achievements in the Previous Studies

Datasets, aims, problems and methods of the previous studies are mentioned in the
previous sections. It is important to explain the results of these studies to understand
their success. Therefore, the achievements of the previous studies are summarized in

this section.

Bower et al. [[11]] concluded that if the hydro-climatology of the environment is known
then the regime classification and novel sensitivity index are adequate methods. Har-
ris et al. [[12] analysis shows that some special annual flow and temperature sequences
controls the conflict between flow and temperature regimes. Hannah et al. [13] con-
cluded that the applied classification method is convenient tool for identification of
the basic spacial structure of annual flow regime shape, such as timing of peak, and
magnitude in an extreme physical environment where regional hydrological patterns
are complicated and not well known up to the present. Gottschalk [[14] claimed that
definition of the hydrological regions and determination of the spatial scales of varia-

tion can be done by the areal classification tool which is presented in the paper. Lins
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[32]] mentioned that the identification of five statistically significant modes of varia-
tion of annual stream-flow of United states is done. Mosley [36] concluded that four
regions are found for South Island but any region are found for North Island in New
Zealand. Jowett and Duncan [33] found that six groups were classified based on the
flow variability by use of 130 sites in New Zealand. Kachroo et al. [17] claimed
that the procedure of homogeneous regions definition is proved effective by use of
geographical information constituting mean annual rainfall, major basin boundaries
and topography. Lundager et al. [31] found that simple hydrological regionalization
which is described in the paper can be used in practical hydrology such as within
network planning and generalization of conclusions from representative and exper-
imental basins. Krasovskaia et al. [15] concluded that 13 regime types are found
in total and 4 of them are identified as transitive in northern and western Europe.
Krasovskaia [16] claimed that utilization of river flow regimes as a diagnostic tool for
climate model and also in river flow sensitivity researches can be done by use of the
concept of the entropy. Mkhandi and Kachroo [35] concluded that the most of the
recommended regions satisfied the homogeneity test which is applied in the study.
Stahl [34] found that drought has effects on several regions in Europe. Gubareva [37]]

concluded that 2 hydrological regions are identified in Japan.

The achievements of the previous studies which are done in Turkey may be useful
in identifying the success of the studies. Kahya and Demirel [18] had 3 results in
the paper. First one is that climatology and river basin characteristics have to be
used for better clustering. Second one is that standardization is necessary to acquire
equally weighted clusters and third one is that Ward has a better performance than
single and complete linkage. All these three suggestions and results are used in our
thesis. Dikbag et al. [24] found that classification of the annual maximum flows
and description of hydrologically homogeneous regions can be successfully done by
use of k-means method. Kahya et al. [S] found 6 cluster for each month as a result
of the study. Kahya et al. [25] concluded that spatial variability of homogeneous
streamflow regions can be showed by use of 8 cluster level. Kahya and Kalayci
[19] detected presence of linear trend in monthly mean streamflow data of Turkey.
Demirel et al. [20] concluded that clustering strategy is failed when PCA is practised
for describing drought zones of Turkey. Kahya et al. [9] had 2 findings in the paper.
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First one is that the three approaches applied in the study for identifying homogeneous
streamflow regions have similar results. Second one is that homogeneous streamflow
regions and climate zones of Turkey are found similar with respect to geographical
extent. Bayazit et al. [27]] concluded that mean streamflow, minimum streamflow
and floods decrease in Trakya, West, South and Middle part of the Turkey. Yildiz
and Sarag [28] detected trends in the most of the rivers in Marmara, Aegean, Inner
Anatolia (Sakarya basin included) and Mediterranean regions. Isik and Singh [21]
found 6 homogeneous regions and concluded that non-hierarchical k-means method
is better than hierarchical method in homogeneous regions. Isik et al. [22] found
6 homogeneous regions as well and note the similarity between rainfall and water
yield distribution. Cigizoglu et al. [29] found a serious decrease in the mean and
low flows in western, central and southern parts of Turkey. Demirel [8]] concluded
that climate zones of Turkey which is redefined by applying cluster analysis to total
precipitation data is consistent with streamflow regions and homogeneous streamflow
regions of Turkey is described by applying principal component analysis method.
Result of Yanik [30] is that cluster analysis methods can be used to determine regional
flow duration curves. Ozfidaner [26] had 3 results in the paper. First one is that the
precipitation data has a decreasing trend in winter in all seven regions of Turkey. The
second one is that the precipitation has an increasing trend in the summer, spring
and autumn in all seven regions. The third one is that the trend of precipitation data
does not affect stream-flows except for South Eastern Anatolia zone. Turan [23]]
divided Turkey river basins into 6 homogeneous regions and found the yield and

rainfall distribution very similar to these 6 homogeneous regions.

The results of the studies in this section will be used for comparison with our study.

2.1.6 Remaining Problems

The suggested future work by the previous studies are summarized below.

Harris et al. [[12] suggests that proper time scale is necessary for illustrating bench-
mark regimes for inspecting ecosystem dynamics, for checking human effects, and for
collecting practical tools for water resources management and this can be achieved by

use of larger dataset, which climatologists typically use 30 years data, and more sta-
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tions. Moreover, it advised that ecological and climatological records, which contains
isolated flow and temperature respectively, can be combined in case of a research
about the explicit ecological impacts and the hydroclimatic imposing mechanisms
that generate the different types, sequences and combinations of flow and tempera-
ture regimes. Gottschalk [[14] specified the difficulty of figuring out about the way
physio-graphical and hydrological model regions relations. Its suggestions for the
future studies is to identification of such relations. Furthermore, it is pointed out that
systematic reasoning of the spatial variation arrangement of hydrological variables is
necessary for developing such relations. Lundager et al. [31] indicated that crucial
tasks of characterizing homogeneous hydrological regions remained unsolved and
suggested that exploration of new methods was needed for more objective methods
of classification and regionalization. Krasovskaia et al. [[15]] indicated that more anal-
ysis are needed both for the last formulation of the discriminating principle for both
the different regime types and the advancement of the complete interpolation routines
for the all 16 countries in northern and western Europe in FRIEND. Stahl [34] advised
the researchers that the future studies should be focused on especially the interaction
of seasonal changes for a better understanding and in order to elaborate acceptable
strategies to prohibit and mitigate unwanted outcomes. Olden et al. [10] expected
that researchers and managers would be more informed when having to make choices
about the selection and accurate implementation of methods for hydrologic classifi-

cation in future.

Recommendations of the studies which are done in Turkey are also important and
some of them are explored in this thesis. Kahya et al. [25] suggested PCA and K-
means coupling for future similar grouping projects. Kahya and Kalayci [19] advises
to check whether relations exists between trends in 3 climatologic variables of Turkey
mentioned in the study, by using neural network model. Demirel et al. [20] explained
the future plan of the study as the confirmation of cluster analysis of short-term inter-

mittent flow prediction models.

The future work summarized in this section reveals the potential investigation ques-

tions and brightens the unsolved issues on the topic.

In our study, k-means is applied as suggested in this section.
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CHAPTER 3

BACKGROUND

This chapter presents information about the methodologies which are used in the
implementation of the clustering of the Turkey stream-flow and hydroelectric energy
production data. K-means clustering, hierarchical clustering, dynamic time warping
clustering and longest common subsequence clustering are explained in detail in this

chapter.

3.1 K-means Clustering

K-means clustering is one of the popular methods used in the cluster analysis. K-
means is an unsupervised clustering algorithm. “K” in the algorithm name defines
the number of the intended clusters in the dataset. The observations in the dataset
are clustered to k clusters as a result of algorithm. First of all, k sample from the
dataset are chosen randomly. They are intended to be as much as far away from
each other and they are marked as clusters’ center. After that, remaining samples
are assigned nearest cluster according to a distance function. Center of each clusters
is recalculated. The new centers are identified and procedure repeats itself. The
procedure continues until reaching a stable point in which cluster of the samples do
not change any more. The biggest problem of this clustering approach is to decide the
“k” value. Generally pre-processing is done on the dataset to decide an appropriate

“k” number. The pseudo-code of the k-means algorithm can be seen in Figure
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input : S = {s1, ..., s, } (n number of samples)

output : C' = {cy, ..., ¢4} (n number of k clustered samples)

choose k random sample as cluster centroids

# loop continues until cluster centroids do not change and samples of the clusters
do not change

while cluster centroids not change && clusters’ samples not change do

for {i=0;i<n;n++} do
temporaryDistance = oo
for {j=0;j<k;j++} do

if temporaryDistance > distanceFunction(s;, c¢;) then
temporaryDistance = distanceFunction(s;, ¢;)
cluster(s;) =]
end if
end for
recalculate cluster centers by use of average distance of assigned samples to
the each cluster
end for
end while

Figure 3.1: K-means Algorithm Pseudo-code
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input : S = {s1, ..., s, } (n number of samples) and dist(c;, ¢;) (distance function)
output : C' = {¢; U ... Uc¢,} (all samples are belong to same cluster)
for i=1 ton do

# each sample is a cluster

C;, = {Sl}

end for
# there are n number of samples and n number of cluster
C=A{cryry0n}

# loop continues until all the samples are grouped in the same cluster
while size(C) > 1 do

Find most similar ¢; and ¢; according to dist(c;, ¢;)

Remove ¢; and ¢; from C

Addc;UcjtoC
end while

Figure 3.2: Hierarchical Agglomerative Algorithm Pseudo-code [41]]

3.2 Hierarchical Clustering

Hierarchical clustering is one of the another widely used clustering technique. It
is unsupervised clustering algorithm. The method works by grouping the samples
into the tree of clusters [40]]. It uses distance functions as a clustering criteria and it
requires a termination condition. It can be applied by use of two strategies, namely,
agglomerative and divisive. Agglomerative strategy is a bottom-up approach. Similar
elements are clustered until all the samples are assigned one of the cluster. Divisive
strategy, on the other hand, is a top-down approach. All samples are in the same
cluster initially and dissimilar samples are assigned to different clusters. The results
of the hierarchical clustering are visualized by dendograms. The pseudo-code of the

agglomerative hierarchical clustering algorithm is given in the Figure [3.2]

Distance between clusters are generally described by three ways, namely, single link-

age, complete linkage and average linkage.

3.2.1 Single Linkage

Single linkage is described as the distance between two closest member of the clus-

ters. It is also known as nearest neighbour. Single linkage distance between two
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cluster can be calculated as follows:

D(X,Y)= min d(z,y) (3.1)

TEX,YEY

where

X is a cluster
Y is a cluster

D(X,Y) is the distance between these two cluster

3.2.2 Complete Linkage

Complete linkage is described as the distance between two farthest member of the
clusters. It is also known as farthest neighbour. Complete linkage distance between

two cluster can be calculated as follows:

D(X,Y)= max d(z,y) (3.2)

TEX,YCy
where
X is a cluster
Y is a cluster

D(X,Y) is the distance between these two cluster

3.2.3 Average Linkage

Average linkage is described as the average distance between all member of two clus-

ters. Average linkage distance between two cluster can be calculated as follows:

D(X,Y) = |X‘1|Y| DY da,y) (3.3)

TEX Y€y

where

X is a cluster
Y is a cluster

D(X,Y) is the distance between these two cluster
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DTW

Figure 3.3: Dynamic Time Warping of two time series [S0]

3.3 Dynamic Time Warping

In time series analysis, dynamic time warping is defined as an algorithm to identify
the similarity between two time series [42]]. Dynamic time warping is used in various
areas for different aims. For instance, it is used in hand sign and gesture recognition
[43]] [44], in chemical engineering [435], in signal processing [46] and in data mining
classification and clustering [47] [48]]. One of the important feature of the dynamic
time warping is that time series are warped nonlinearly in this method [49] and time

shifts are handled. This feature can be seen in Figure 3.3

Dynamic time warping algorithm is applied in two phases. The cost matrix of the
time series is calculated in the first phase and optimal warping path is found in the
second phase. Cost matrix calculation is described in Figure [3.4] and optimal time

warping algorithm is explained in the Section[3.5]

3.4 Longest Common Subsequence

Longest common subsequence is another method which is especially used in biol-
ogy and genetics for identification of the resemblance of the genetic sequences. The
algorithm finds the common parts between two sequences. The pseudo-code of the

algorithm can be seen in Figure 3.6

In this study, k-means clustering, shape based and structure based hierarchical clus-
tering, dynamic time warping clustering and longest common subsequence clustering

are explained and these methods are used in the experiments presented in Chapter

4.
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# cost matrix is calculated by use of pairwise distances between X and Y
input : C' (cost matrix), X (first time series) and Y (second time series)
output : dtw
n < | X]|
m <+ |Y|
dtw[] < new[n x m]
#first element of the DTW matrix is set to 0
dtw(0,0) < 0
# calculate dtw values of first column by use of cost matrix
for i=1 ton do
dtw(i, 1) < dtw(i — 1,1) + ¢(4, 1)
end for
# calculate dtw values of first row by use of cost matrix
for j=1 tom do
dtw(1,7) < dtw(1,j — 1) + ¢(1,7)
end for
# calculate dtw values of all rows and columns by summing minimum of the
left,upper and diagonal neighbour of the matrix element with its projection in the
cost matrix
for i=1 ton do
for j=1 to m do
dtw(i, j) < c(i, j) + min{dtw(i — 1, ); dtw(i,j — 1);dtw(i — 1,5 — 1); }
end for
end for
return dtw

Figure 3.4: Cost Matrix Algorithm Pseudo-code [S1]
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input : dtw

output : path

path|] < newarray

# assign row length to i

i = rows(dtw)

# assign column length to j

J = columns(dtw)

# loop until reaching dtw(1,1)
while (i > 1)&&(j > 1) do

if i == 1 then
Jg=7-1

else if j == 1 then
1==1—1

else

# backtraking from last element to first element
if dtw(i—1,7) == min{dtw(i—1, j); dtw(i,j—1);dtw(i—1,j—1); } then
i==1i—1
else if dtw(i,j — 1) == min{dtw(i—1,j);dtw(i,j — 1);dtw(i—1,j —1); }
then
J=3-1
else
i=1—1;7=45—1
end if
path.add((i, 7))
end if
end while
# return optimal warping path matrix between X and Y
return path

Figure 3.5: Optimal Warping Path Algorithm Pseudo-code [S1]]
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input : X = {x,...,x,} (first sequence) and Y = {1, ..., ym } (second sequence)
output : C[m, n| (length of the longest common subsequence of X and Y)
C = array(0..m,0..n)
# set first column to 0
for i=0 to m do
C[i,0] =0
end for
# set first row to 0
for j=0 ton do
Cl0,5] =0
end for
# from beginning to end of the X and Y sequence
for i=1 to m do
for j=1 ton do
# if X and Y are matched then
if X[i] == Y[j] then
# add 1 to upper left diagonal value of the C matrix element and assign to

C element
else

# assign C element maximum of its left and upper neighbour values
Cli, j] = max(Cli,j — 1], Cli — 1, ])
end if
end for
end for
# return length of the longest common subsequence of X and Y
return C[m,n]

Figure 3.6: Longest Common Subsequence Algorithm Pseudo-code [52]
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CHAPTER 4

EXPERIMENTAL RESULTS

R [54] is used in the experiments. R is an interpreted programming language and it is
a software platform for statistical computing and graphics. R objects can be directly
manipulated by the use of different programming languages like Java, C, Python.
Moreover, C, C++ and Fortran programs can be linked and called at run time. It is
commonly used by data miners and statisticians for data analysis and statistics. R has
an extensible object system which consists of time-series and its libraries carried out

statistical and graphical techniques, including time series analysis [33]].

The plot of the flow rate of the streams in 26 dams for 12 years period can be seen
in Figure 4.1 This figure shows flow rate of 26 dams as time series from 2002 to
2014. It is mentioned in Chapter 2 that recording of the measurements in different
time interval causes biased results. The same time interval is used in our thesis to get

rid of this problem.
The comparison of the dams in Firat basins can be seen in Figure 4.2]

In Figure {.1] it is seen that different trends exist in the streams where the measure-
ments are done. In Figure d.2] dams are in the same basin but their stream-flows are
different and it is seen that the trends are similar. The comparison of the other dams
in the same basins are in Appendix A and the similarity of the trends can be seen in
these figures. These figures prove that dams in the same basin but in different stream-
flows has a similar trend. The aim of our thesis is to identify the similarity of the

stream-flow trends between basins.
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Figure 4.1: Plot of Flow Rate vs. Years
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Figure 4.2: Plot of Flow Rate vs. Years in Firat Basin

4.1 Clustering with K-means

12 years time series is shown in the Figure [4.1] since it is the shortest time series
between all stream records and this shortest time series belongs to Torul dam. The
reason of adding the flow-rate of the streams in the same basins is to show the sim-
ilarity between them. The resemblance of the flow-rate of the streams in the same

basins can be assessed visually.

K-means clustering is applied to the time series data which is used in this project.
The result can be seen in Figure 4.3 K-means clustering is executed 20 times by
setting k to 2, 3, 4, 5 and 6. Therefore, algorithm is executed 100 times. In each run,
k centroids are chosen randomly. For each k value, distances between the centroids
of the clusters are maximized and best solution is found according to this criteria. In
other words, distances between the cluster centroids are calculated for each k value
20 times and best solution is marked as the solution in which cluster centroids are
furtherest to each other. Best k value is chosen after running 100 times the function

and is set to the best partition of the clusters according to cluster centroids.

K is set 4 as a result of the best partition. The best partition which is 4 is marked with
a black dot in Figure The clusters of each stream in the dataset by setting k to 4
can be seen in Table F4.1]

Table {.1] shows the k-means clustering results. Several conclusions can be drawn
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Figure 4.3: K-means clustering of stream-flow values
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Table 4.1: K-means Clustering of the Stream-flows

Stream-flow Name | Basin Name | Cluster
Demirkoprii 5 A
Adigiizel 7 A
Kemer 7 A
Karacaoren 9 A
Sartyar 12 A
Almus 14 A
Kilickaya 14 A
Hirfanlh 15 A
Gezende 17 A
Tercan 21 A
Kuzgun 21 A
Torul 22 A
Zernek 25 A
Kralkiz1 26 A
Dicle 26 A
Oymapinar 9 B
Hasan Ugurlu 14 B
Altinkaya 15 B
Catalan 18 B
Menzelet 20 B
Aslantag 20 B
Ozliice 21 B
Batman 26 B
Borgka 23 C
Murath 23 C
Keban 21 D

from the table. It can be seen that Murath and Borgka are clustered correctly as
cluster C. Keban is assigned to cluster D because of the its high stream-flow rate.
Clustering of Keban points a problem of the k-means clustering in time series. K-
means method clusters time series based on the stream-flow rate values rather than
the trend of the them. At that point, logarithms of the stream-flows are also grouped

to eliminate the effect of the high stream-flows values.

The flow-rates of the streams depend on the geographic structure of the streams such

as height. Therefore, logarithmic values of the flow-rates is also grouped by use of
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k-means. The Figure 4.4] shows the result of the k-means clustering of the flow-rates

of the streams.

K-means clustering is executed 20 times by setting k to 2, 3, 4, 5 and 6 for logarith-
mic values of the time series. Therefore, algorithm is executed 100 times also for
logarithmic values. In each run, k centroids are chosen randomly. For each k value,
distances between the centroids of the clusters are maximized and best solution is
found according to this criteria. Best k value is chosen after running 100 times the
function and is set to the best partition of the clusters according to cluster centroids.
K is set 2 as a result of the best partition of the logarithmic values. The best partition
which is 2 for the logarithmic values is marked with a black dot in Figure d.4] The

clusters of the each stream in the dataset can be seen in Table {.2]

Several conclusion can be drawn from the K-means clustering of the log values of
stream-flow. It can be seen that some of the dams which are in the same basin are
correctly clustered like 7,15 and 23 and some of the dams in the same basin are
assigned different clusters like 14, 21 and 26. Keban is clustered as alone when using
the raw values of stream-flow. By use of log values, Keban stream-flow are decreased

and it is assigned to cluster A.

Stream-flow values are inspected in monthly resolution until now. In Chapter 2, it
is pointed that some of the previous researches used dataset with yearly resolution.
Therefore, the mean of the years are also inspected in this study. Trends of the yearly

stream-flow rate can be seen in Figure
K-means clustering of the streamflow in yearly resolution can be seen in Figure 4.6

K is set to 6 for k-means clustering of yearly mean stream-flow values because of the
best partition results of the k-means clustering function and it is marked with a black
dot as can seen in Figure d.6] The clusters of the each stream in the dataset can be

seen in Table 4.3]
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Table 4.2: K-means Clustering of the Stream-flows log values for 2 cluster solution

Stream-flow Name | Basin Name | Cluster
Oymapinar 9 A
Sartyar 12 A
Hasan Ugurlu 14 A
Kiligckaya 14 A
Altinkaya 15 A
Hirfanlh 15 A
Catalan 18 A
Aslantag 20 A
Menzelet 20 A
Ozliice 21 A
Keban 21 A
Muratlh 23 A
Borcka 23 A
Dicle 26 A
Demirkoprii 5 B
Kemer 7 B
Adigiizel 7 B
Karacaoren 9 B
Almus 14 B
Gezende 17 B
Kuzgun 21 B
Tercan 21 B
Torul 22 B
Zernek 25 B
Kralkizi 26 B
Batman 26 B

4.1.1 Discussion

In Figure it can be seen that k is set to 4 because it gives the best partition result
in which cluster centroids are furtherest to each other. However, Keban is assigned
to D cluster as alone. This result shows that the high stream-flow rate values of the

Keban dam causes such a partition.

At that point, it is important to get rid of this problem to make accurate inferences

about the clustering results. For that reason, logarithmic values of the stream-flow
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Table 4.3: K-means Clustering of the Stream-flows for 6 cluster solution

Stream-flow Name | Basin Name | Cluster
Demirkoprii 5 A
Adigiizel 7 A
Kemer 7 A
Karacaoren 9 A
Almus 14 A
Gezende 17 A
Tercan 21 A
Kuzgun 21 A
Torul 22 A
Zernek 25 A
Kralkizi 26 A
Sartyar 12 B
Kilickaya 14 B
Hirfanlh 15 B
Menzelet 20 B
Dicle 26 B
Oymapinar 9 C
Altinkaya 15 C
Ozliice 21 C
Batman 26 C
Hasan Ugurlu 14 D
Catalan 18 D
Aslantag 20 D
Muratl 23 E
Borcka 23 E
Keban 21 F

dataset are also used and k is set to 2 as a result of the k-means clustering function.
Keban is assigned to cluster A together with other 13 dams and B cluster has 12 dams.
This result shows that clustering of the dams are done in a homogeneous way since
the number of dams in the clusters are nearly same. However, it can be seen in Table
[.2]that dams in the same basins are assigned to different clusters in Orta Akdeniz (9),
Yesilirmak(14), Firat(21) and Dicle(26). This result shows that although the problem
of alone clustering of Keban is solved, the method failed when applied to the whole

dataset.
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In Figure[4.6] the result shows that Muratli and Borgka are assigned to the same group
in clustering of the yearly stream-flow data. Keban is still clustered as alone which
shows the failure of the use of yearly stream-flow rate data. It can be concluded that

an appropriate solution to the problem is not found by the use of k-means method.

4.2 Clustering with Hierarchical Clustering

4.2.1 Stream-Flow Dataset

One of the other popular method is hierarchical clustering. It is the most commonly
used methods both in the national and international studies as mentioned in Chap-
ter 2. Choosing appropriate dissimilarity concept is important to get better results in
this method. There are two types of dissimilarity concepts, namely, shape-based and
structure-based. The purpose of shape-based clustering is to analyse the geometric
profile of the series and the purpose of the structure-based clustering is to detect un-
derlying dependence structures [53)]. These two concepts are very crucial and should

be understood very well for choosing appropriate method for dissimilarity measure.

“Euclidean” is applied for shape-based clustering and “correlation” is applied for
structure-based clustering. Two methods, namely, euclidean and correlation are used
to calculate the distance matrix in this section to check the results of both the shape-
based and structure-based clustering. After the generation of the distance matrix, each
objects in the distance matrix is linked by use of a linkage method. Dendogram is
generated after all the objects are linked. There are several different linkage methods
in the literature and some of them are explained in Chapter 3 in detail. Figure
shows hierarchical clustering by use of euclidean as a dissimilarity metric and single

method as a linkage method.

Keban is clustered alone by use of this method. The reason is the high values of
Keban as shown also in k-means clustering. One of the possible methods to get rid of
these high values is to use the logarithmic values of the samples in the dataset. Same
method is applied to the log values of the dataset by the use of same dissimilarity

metric and linkage method. The result can be seen in Figure [4.8]
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Figure {.§] shows that logarithmic values of the dataset decrease the high values of
Keban. However, it is still linked to the other objects in the dendogram lastly in the

leftmost of the dendogram.

In the previous section k-means clustering is applied to the dataset and in this section
hierarchical clustering is applied to the same data set. Clustering results of these two
methods are evaluated. Evaluation results can be seen in Table 4.4l Results can be
between 1.0 and 0. Higher values indicate a high resemblance between two clustering

results since 1.0 shows that clustering results of the two methods are identical.

Table 4.4: Cluster Evaluation

First Second Evaluation
Method Method Results

K-means (Monthly) Hierarchical Clustering (Euclidean)(Monthly) | 0.9543651
K-means (Monthly-Log) | Hierarchical Clustering (Euclidean)(Monthly) | 0.5555258
K-means (Yearly) Hierarchical Clustering (Euclidean)(Monthly) | 0.7249389

The evaluation result of the k-means and euclidean based hierarchical clustering is
0.95 and this result shows that 95% of the clustering results of the both methods are

same and it can concluded that the results are nearly identical.

Figure[4.9]shows hierarchical clustering by use of correlation as a dissimilarity metric

and single method as a linkage method.

Single linkage, which is also known as nearest neighbour, is used as the linkage
method in the Figure 4.9)and the branches of the dendogram in Figure 4.9]is too close
to each other and it makes hard to inspect it. The reason of this problem is grouping
method of the single linkage. Single linkage merge principle is local [39] and two
nearest samples are grouped together in this method. It does not take care of the den-
dogram output. For that reason, it can be hard to inspect the resulted dendogram. This
problem is also explained in Chapter 2. Figure 4.10| shows hierarchical clustering by

use of correlation as a dissimilarity metric and “ward” method as a linkage method.

As can be seen in Figure 4.10] that this dendogram is easier to inspect since the
branches of the dendogram are not too close to each other. The visualization of the

clustering on the map can be seen in Figure
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on the

Figure 4.11: Visualization of correlation based hierarchical clustering results
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Figure .12 shows hierarchical clustering of logarithmic values of stream-flow by use

of correlation as a dissimilarity metric and “ward” method as a linkage method.

Correlation based hierarchical clustering by use of “ward” method as a linkage method
is also applied to the yearly averages of the stream-flow dataset. The corresponding

dendogram can be seen in Figure 4.13]

4.2.1.1 Discussion

Hierarchical clustering is applied to the dataset by use of two different distance met-
rics. The first applied metric is euclidean distance. Results show that Keban is clus-
tered alone in this clustering method. Logarithmic values of the samples in the dataset
decrease the gap between Keban and the other objects, however, it is still linked lastly
in the leftmost of the dendogram in Figure [4.8] This result shows that Keban has the
highest dissimilarity value even after the use of logarithmic values. This result also
shows that the use of logarithmic values failed. It can be concluded in Figure 4.7/| that
euclidean based hierarchical clustering clustered the time series dataset according to
the magnitude of the values. However, correct way of clustering of the dataset is to
cluster the streams based on the trend of the values. As a result both experiments,

which are done by use of raw and logarithmic values, failed.

Table 4.4 reveals an important connection between k-means clustering and euclidean
based hierarchical clustering. The result shows a resemblance of over 95% between
two clustering methods. It can be concluded that these two methods bring about

similar clustering results in stream-flow dataset.
The second applied metric is correlation distance.

Figure and show the dendograms of the “correlation” based hierarchical
clustering. The dendograms of the Figure 4.10]and Figure .14] are same. Names of

the streams in Figure d.10]are removed for a better inspection in Figure 4.14]

It can be seen from the leftmost branch of the Figure {.14] that basins 14 and 21,
which are Yesilirmak and Firat, are clustered together. There are several important

points in these clustering. Firstly, all three samples from Yesilirmak basin are in this
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branch of the dendogram. Yesilirmak samples are clustered with Firat and they are
geographically neighbours. Secondly, only one of the samples of Firat is missing
from this branch of the dendogram and because of the size of Firat, this result can be
accepted normal. Better analysis can be made by use of exact location of the samples
instead of basin location. Moreover, this sample of Firat is in the left part of the

dendogram and in the neighbour branch to the other samples of Firat.

One of the other big branch just in right of the leftmost branch has samples from
21, 22, 23 and 25 basins, which are Firat, Dogu Karadeniz, Coruh and Van Goli,
respectively. There are several important points that can be noted about this branch.
First of all, both samples of the Coruh basin (23) in the dataset are clustered together.
Moreover, Dogu Karadeniz and Van Go6li has only one samples in the dataset and
these samples are clustered in the same branch. Secondly, all these 4 basins are
geographically neighbour. Besides, one of the missing sample of the Firat basin can
be seen in this branch. As mentioned since Firat basin has a biggest size between all
26 basins, if the clustering is done by use of coordinates of the samples more accurate

conclusion can be drawn.

Until that point, inspection of the left part of the dendogram from top is done. The
right part of the dendogram will be inspected at that point. The leftmost branch of the
right of the dendogram has samples from 5, 7 and 9 basins, which are Gediz, Biiyiik
Menderes and Orta Akdeniz, respectively. There are several important points that can
be noted about that part of the branch. Firstly, both samples of the Orta Akdeniz basin
are in this branch. Moreover, Gediz basin has only one sample in the dataset and this
sample is in this branch, also. Only one of the sampled from Orta Akdeniz basin is
missing and this sample is in the right of this branch and right part of the dendogram.
Secondly, these three basins are not geographically neighbours, but they are close
to each other. Moreover, it should be noted that, the stream-flow dataset does not
contain samples from 4,6,8 and 10 basins which means by existence of these basins
information more meaningful results can be drawn. In hydrological classification,
deductive and inductive reasoning are two approaches which are used based on the
available data[10]. In case of scarcity of data, deductive reasoning are used and it
uses geology, topography and climate data for hydrologic regionalization. Inductive

reasoning approach, on the other hand, uses available or predicted discharge data for
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Figure 4.15: Climate Map of Turkey

stream-flow classification. Because of the scarcity of the data, climate condition can
be used for samples from 4, 6, 8 and 10. It can be noted that because these four
basins’ sizes are small compared to other big basins, like Firat and Dicle, and this
part of the Turkey has a similar climatic condition, Mediterranean climate as can be

seen in Figure[d.15], that all these seven basins can be clustered together.

The rightmost of the dendogram has the biggest branch and several interesting con-
clusion can be drawn from this branch. First of all, all the samples of the Dicle basin
(26) is clustered in one of the sub-branch and it can be concluded that Dicle basin
has a specific condition that it is not clustered with samples form the other basins.
One more important points is that samples from basins 18 and 20, which are Sey-
han and Ceyhan, are clustered together in the rightmost part of the dendogram. One
upper level of this branch contains samples from basins 7, 12, 15, 17 and 20, which
are Biiyilk Menderes, Sakarya, Kizilirmak, Dogu Akdeniz and Ceyhan, respectively.
Although these five basins are not related geographically, checking exact location of

the samples in the dataset can lead to draw better conclusion from this branch.

All of the dendogram is inspected from left to right and it is seen that some logical
conclusion can be drawn based on this dendogram. At that point, it can be acclaimed
that correlation based hierarchical clustering is worked and the result of this method
is visualized on the Figure [4.16] by use of hierarchical clustering results and climate

information.
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Figure 4.16: Clustered Turkey Basin Map

Figure [4.12] shows the logarithmic values of the stream-flow by use of same methods
which are also used in Figure 4.10] It can be seen in Figure .12 that the left part of
the dendogram from top is nearly same as Figure .10} There are some differences
between Figure .10/ and {.12] in the right part of the dendograms from top, and it
can be concluded that the dendogram of the raw values gives a better results than the
dendogram of the logarithmic values. The reasons are that the samples of the Dicle
basin are not clustered together in Figure .12 and branches contain samples that are

not related geographically.

The cluster evaluation result between euclidean and correlation based hierarchical
clustering is 0.3867355 and this value shows that the resemblance of the clustering of
two methods is less than half and can be accepted low and this is why the results of
euclidean based hierarchical clustering is accepted as unsuccessful and the results of

correlation based hierarchical clustering is accepted as successful.

Correlation based hierarchical clustering in monthly stream-flow values supplies im-
portant results, therefore the same method is applied to the yearly averages in Figure
M.13] Several conclusion can be drawn from the dendogram inspection. First of all,
the leftmost branch of the left of the dendogram from the top clusters Firat and Dicle
(21,26) samples. However, some of the other samples of these two basins are in the

other branches. Secondly, the rightmost branch of the left of the dendogram from the
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Figure 4.17: (a) Time-series dataset with 9 samples and 3 patterns (P1,P2,P3). (b)
Dendogram of Euclidean based (shape-based) hierarchical clustering. (c) Dendogram
of temporal correlation (structure-based) hierarchical clustering [S3]].

top clusters all the samples from Gediz (5), Biiyilk Menderes (7) and Orta Akdeniz
(9) together. The other branches of the left of the dendogram can be accepted out-
lier since it is difficult to draw conclusions from them. The rightmost branch of the
right of the tree from top clusters all the samples from Yesilirmak (14) and left of
this branch contains samples from Firat and Coruh (21,23), which are geographically
neighbour of the Yesilirmak basin. Besides, one of the samples of Firat in this branch
is far away from the other samples of the basin and exact location inspection may

help to conclude more accurate results.

In this discussion section, the applied methods and their results are presented and
evaluated until now. At this point, it is crucial to explain why correlation based hier-
archical clustering is worked while euclidean based hierarchical clustering is failed.
First of all, it is explained in the previous section that there are two types of the dis-
similarity calculation concept, namely, shape-based and structure-based. Euclidean
is used for shape-based clustering and correlation is used for structure-based cluster-
ing. Montero and Vilar [55] explains the result of these two different approaches on
a dataset. Figure shows this dataset(a) and the result of the euclidean(b) and

temporal correlation(c) clustering.
A dataset with 9 samples are presented in Figured.17(a). This 9 samples has 3 differ-
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ent patterns, namely, P1, P2 and P3. It can be seen in Figure [4.17((a) that samples of
P1 and P2 have a similar values in magnitude. On the other hand, samples of the P1
and P3 follows a similar trend despite the big difference between their values. Figure
|.17(b) shows the result of the Euclidean based (shape-based) hierarchical clustering
and P1 and P2 is clustered firstly and P3 is added to them lastly. This result shows
that shape-based hierarchical clustering is done based on the closeness of the geo-
metric profiles [55]. Figure d.17(c) shows the result the temporal correlation based
(structure-based) hierarchical clustering and P1 and P3 is clustered firstly and P2 is
added to them lastly in this example. This result shows that structure-based hierarchi-
cal clustering is done based on the underlying dependence structure of the time series
and since trend (increasing/decreasing) of the P1 and P3 are closer to each other than
P1 and P2, they are grouped together [55)]. This result shed light on why correlation
based hierarchical clustering is successful in monthly stream-flow dataset. The con-
nections of the trends between time-series samples are searched in these experiments
and from Figure [A.T] to Figure allow a visual verification of the resemblance of
the stream-flow trends in the same basin. In conclusion, the result of the structure-

based hierarchical clustering reveals trend similarity between basins.

4.2.2 Hydroelectric Energy Production Dataset

In this chapter, correlation based hierarchical clustering gives promising results. There-
fore, this method is also applied to hydroelectric energy production dataset. There are
26 samples from 14 basins in stream-flow dataset. Hydroelectric energy production
dataset contains 75 pumped-storage type hydroelectric power plants and 25 of these
points are the points where stream-flow dataset values are acquired. Only hourly elec-
tric production information of Hosap is missing which is inside the Van Go6lii basins.
These 25 points are also clustered by use of correlation based hierarchical clustering
since it supplies successful results in former dataset and allows to make a comparison
between the samples of these two datasets. Figure [4.18] shows the clustering results

of hydroelectric energy production dataset.

In Figure 4.18] same method which is successful on stream-flow dataset is used. Dis-

tance matrix is calculated by use of correlation method and “ward” is used as a linkage
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method. Only the rightmost branch contains samples from neighbour basins, namely,
Firat(21) and Dicle(26). It is not possible to connect the other branch with the same

way.

In Figure 4.19] same method is applied to the log values of the hourly electric pro-
duction data of the hydroelectric power plants with dams in the hydroelectric energy
production dataset. The result shows that some of the samples of the Firat(21) and
both samples of the Coruh(23) are clustered together and other than these branches it

is not possible to make a connection between the samples in the branches.

The cluster evaluation result between raw and log values is 0.5285714 and this result
shows that the outputs of two methods are not similar. Although the output of raw

and log values are different, the results of the both methods are not useful.

Hydroelectric power plants dataset with 25 points does not supply meaningful infor-
mation, and therefore the same method is applied to the whole hydroelectric power
plants with dams data which contains 75 samples from 26 basins. The result of this

clustering can be seen in Figure

The rightmost branch of the Figure 4.20| shows that some of the samples of the
Firat(21) and Dicle(26) are clustered together. In the left of this rightmost branch
Kizilirmak(15), Seyhan (18), Ceyhan(20) and Coruh(23) are clustered. Kizilirmak(15),
Seyhan (18) and Ceyhan(20) are neighbour but Coruh(23) is not.

Left of this branch contains 4 samples in Firat(21) basin. Then one of the branch
contains samples of Sakarya(12) and Yesilirmak(14). One of the other branch has
samples from Dogu Karadeniz(22) and Coruh(23). One of the other branch has
Kizilirmak(15), Firat(21) and Dicle(26) samples. Kizilirmak(15), Seyhan (18) and
Ceyhan(20) are clustered together one of the other branch. Two samples from Yesilir-
mak(14) and one sample from Kizilirmak(15) are clustered together in one of the

other branch. These are branches with the neighbour samples.

Correlation based hierarchical clustering is applied to the run-of-river type hydroelec-
tric power plants. There are 311 samples in the dataset and these samples contain at
least 7000 observation for one year. The clustering results of the logarithmic values

of the hydroelectric energy production data of run-of-river type hydroelectric power
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Figure 4.19: Correlation based hierarchical clustering of 25 hydroelectric energy pro-
duction dataset(Hourly)
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plants can be seen in Figure

Dendogram in Figure 4.21] is cut in three levels. 4,6 and 12 clusters are acquired.

Results can be seen in Figures .22} 4.24] and [4.26]

The results of the four, six and twelve cluster solutions are visualized on Turkey map
and they can be seen in Figures[4.23] [4.25|and 4.27] In each of these figures, samples

of the same clusters are shown with circles of same color and same letters. Therefore,

both color and letter codes are used for identification of the samples of the clusters.

4.2.2.1 Discussion

75 points in the hydroelectric energy production dataset are belong to pumped-storage
type hydroelectric power plants. This type of plants store the water and use it when

needed. They work like batteries. Therefore, energy production is done when needed.

The results of the both clustering of 25 dams and 75 dams in Figure @.18| and Figure
4.19] and Figure .20 do not supply significant results although correlation based hi-
erarchical clustering is successful in stream-flow dataset. This 75 dams are used to
identify a possible connection between the stream-flow rate and hydroelectric energy
production and such a connection may help to make more accurate inferences about
the basin based clustering of the stream-flow dataset since it has more samples. How-
ever, method fails on this dataset. The reason is that there is not much correlation
between the electric production and stream-flow rate. Only in case of a long term
decrease in the stream-flow, the water level in the dams can decrease as well and the

stream-flow rate can affect the hydroelectric energy production.

The clustering results of the run-of-river type hydroelectric power plants also do not
supply significant results. The dendogram is clustered to four, six and twelve groups
but concentration of the same clusters in the same part of the map is not detected.
Therefore, correlation based hierarchical clustering in the run-of-river type hydro-

electric power plants dataset is failed.
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Figure 4.21: Correlation based hierarchical clustering of 311 run-of-river type hydro-
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Figure 4.22: Correlation based hierarchical clustering of 311 run-of-river type hydro-
electric power plants (Four Cluster)
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Figure 4.24: Correlation based hierarchical clustering of 311 run-of-river type hydro-
electric power plants (Six Cluster)
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Figure 4.25: Six Cluster solution on Turkey map

67



IP.dis.corlog
helust (*, "ward.D2")

Cluster Dendrogram

wbleH

Figure 4.26: Correlation based hierarchical clustering of 311 run-of-river type hydro-
electric power plants (Twelve Cluster)
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Figure 4.27: Twelve Cluster solution on Turkey map
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4.3 Clustering with Dynamic Time Warping

Dynamic time warping is applied to the stream-flow dataset and results can be seen

in Table

Table 4.5: Dynamic Time Warping based Hierarchical Clustering

Stream-flow Name | Basin Name | Cluster DTW
Demirkoprii 5 1
Adigiizel 7 1
Kemer 7 1
Karacaotren 9 1
Sariyar 12 1
Kilickaya 14 1
Almus 14 1
Hirfanh 15 1
Gezende 17 1
Menzelet 20 1
Ozliice 21 1
Kuzgun 21 1
Tercan 21 1
Torul 22 1
Zernek 25 1
Kralkizi 26 1
Dicle 26 1
Oymapinar 9 2
Altinkaya 15 2
Muratl 23 3
Borcka 23 3
Keban 21 4
Hasan Ugurlu 14 5
Catalan 18 5
Aslantag 20 5
Batman 26 6

The evaluation of the clustering in monthly and yearly dataset can be seen in Table
4.6l The values of evaluation results change between 1 and 0. 1 shows that the result
of the methods are identical whereas O shows that the result of the clustering between

two methods is totally different.
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Table 4.6: Cluster Evaluation

First Second Evaluation
Method Method Results
Monthly DTW (Average) Monthly DTW (Single) 0.7667895

Monthly DTW (Average-Log) | Monthly DTW (Single-Log) | 0.8796296
Monthly DTW (Average-Log) | Monthly DTW (Average) 0.6266204

Monthly DTW (Single-Log) Monthly DTW (Single) 0.5191638
Yearly DTW (Average) Yearly DTW (Single) 0.8649425
Yearly DTW (Average-Log) Yearly DTW (Single-Log) | 0.8175926
Yearly DTW (Average-Log) Yearly DTW (Average) 0.7100529
Yearly DTW (Single-Log) Yearly DTW (Single) 0.3744658
Monthly DTW (Average) Yearly DTW (Average) 0.6329806
Monthly DTW (Average-Log) | Yearly DTW (Average-Log) | 0.8031215
Monthly DTW (Single) Yearly DTW (Single) 0.6982906

Monthly DTW (Single-Log) Yearly DTW (Single-Log) | 0.6620370

Dynamic time warping clustering is applied both raw and logarithmic values of the
dataset in monthly and yearly resolution by use of average and single agglomera-
tion methods. The results show that the most similar clustering scheme is happened
between average and single agglomeration methods of logarithmic monthly dataset

since higher values indicate a high resemblance between two clustering results.

4.3.1 Discussion
It is presented in Table {.5] that Keban is still clustered as alone. This result shows

that problem of the clustering Keban continues and dynamic time warping method is
failed.

4.4 Clustering with Longest Common Subsequence

4.4.1 Stream-Flow Dataset

Longest common subsequence is one of the another algorithm which can be used for

trend detection in time series. This algorithm is basically compare two time series and
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Figure 4.28: Plot of Firat and Dicle basins clustering by use of LCSS
method(Monthly-Log)

detect the longest common part between two time series. LCSS is applied to the log
values of monthly stream-flow in Firat and Dicle basins. The result of the clustering

can be seen in Figure [4.2§]

It can be seen that Firat and Dicle streams are clustered correctly by use of LCSS
method. This result shows that the problem of clustering of the Keban stream is
overcame. Since the problem faced in the previous methods is solved, LCSS method

is applied to whole dataset and the result can be seen in Figure |4.29

4.4.1.1 Discussion

Firat and Van Golii basins are clustered with Dicle,Coruh and Kizilirmak in the upper
level in the leftmost part of the figure. These basins are also connected to each other
geographically. However, the other branches are not connected geographically. For
that reason, although the clustering of Firat and Dicle is successful, the result of the

method on the whole dataset is failed.

4.4.2 Hydroelectric Energy Production Dataset

In this chapter, different clustering methods are applied to the monthly stream-flow

dataset and it is concluded that correlation based hierarchical clustering and longest
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Figure 4.29: Plot of basins clustering by use of LCSS method



common subsequence method supply meaningful results. Therefore, LCSS is also
applied to hydroelectric power plants with dams in the energy production dataset as
clustering method. LCSS clustering result of the 25 out of 26 points, which also exist

in the monthly stream-flow dataset, in hydroelectric energy production dataset can be

seen in Figure 4.30]

25 points in this dataset are belong to pumped-storage type hydroelectric power
plants. This type of plants store the water and use it when needed. It works like a
battery. In this dataset, there are hourly electric production of 75 plants for one year.
Figure 4.30] contains 25 of them to allow to make a comparison between stream-flow

and electric production datasets. The LCSS clustering of 75 plants can be seen in

Figure 4.31]

4.4.2.1 Discussion

In Figure .30 dendogram of the 25 pumped-storage type hydroelectric power plants
are shown and it is hard to make a location based connection between the samples. It
does not reveal an important connection between samples. In Figure dendogram
of the 75 pumped-storage type hydroelectric power plants are shown. In this figure,
some branches have neighbour samples. For example, one of the branch contains
samples from Yesilirmak(14), Kizilirmak(15), Firat(21). One of the branch contains
samples from Ceyhan(20) and Firat(21). Although the mentioned branches contain
samples from neighbour basins, there are several other branches with samples which
do not have neighbour connection. As a result, it is hard to make an inference by
using these results and it can be concluded that method longest common subsequence

clustering fails on the hydroelectric energy production dataset.

4.5 Validation

Calinski Harabatz criterion is used to find the optimal number of the cluster in the
experiments. The cluster number is chosen accordingly before beginning the experi-
ments. It is also important to validate the results of the clustering of the stream-flow

dataset by using validation techniques after the experiments to evaluate the quality of
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Figure 4.30: LCSS clustering of 25 hydroelectric energy production dataset(Hourly)
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the results. Validation can be measured by using Dunn index, silhouette width and
connectivity. Dunn index is calculated by dividing the smallest length between sam-
ples which are not in the same cluster to the biggest intra-cluster distance. Dunn index
value may be between zero and infinity and it should be maximized. The silhouette
value is the measurement of the confidence in clustering assignment of a specific
sample. The silhouette value may vary between -1 and 1. 1 indicates well-clustered
samples whereas -1 indicates the poorly clustered samples. The silhouette width is
calculated by use of silhouette number. It is the average of each sample’s silhouette
value. It should be maximized. The degree of the connectedness between clusters
is calculated by use of connectivity. Connectivity value may be between zero and
infinity and it should be minimised [56]. In Figure #.32] the optimal number of the

cluster and values of the Dunn index, silhouette width and connectivity are shown.

In Figure 4.33] validation results of the logarithmic values of the stream-flow dataset

are presented.

4.5.1 Discussion

Validation results show that both k-means and hierarchical clustering on stream-flow
dataset have very similar Dunn index, silhouette and connectivity values. Moreover,
optimal number of clusters is found as two. All optimum values belong to hierarchical
clustering. Silhouette width is 0.8420 and this value is near 1, which indicates a well-
clustered samples. Dunn index is 2.7895 and it has the highest value for two cluster as
well. Connectivity is 2.9290 and it should be minimised. However, the connectivity

value is high and it shows the connectivity of the samples are not good in the clusters.

Calinski Harabatz criterion is found the optimal number of cluster for the logarithmic
values of the stream-flow dataset as 2. Best connectivity and silhouette width are
acquired in 2 cluster solution as well while best Dunn index value is acquired in 3
cluster solution. Results show that hierarchical clustering gives the best results for
connectivity and Dunn index while k-means gives the best results for the silhouette
width. Silhouette width is 0.518 and it shows that silhouette width of the logarithmic
values of the stream-flow dataset is worse than the silhouette width of the real values

of the stream-flow dataset. Connectivity should be minimised but it is high like the
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Clustering Methods:
hierarchical kmeans

Cluster sizes:
2345678

Validation Measures:
2 3 4 5 [+ 7 8

hierarchical Conmnectivity 2.9%290 6.7869 14.2817 19.3619 21.361% 24,3952 25.4786

Dunn 2.78%5 0.8281 ©0.4086 ©.5379 0.5379 0.5552 0.5552
Silhouette 0.8420 0.5474 0.4243 0.40%9 0.3724 0.3413 0.3161
kmeans Connectivity 2.9290 6.7869 16.9333 19.8187 21.8187 26.2032 2B.2865
Dunn 2.7895 0.8281 0.3191 0.4077 0.4077 0.438% 0.4701

Silhouette 0.8420 0.5474 0.4447 0.4017 0.3640 0.3434 0.3126

Optimal Scores:

Score  Method Clusters
Connectivity 2.9298 hierarchical 2
Dunn 2.7895 hierarchical 2

Silhovette ©.8420 hierarchical 2

Figure 4.32: K-means and Hierarchical clustering validation results

Clustering Methods:
hierarchical kmeans

Cluster sizes:
2345678

Validation Measures:
2 3 4 5 [+ 7 8

hierarchical Connectivity 2.92%09 6.7869 10.3115 12.3115 17.6575 25.3B81 26.5881

Dunn ©.3565 0.5240 0.4842 0.4842 0.3740 0.344% 0.3443%
Silhouette 0.4443 ©.3558 0.4765 0.4465 0.3754 0.3V61 ©.3520
kmeans Connectivity 3.5246 13.0234 12.5444 14,5444 21,6647 25,3881 25.7786
Dunn @.2765 ©.0849 0.4418 0.4418 0.1994 0.3449 0.3449

Silhouette 0.5180 ©.3839 0.4692 0.4368 0.3792 0.3761 0.3346

Optimal Scores:

Score Method Clusters
Connectivity 2.929 hierarchical 2
Dunn 0.524 hierarchical 3
Silhouette 0.518 kmeans 2

Figure 4.33: K-means and Hierarchical clustering validation results of logarithmic
values
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silhouette values of the real values of the stream-flow dataset. Dunn index should be
minimised but it is high unlike the Dunn index of the real values of the stream-flow
dataset. As a result, cluster validation of the logarithmic values of the stream-flow

dataset gives bad results.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

Basin clustering is important for many fields and one of these fields is security of the
energy supply. Supply is predicted by use of yearly, seasonal and regional informa-
tion. Yearly and seasonal information exist in the stream-flow dataset and regional
information is the only missing part for researches. The aim of this thesis is to find

an appropriate basin clustering by use of data mining clustering techniques.

In this thesis, previous approaches to basin clustering problem are inspected. The
problem of previous approaches are detected. The clustering techniques which are
used in previous researches are repeated and the reasons of failures of these tech-
niques explained. After that, it is shown that structure based hierarchical clustering
can be used for trend detection of the time series. The clustering methods of shape
based and structure based clustering are explained by Montero and Vilar [55] on a
sample dataset and it is proved that shape based clustering can be used to detect
closeness of the geometric profiles of time series like magnitude of the values in the
time series and structure based clustering can be used to detect underlying depen-
dence structure of the time series like trend of the values in the time series. With the
help of this information, correlation based hierarchical clustering is suggested for an
accurate clustering since it does structure based clustering. Basin grouping is done
by using the output of this method and visualization of suggested basin grouping is

presented in the related section.

Longest common subsequence clustering and structure based hierarchical clustering
deliver good results, and therefore these two methods are also applied to the hydro-

electric power plants with dams in the hydroelectric energy production dataset. This
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dataset contains one year (between 01.06.2014 to 30.06.2015) hourly electric produc-
tion data of 75 pumped-storage type hydroelectric power plants and 311 run-of-river
type hydroelectric power plants of Turkey. 25 of these points are the same points
where the measurements of stream-flow dataset are done. For this reason, clustering
methods are applied to this sub-sample dataset. After that, the whole hydroelectric
power plants with dams in the hydroelectric energy plant dataset is used for cluster-
ing. Both structure based hierarchical clustering and longest common subsequence
clustering failed on the hydroelectric energy production dataset. The reason of failure
is that there is not much correlation between the electric production and stream-flow
rate. Only in case of a long term decrease in the stream-flow, the water level in the
dams can decrease as well and the stream-flow rate can affect the hydroelectric en-
ergy production. Structure based clustering is also applied to the 311 run-of-river type

hydroelectric power plants, but the method does not supply meaningful results.

In conclusion, basin clustering of Turkey is done by use of structure based clustering

technique on stream-flow dataset and aim of this thesis is achieved.

For the future work, the results can be checked by using a bigger dataset. Several
small basins are missing in stream-flow dataset used in this project. Neighbourhood
connections can be identified more accurately in this way. In hydroelectric energy
production dataset, electric production of one year is used. The increase of this time

interval may help to enhance the clustering results.
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APPENDIX B

INFORMATION ABOUT R PACKAGES

“Zoo” [S77]] package of the R is used to plot the time series of the streams. The package
automatically arrange the time axis based on the shortest records between all the time

series.

“kml” [S8]] package is used for clustering longitudinal data. “kml” function in the
package is used for k-means clustering of data. Kml function takes the dataset, sets
the k values 2, 3, 4, 5 and 6 in default and applies the clustering algorithm 20 times.
The result is shown graphically and the suggested number of the cluster for the dataset
is also shown with a black dot on the plot by use of “choice” function. The cluster of

each longitudinal object for each k values are stated by use of “getCluster” function.

R has “TSclust” [55] package for hierarchical clustering of the time series. The eval-
uation of the cluster assignment can also be done by use of this package. It has
several dissimilarity measures for time series clustering. It has model-free clustering
approaches, model-based approaches, complexity-based approaches and prediction-

based approaches and each approaches contains several methods.

“TSclust” package has a distance function and can be used to calculate it by use
of dynamic time warping as a distance measure. Besides, R has another package
called “DTW” [39]. This package also has a distance function and calculates the
distance matrix of the time series dataset by use of dynamic time warping as a distance
measure. Therefore, two different packages of the R can be used for dynamic time

warping clustering.

The cluster assignment difference between two methods can be checked by use of

“cluster.evaluation” function of the TSclust package. This function returns a value
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between 1 and 0. Higher values indicate a high resemblance between two clustering

results since 1.0 shows that clustering results of the two methods are identical.

“ward.D2” is one of the linkage method of TSclust package. TSclust package offers
two ward methods. “ward.D” methods should be used with the square of the distance
matrix and “ward.D2” function can be used directly with distance matrix in “hclust”
function. Therefore, if distance matrix parameter is appropriately set then the result

of two function will be same.

R has “TSdist” [60] package and this package has “tsDatabaseDistances” function
which accepts a time series dataset and distance matrix (e.g. LCSS, Fourier, etc.) as

argument and returns the distance matrix of the dataset.
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