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ABSTRACT

IMPROVED WIND POWER FORECASTING USING COMBINATION
METHODS

Köksoy, Ceyda Er

M.S., Department of Computer Engineering

Supervisor : Dr. Ay³e Nur Birtürk

Co-Supervisor : Assoc. Prof. Dr. P�nar Karagöz

September 2015, 86 pages

Wind is an important renewable energy source to produce electricity thanks to

its reliable, omnipresent and economically feasible characteristics and it has a

growing proportion in overall energy production worldwide. However, integra-

tion of the generated wind power into the existing transmission grid is an issue

due to inherently volatile and intermittent behavior of wind. Moreover, the

power plant owners need reliable information about day-ahead power produc-

tion for market operations. Therefore, wind power forecasting approaches have

been gaining importance in renewable energy research area. There are many

applicable wind power forecasting models including physical model, several sta-

tistical models such as ANN and SVM, and hybrid models. However, all of them

have di�erent advantages and disadvantages according to the wind characteris-

tic of wind power plant region. At this point, forecast combination approaches

stand out not to rely on a single forecast model, and also utilize forecast diver-

si�cation. A combined forecast should be better than the individual forecasts,
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or at least be equal to the best performed one in order to be regarded as an

ideal combination. Within the scope of this thesis, various forecast combination

methods are proposed to provide ideally combined forecasts. These combination

methods have been veri�ed on forecasts data of The Wind Power Monitoring

and Forecast System for Turkey (R�TM). The experimental results show that

all of the applied combination methods give better forecast error rates for most

of the wind power plants compared to individual forecasts.

Keywords: Wind Power Forecasting, Forecast Combination, Lp-Norm Estima-

tors, Fuzzy Soft Sets, Regression Trees, Random Forest
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ÖZ

KOMB�NASYON YÖNTEMLER� KULLANILARAK RÜZGAR GÜCÜ
TAHM�NLER�N�N GEL��T�R�LMES�

Köksoy, Ceyda Er

Yüksek Lisans, Bilgisayar Mühendisli§i Bölümü

Tez Yöneticisi : Dr. Ay³e Nur Birtürk

Ortak Tez Yöneticisi : Doç. Dr. P�nar Karagöz

Eylül 2015 , 86 sayfa

Emniyetli, her yerde ve her zaman haz�r olarak bulunabilen ve ekonomik aç�dan

elveri³li olan rüzgar, dünya çap�ndaki toplam elektrik üretimindeki pay� gide-

rek artan önemli bir yenilenebilir enerji kayna§�d�r. Ancak, rüzgar do§as� gere§i

de§i³ken ve devaml�l�§� olmayan bir yap�dad�r. Bu nedenle rüzgardan üretilen gü-

cün, kararl� yap�da olan elektrik ³ebekesine entegrasyonu sorun olu³turabilmek-

tedir. Ayr�ca, santral sahipleri enerji piyasas�na bildirmek üzere gün öncesinden

rüzgar gücü üretim bilgilerine ihtiyaç duymaktad�r. Bu sebeplerden dolay�, rüz-

gar gücü tahmin çal�³malar� yenilenebilir enerji alan�nda önemli bir yer kazan-

m�³t�r. Günümüzde kullan�lan ve uygulanabilir olan birçok rüzgar gücü tahmin

modeli bulunmaktad�r. Fiziksel model, ANN ve SVM gibi istatistiksel modeller

ile hibrit modeller bunlara örnek olarak verilebilir. Ancak, rüzgar gücü santrali-

nin bulundu§u bölgedeki rüzgar karakteristi§i göz önüne al�nd�§�nda, bu yöntem-

lerin birbirlerine göre baz� avantaj ve dezavantajlar� vard�r. Bu noktada, rüzgar
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gücü tahmin sistemini tek bir tahmin modeline dayand�rmak yerine, tahmin mo-

dellerinin çe³itlili§inden yararlanan bir yakla³�m benimsenmektedir. Bu yakla³�m

tahminlerin birle³tirilmesi ya da tahminlerin kombinasyonu olarak isimlendirile-

bilir. Ba³ar�l� bir tahmin kombinasyonu, kendini olu³turan özgün tahminlerinin

her birinden daha iyi sonuç vermeli ya da, en az�ndan en iyi sonucu veren özgün

tahmin ile e³it sonuç vermelidir. Bu tez kapsam�nda, ideal tahmin kombinasyo-

nunu elde edebilmek için çe³itli tahmin kombinasyon yöntemleri geli³tirilmi³tir.

Geli³tirilen bu yöntemler, Türkiye Rüzgar Gücü �zleme ve Tahmin Merkezi'nin

(R�TM) tahmin verileri üzerinde test edilmi³tir. Deneysel sonuçlar neticesinde,

test edilen rüzgar gücü santrallerinin birço§u için, önerilen tüm kombinasyon

yöntemleri özgün tahminlere k�yasla daha iyi tahmin hata oranlar� ile sonuçlan-

m�³t�r.

Anahtar Kelimeler: Rüzgar Gücü Tahmini, Tahminlerin Kombinasyonu, Lp-

Norm Tahmincileri, Bulan�k Yaz�l�msal Kümeler, Regresyon A§açlar�, Rastgele

Orman
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CHAPTER 1

INTRODUCTION

1.1 Overview

Environmental aspects and quality of life indicate that environmental pollution

(of air, water, etc.) and climate changes are largely related to the excessive

usage of conventional energy sources based on oil, coal, and natural gas. These

traditional energy sources not only threaten the human health, but also dam-

age economic progress, since obtaining energy from these sources is a costly

process. However, the main challenge is that energy demand of the world is

increasing, while it is running short of fossil-fuel based energy sources day by

day. All the mentioned negative aspects of these non-renewable sources redound

to importance of renewable resources in overall energy production [1, 2].

Renewable energy resources can be generally de�ned as the sources which are

continually replenished by nature and derived directly from the sun (such as

thermal, photo-chemical, and photo-electric), indirectly from the sun (such as

wind, hydropower, and photosynthetic energy stored in biomass), or from other

natural movements and mechanisms of the environment (such as geothermal and

tidal energy). In comparison to the fossil fuels, these sources do not have any

negative e�ects on the environment and human health, while turning into usable

forms of energy such as electricity, heat and fuels [3].

Among all renewable energy sources, wind has been ranked as the �rst renewable

energy resource in the world as regards its potential to produce electricity [2].

It is a type of clean energy source with its environment-friendly, renewable and
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sustainable nature. In addition, it is a cost e�ective energy source with its

feasible rich potential. However, a large-scale introduction of wind power causes

a number of challenges for electricity market and power system operators.

Unlike most of the other renewable energy sources, wind is inherently variable

and uncertain. Therefore, it is a �uctuating source of electrical energy which

causes di�culties for Transmission System Operators (TSOs) and wind power

plant (WPP) owners who need reliable information for unit commitment, dis-

patching and trading in electricity markets [4]. At this point, forecasting the

behavior of wind has emerged as an important issue in renewable energy research.

Moreover, accurate wind power prediction systems are required for WPP owners

to reduce the �nancial and technical risk of the uncertainty of wind power pro-

duction, since variations in the estimated wind power will in�uence the clearing

prices for both energy and operating reserves [5].

A great number of studies have been conducted in order to bene�t from wind

energy in all over the world. Generally, countries are building wind power moni-

toring and forecast centers in order to handle the variability of wind. Experience

has shown that accurate and reliable wind power forecasting systems are widely

recognized as a major contribution for increasing wind penetration [6]. Accord-

ingly in our country, a large-scale wind power management system for Turkey,

called Rüzgar Gücü �zleme ve Tahmin Merkezi (R�TM), is developed by The

Scienti�c and Technological Research Council of Turkey (TÜB�TAK) for Gen-

eral Directorate of Renewable Energy of Turkey (YEGM) with the features of

on-line monitoring of wind power plants and short-term forecasts up to 48 hours.

In recent years, various short-term wind power forecasting models have been

developed using physical or statistical approaches. The physical approach at-

tempts to predict local wind speed by using atmospheric behavior, and then the

corresponding power generated at the wind farm, while the statistical approach

attempts to determine the relationship between a set of explanatory variables

and the power generated at the wind farm by using historical data [7].

Forecast models of R�TM includes a physical model, two of the commonly used

statistical models, namely Arti�cial Neural Network (ANN) and Support Vec-
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tor Machine (SVM), and a hybrid model composed of statistical methods and

data mining approach, which will be referred to as cluster based forecasts in the

following sections. All these models are applied to multiple numerical weather

prediction (NWP) sources independently. Thus, a certain number of power fore-

casts can be obtained that are corresponding to each hourly power generation.

1.2 Motivation

Faced with multiple forecasts of the same variable, which one would be the best

to choice? In particular, should a single dominant forecast be identi�ed as the

best one, or should a combination of the outstanding forecasts be used to produce

a pooled summary measure? Theoretically, unless one can identify a speci�c

forecast model that frequently outputs lower forecast errors when compared

to its competitors, combination of forecast models tends to give better results

rather than relying on a single model, because of the advantage of diversi�cation

[8].

The concept of combining forecasts started with the study in [9], which claimed

that a suitable linear combination of forecasts could achieve higher forecasting

accuracy than a policy of trying to identify and use the single best forecast, in

the sense of a smaller error variance. Over the years, applications of combin-

ing forecasts have been found in many �elds such as meteorology, economics,

insurance and forecasting sales and price [10].

In the wind energy industry, the availability of alternative forecasts is rather

usual. There are various NWP sources from several prediction agencies, and

also several applicable methods for wind power forecasting. So, it is di�cult

to decide which one is the most appropriate to use among a set of alternative

forecasts [11].

Combination of wind power forecasts becomes an issue as discussed in the liter-

ature to obtain a �nal single forecast output, if multiple forecast outputs exist.

Moreover, an individual forecast may not always output satisfactorily, while a

combined forecast that takes the advantages of the individual ones may give
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better results. As a consequence, the researchers who study on wind power pre-

diction not only use multiple NWP sources on their proposed forecast methods,

but also try di�erent procedures on a particular NWP source. Then, they try

to combine all applied forecasts instead of choosing the best individual one.

Combining several wind power predictions is valuable in exploiting the fact that

each forecast model has strengths and weaknesses in di�erent situations [12, 13].

Ideally, a combined forecast has to be better than the individual predictions, or

at least be equal to the best performed prediction to be regarded as a successful

combination of forecasts [11].

There are a number of studied forecast models within the scope of R�TM, there-

fore, this thesis' motivation is applying di�erent forecast combination methods

on all these forecast models' outputs to �nd the optimal combination solution,

and also to obtain better wind power predictions for R�TM.

1.3 Combination of Forecasts

In this section, the idea behind the forecast combination, and forecast combi-

nation approaches in the literature are presented in a general view. Moreover,

the proposed combination methods with their contributions to R�TM are brie�y

mentioned.

1.3.1 Concepts in Forecast Combination

A �nal single forecast value, obtained from a combination of the individual fore-

casts, is the output of a function that computes the sum of the weighted forecasts

produced by di�erent forecast models. The weights (presented between 0 and 1)

show the contribution of corresponding forecast models used in the combination

method. With n individual forecasts, fit, for i = 1, ..., n, the combined forecast
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is

fCt =
n∑
i=1

wifit (1.1)

with
∑
wi = 1, if the individual forecasts are unbiased and this is also desired

for the combined forecast [14].

There are two ways to construct the weight of each individual forecast. The

�rst one is �nding the optimal �xed weights (FWs), and the second is changing

weights from time to time. Both �xed and time-varying weights can be deter-

mined by using various optimization methods, or taking some assumptions into

account [15, 16].

A growing number of studies have appeared in the literature over the last decades

to �nd the optimal forecast combinations. In order to obtain accurate forecasts,

the key point in the combination procedure is determination of the weights and

the type of combination function. The combination function can be chosen as

a linear or a non-linear function. Conventional approaches presented in forecast

combination studies are generally focused on linear combination methods, such

as various types of unconstrained or constrained regression techniques, successive

averaging, and multiple objective linear programming models. [15, 17].

1.3.2 Proposed Combination Methods and Contributions

R�TM has a naive combination module to publish a �nal single forecast only

from Cluster-based Forecasts. However, it needs to be improved and expanded to

cover all the studied forecast models including also physical model, ANN model,

and SVM model. Therefore, di�erent combination methods are proposed in

this study to combine N -individual forecast models and evaluated in terms of

normalized mean bias, normalized mean absolute errors, normalized root mean

square errors of generated forecasts.

Within the scope of this thesis, there are three main proposed approaches for

wind power forecast combination that are generally based on time-varying weight
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determination. The �rst one uses Lp-norm estimators for multiple linear regres-

sion estimation, the second one uses tree-based methods including regression

trees and random forests, and the last one uses fuzzy soft sets (FSS) to de-

termine weights of short-term forecasts. However, Lp-norm estimators based

combination method is stated as more feasible solution for R�TM combination

problem, compared to tree-based methods and FSS based method.

1.4 Organization of the Thesis

The rest of this thesis is organized as follows.

In Chapter 2, background information about wind power forecasting domain is

given that includes NWPs and commonly used wind power forecasting methods.

In addition, some of the predictive modeling techniques used in statistics, data

mining and machine learning are presented in this chapter in order to introduce

the proposed forecast combination methods.

The general architecture of R�TM is given in Chapter 3. The details of the

data used in the forecast models of R�TM, including data acquisition and data

storage procedures are explained in this section. Moreover, forecast models of

R�TM, which participate in combination methods, are presented.

In Chapter 4, the proposed combination methods, namely Lp-norm estimators

based combination, tree-based combination, and FSS based combination are

described in detail, together with their implementations to R�TM. In addition,

related studies on forecast combination inspiring to proposed combination meth-

ods, that are not only speci�c to wind power forecasting, but also used in dif-

ferent areas taking place in the literature are summarized.

The evaluation results of all the proposed forecast combination methods are

given in Chapter 5. Also, a comparison among these methods are presented in

that chapter.

The thesis is concluded with further remarks and possible future work in Chapter

6.
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CHAPTER 2

BACKGROUND

2.1 Wind Power Forecasting Domain

Variability of wind is the biggest challenge in implementing wind energy in a

reliable electricity system that necessitates a perfect balance between supply

and demand in real time. Wind power is produced according to available wind,

i.e., the power output �uctuates with wind speed variations and it needs to be

balanced in terms of supply and demand. At this point, an accurate wind power

forecasting system has a signi�cant role to deal with this challenge providing eco-

nomic and technical advantages. It reduces the risk of uncertainty and provides

better grid planning and integration of wind into power systems [4, 18].

Wind power forecasting is a complex task, since a wind speed time series can

be a highly nonlinear random process, which changes its mean and standard

deviation at any time. So, no typical patterns can be directly found from the

series. However, in the literature, many studies have introduced di�erent wind

forecasting technologies and experience [6].

A forecasting system is characterized by its time horizon, which is the future

time period for which the wind power generation will be predicted. In other

power system forecasting problems, like load forecasting, the forecasting system

is characterized according to its time horizon as very short-term, short-term,

medium-term, or long-term. Wind forecasting has mainly focused on the very

short-term of a few hours, the short-term ranging from hours up to 2 or 3 days

and the medium-term from 3 up to 7 days. These time frames represent the
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time intervals that power system operations are carried out within, including

regulation, load �ow, balancing, unit commitment and scheduling. Presently,

due to the economic value of forecasting, most of the commercial and research

forecast systems are used for time horizons ranging from 36 to 72 hours ahead

[4, 5].

Wind power prediction is always site dependent. This is because power out-

put of a wind turbine directly depends on the wind speed, which is a�ected

by large-scale atmospheric conditions and topography of the surface landscape.

Therefore, the characteristics of the local wind pro�le, terrain type and climate

conditions should be considered while wind power predictions are been generat-

ing. If there are small-scale changes in atmosphere for a particular region, wind

speed would be more stable, which means that wind power forecasting would

be more accurate in that region. Also, wind forecasting is more complex in a

terrain of onshore wind farm than an o�shore one [6].

Relationship between wind speed and wind power is nonlinear, basically cubic.

It can be expressed with the following equation:

P =
1

2
ρAυ3 (2.1)

where P (W ) is wind power (wind energy per unit time), ρ (kg/m3) is density

of air, which depends on temperature and pressure of air, A (m2) is swept

area of wind turbine, and υ (m/s) is wind speed. Therefore, a small error in

wind speed prediction will actually cause a larger (cubic) error in wind power

prediction. Moreover, considering the entire wind farm, this relation is more

sophisticated, since di�erent turbines use multiple wind directions and speed to

perform optimal operation [18].

In wind power forecasting concept, wind speed is predicted �rstly, and then es-

timated wind speed is converted into wind power prediction. Although using

the manufacturers' power curve is the easiest approach to map wind speed into

wind power, the optimal way is to use a power curve created by using measured

wind at the terrain. Power curve is a data matrix speci�c to each wind farm,
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which comprises all possible combinations of wind direction and wind speed cor-

responding to di�erent wind power outputs. Power curve is constructed through

simulation software tools by using historical data [6, 18].

Another point worth mentioning is that because of the di�erences in each local

characteristics of wind, di�erent results can be obtained from di�erent wind

power prediction systems, and also it is di�cult to compare prediction systems

based on available results [6].

2.1.1 Numerical Weather Predictions

NWPs are general purpose models that, in principle, can be used for whatever

problem concerning atmospheric physics. The output of an NWP model is a

detailed forecast of the state of the atmosphere at a given time. Thus, NWP

forecasts are not produced for only the electricity industry, but also used by a

variety of industries, sectors and government agencies [4, 19].

NWPs are rendered on supercomputers as they need high number of computa-

tions [18]. The development of powerful computers has enabled the implementa-

tion of reliable and high-resolution NWP models, which can reach approximately

two kilometres resolution at maximum in their non-hydrostatic version. NWP

models can be classi�ed according to their space-temporal scale. Each NWP

model tries to monitor the evolution of the atmosphere for its speci�c scale,

although high spatial resolution cannot be combined with high temporal res-

olution. In general, a NWP model with high spatial resolution (small spatial

scale) will have a low temporal validity for its predictions (small temporal scale),

while a NWP model with with a low spatial resolution will have a much greater

temporal validity. NWP models with great spatial and temporal scales (also

known as global models) usually make predictions for the whole world, which

is valid over one week. Short-term wind power forecasting (hours up to 2 or 3

days) needs predictions from a NWP model with high spatial resolution [7, 19].

It is well-known that the accuracy of the NWP model has a major impact on

the error of the wind power predictions. An error on wind speed prediction
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by the NWP model becomes cubically larger when it is converted into wind

power as can be seen in Equation 2.1. Therefore, using NWP models for wind

power forecasting is even more critical than for other applications. Customarily,

NWPs are run more than once a day due to the di�culty of gaining information

in short-time. Moreover, accurate predictions can be obtained when weather

conditions are stable [13, 18].

NWP models mostly tend to exhibit systematic errors in the prediction of certain

meteorological parameters such as wind speed and direction, especially near

the surface and onshore because of a weak representation of the local e�ects

on the air�ow. Increasing the model resolution may provide improvement in

the representation of smaller-scale �ow characteristics, nevertheless, it is still

uncertain that the use of higher-resolution models would improve the forecast

skill considerably, or compensate excessive usage of computational resources

required for these applications. In other words, predictions with high resolution

would improve accuracy slightly, but would cost more. Therefore, a variety of

approaches that are generally based on statistical methods can be used to reduce

the in�uence of systematic errors in the output of NWP model [19].

2.1.2 Wind Power Forecasting Methods

A number of di�erent approaches have been applied to forecast wind power

produced by wind farms. These approaches can be divided into two main cate-

gories: One is physical modeling approach and the other is statistical modeling

approach. Physical models focus on the description of the wind �ow around and

inside the wind farm by considering terrains, obstacles, pressures, and temper-

atures to estimate wind power. On the other hand, statistical models construct

mathematical models by using historical data to predict near future genera-

tion of wind power. The physical models have advantages in predictions for

long (larger than 6 hours ahead) time horizons, while statistical models perform

well in predictions for very short (several minutes to one hour) time horizons

[4, 5, 6, 20].

In addition to physical and statistical approaches, there is a third group named
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hybrid model, which is the combination of physical and statistical models, and

it associates the advantages of both physical and statistical approaches [4, 5].

Details of these three approaches are presented in the following sub-sections.

2.1.2.1 Physical Models

Physical models mainly use NWP forecasts, and they downscale NWP forecasts

at a certain grid point to the particular site and turbine hub height, by taking

into consideration geographical conditions of WPP area including surface rough-

ness, obstacles, e�ects of orography and wind farm layouts. However, collecting

the information of WPP area conditions is one of the main di�culties in the

implementation of physical models [4, 5, 6].

Several sophisticated �ow modeling methodologies, such as mesoscale meteoro-

logical model (MM5) and computational �uid dynamics (CFD) have been used

for wind speed prediction for physical models. These advanced models have

the potential to improve the modeling of the wind �ow, especially in complex

terrains. Additionally, model output statistics (MOS) are often used to reduce

systematic forecasting errors for post-processing power predictions [5, 6].

There is a famous physical wind power forecast model called Prediktor [21],

which is developed by Landberg in Denmark and it is one of the oldest forecast

tools in the literature. It is integrated to wind power forecasting systems in

Spain, Denmark, Republic of Ireland, Northern Ireland, France, Germany, USA,

Scotland and Japan [4].

2.1.2.2 Statistical Models

Statistical models construct a statistical model by analyzing a vast amount of

historical data, and the relation between historical power production and NWP

forecast is determined to predict the future power output. Constructed model

is also updated dynamically with new incoming data.

Unlike the physical models, statistical models include only one step to translate
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input variables into wind generation.This one-step statistical block can apply

one or more statistical linear and nonlinear models of di�erent types. A sub-

classi�cation consisting of time series based models and soft computing based

approaches, exists for statistical models .

Traditional time series based models are developed using historical values. They

are easy to model, inexpensive, and capable to provide timely prediction. Com-

monly used time series models include autoregressive (AR), moving average

(MA), autoregressive moving average (ARMA), autoregressive integrated mov-

ing average (ARIMA) models, and Kalman Filters (KF). Few other time series

based models include grey predictors, linear predictions, exponential smoothing,

etc. [18].

Soft computing approaches learn from the relationship between the predicted

wind and observed power output using a long-time frame historical data. There-

fore, they are also known as learning approaches. Some examples of learning

approaches called �black-box� models, which include most of the arti�cial in-

telligence based models, such as Neural Networks (NNs) and Support Vector

Machines. Other types of models are the �grey-box� models, which learn from

experience and for which prior knowledge can be injected [4, 5].

2.1.2.3 Hybrid Models

The aim of hybrid models is to bene�t from the advantages of physical and

statistical models, and obtain a globally optimal forecasting performance. These

models use NWP sources, in addition to physical characteristics of the terrain,

and take into consideration the historical power generation data [5, 6].

2.1.3 Performance Evaluation of Power Forecast Systems

Performance of a power forecast model is evaluated by its forecast error, which

can be de�ned as any di�erence between the actual and predicted power values.

Obtained value describes how much the predictions deviated from the actual

power productions.
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In present, a number of performance metrics have been proposed and employed

to evaluate the wind power forecast accuracy. However, a single universal stan-

dard is still not recognized, and this de�ciency actually complicates the perfor-

mance comparison of di�erent forecasting models. Therefore, several statistical

metrics are used in order to assess the performance of forecast models such as

mean bias (MB), mean absolute error (MAE), root mean square error (RMSE),

and mean absolute percentage error (MAPE) [22, 23].

MB =
1

T

T∑
t=1

(ft − yt) (2.2)

MAE =
1

T

T∑
t=1

|ft − yt| (2.3)

RMSE =

√√√√ 1

T

T∑
t=1

(ft − yt)2 (2.4)

MAPE =
1

T

T∑
t=1

∣∣∣∣ft − ytyt

∣∣∣∣ (2.5)

where ft represents the predicted value at time t, yt represents the actual obser-

vation value at time t, and T is the number of observations that corresponds to

total time.

In statistics, bias refers to the tendency to overestimate or underestimate the

value of population parameter, and it is used to measure instantaneous perfor-

mance. For wind power forecasting assessment, MB gives the average bias value

by which the predicted power di�ers from the actual power over an entire time

series of n-values as shown in Equation 2.2. Therefore, this metric gives insight

to whether the wind tends to be over or under-predicted [24].

A commonly used metric, MAE, is obtained by taking the average of all abso-

lute errors in a set of predictions. More clearly, it is the mean over the veri-

�cation sample of the absolute values of the di�erence between prediction and
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corresponding observation. MAE is a linear score that means, all the individ-

ual di�erences are weighted equally in the average. MAE also gives a more

comprehensive idea about the average magnitude of the forecast errors over an

entire dataset without the e�ect of canceling positive and negative errors un-

like mean bias metric. However, this advantage is gained with the sacri�ce of

error directionality, which can be signi�cant when large amounts of wind power

are integrated into the transmission grid [22, 24]. MAE can be calculated by

Equation 2.3.

RMSE is a quadratic metric given in Equation 2.4 that gauges the average

magnitude of the forecast errors, such as MAE, but it gives relatively high weight

to large errors because of the squared errors. That means, RMSE is the most

useful metric when large errors are particularly undesirable for system planners.

On the other hand, this disables the error directionality speci�cation contrary

to MAE [22, 24].

MAPE is a measure that expresses accuracy as a percentage, given in Equa-

tion 2.5. The absolute di�erence between the predicted value and the observed

value is divided by the observed value, and this calculation presents individual

absolute forecast errors. Then, the �nal score is calculated by taking the average

of sum of the all absolute forecast errors. MAPE has a drawback that, if there

are any observed values being equal to zero, there will be a division by zero,

which is unde�ned [22].

Wind power forecast accuracy is represented with a number between 0% and

100%, and errors are normalized to the installed capacity of the power plant in

order to obtain relative di�erences, since it enables to compare performance of

di�erent type of wind turbines with variant installed capacities [25]. Therefore,

MB, MAE, and RMSE metrics are used to validate forecast models by normaliz-

ing to installed capacity in scope of R�TM. Normalized MB (NMB), normalized

MAE (NMAE), and normalized RMSE (NRMSE) equations are respectively

given by Equations 2.6, 2.7, and 2.8, where C denotes installed capacity of
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WPP.

NMB =

1
T

T∑
t=1

(ft − yt)

C
∗ 100 (2.6)

NMAE =

1
T

T∑
t=1

|ft − yt|

C
∗ 100 (2.7)

NRMSE =

√
1
T

T∑
t=1

(ft − yt)2

C
∗ 100 (2.8)

2.2 Predictive Modeling

Predictive modeling allows us to interpret historical data and make predictions

about the future. More speci�cally, predictive modeling involves a set of math-

ematical techniques, which aim to �nd a mathematical relationship between

a target (response), or namely dependent variable and various predictors, or

namely independent variables in order to predict future values of the depen-

dent variable by using the identi�ed relationship. These models can be utilized

in several disciplines and industries including marketing, engineering, �nance,

psychology, medicine and healthcare [26, 27].

Predictive modeling solutions are commonly involved in statistics, machine learn-

ing and data mining literature, in that they work by analyzing historical and

current data. In a predictive model, data is collected, a statistical model is for-

mulated, predictions are made, and then the model is validated or revised by

new incoming data.

Classi�cation and regression are commonly used predictive modeling techniques

that classi�cation predicts a categorical response, while regression predicts a re-

sponse with meaningful magnitude. Almost any regression model can be used
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as a predictive model. Moreover, various soft computing approaches including

fuzzy logic, neural networks, genetic algorithms, and rough sets, have been ap-

plied as predictive modeling in recent years. Therefore, a list of useful predictors

can be �tted to the available data, then they are evaluated by means of simplicity

and how well they �t to the data [28].

A number of predictive models, which are the basis of each proposed wind power

forecast combination method, are explained in the following subsections in detail.

2.2.1 Multiple Linear Regression

Linear regression is a concept of �nding the best-�tted straight line through n

data points (observations). Simple linear regression model can be de�ned with

the following equation:

yi = α + βXi + εi (i = 1, 2, ..., n). (2.9)

where yi is the response variable and Xi is the explanatory variable of ith data

point, α is the intercept and β is the slope of best-�tted line, and εi is the

error, which accounts for the fact that in most practical situations, data points,

(Xi, yi), are not �tted in a straight line.

In order to identify the estimates of intercept and slope, ordinary least squares

solution is commonly proposed, that is, for any potential intercept α and slope

β, deviations (residuals) are squared and added through n data points. The

α and β are chosen as to minimize the sum of squares of these residuals. It

should be indicated that least squares estimator assumes that the errors, εi,

show a normal distribution (or Gaussian distribution) with zero mean and some

variance σ2 [26].

Simple linear regression analysis �nds the coe�cient β, for the one explanatory

variable, X. On the other hand, when there are more than one explanatory

variable, multiple linear regression can be used for examining the relationship

of a collection of explanatory variables (or regressors/predictors) with a single
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response variable. This type of problem is also known as multicollinearity. An

example to dataset structure of multicollinearity, or multiple linear regression

problem is given in Table 2.1.

The model for multiple linear regression for the given k independent variables

and n observations can be expressed as follows:

yi = α + β1Xi1 + β2Xi2 + βkXik + εi (i = 1, 2, ..., n). (2.10)

Least squares regression model can be used to estimate the regression coe�-

cients, β1, β2, ..., βk when k < n. It generates coe�cients by minimizing the sum

of the residual's squares. Multiple least squares problem is preferably solved us-

ing matrix calculus [29]. The model expressed in Equation 2.10 can be rewritten

in a matrix form as follows:

y = Xβ + ε, (2.11)

where

y =

( y1
y2
.
.
.
yn

)
, X =

 X11 X12 ... X1n
X21 X22 ... X2n
. . . .
. . . .
. . . .

Xk1 Xk2 ... Xkn

 , β =

 β1
β2
.
.
.
βn

 , ε =

( ε1
ε2
.
.
.
εn

)
.

Then, the least squares estimator β̂, which �t the linear equations "best", is

given as follows:

β̂ = (XTX)−1XTy (2.12)

where XT is the transpose of X.

Ordinary least squares regression is very popular in statistics literature for a

long time because of its simple, well-developed and documented characteristics.

There is a wide range of available computer packages, which enables to apply

least squares regression model on prede�ned dataset [30]. In a nutshell, least

squares solution is the commonly used regression model to �t observed data and

predict the response value of new observations.
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Table 2.1: Multiple Linear Regression Dataset

Predictors (Regressors)
Observations, i Response, Y x1 x2 ... xk

1 y1 x11 x12 ... x1k
2 y2 x12 x22 x2k
. . . . .
. . . . .
. . . . .
n yn xn2 xn2 xnk

The least squares regression is the optimum solution for estimating unknown

parameters of a model, when the data is normally distributed and errors are

independent. However, it is far from the optimal in many non-normal distribu-

tions and/or if outliers are stood out in data, since least squares estimator is

strongly sensitive to the outliers.

Various regression approaches are proposed as alternatives to ordinary least

squares method, in order to handle the mentioned drawback of least squares.

On the other hand, it is claimed in [30] that these alternative approaches may

also be required even if the errors follow a normal distribution. Using Lp-norm

estimators is one type of such alternatives, which o�ers a robust regression.

2.2.1.1 Lp-Norm Estimators

Lp-norm estimators are used for estimating coe�cients in multiple linear re-

gression models and they minimize the sum of the pth power of the absolute

deviations of the observations from the regression function. Mathematical rep-

resentation of Lp-norm is given in the following equation:

||X||p =

(
n∑
i=1

|Xi|p
) 1

p

(p ∈ R) (2.13)

In practice, Lp-norm is the generalization of the ordinary least squares (L2 norm,

the case of p=2), which is explained in detail in Section 2.2.1. However, for Lp
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norm estimators, β̂ cannot be expressed as an explicit function of X and y as

given in Equation 2.12, when p is not equal to 2.

In addition to L2 norm corresponding to least squares, a quite common norm,

L1 norm is worth to mention, since it represents a robust regression estimation.

L1 norm has di�erent names, such as: least absolute deviations (LAD), least

absolute errors (LAE), least absolute value (LAV), and least absolute residuals

(LAR). LAD regression minimizes the sum of the absolute values of the residuals.

Whereas L2 regression estimate the mean of the response variable, yi given the

explanatory variable, Xi, and L1 regression estimates the median of yi given

the value of Xi [31]. L1 regression, namely LAD problem can be solved using

any linear programming method in order to �nd the optimal values of regression

parameters.

Selecting p value di�erent from 2 is more suitable for data with non-normally

distributed errors [32]. In general, values of p between 1 and 2 are suggested

in Lp-norm estimation studies such as [31], due to its robustness and e�ciency.

In addition, a number of studies have been made to investigate robustness and

e�ciency characteristics of Lp-norm estimators for p < 1.

2.2.2 Tree-Based Models

Tree-based models are commonly used for classi�cation and regression problems

in which a number of predictor variables with a corresponding response variable

exist. Regression is used to estimate a continuous response variable (typically

real number), while classi�cation deals with categorical response variables from

newly coming predictor variables [33].

A tree-based classi�cation or regression problem consists of four main compo-

nents. The �rst one is the response variable as a categorical output or a de-

pendent variable which will be predicted based on the second component of the

problem, which are predictors, or independent variables. In general, there are

many possible predictor variables. The third component is the training dataset,

which includes both dependent and independent variables of n observations.

19



Finally, the fourth component of the problem is the test dataset required to

validate the constructed prediction model [34].

In the following subsections, two tree-based methods, which have been directly

used in the proposed combination approaches of this study, are presented in

detail.

2.2.2.1 Classi�cation and Regression Trees

Classi�cation and Regression Trees (CART) is a tree-based method, and it is

generally used in statistics, data mining, and machine learning. This method

presents a tree structure, which partitions the data into homogeneous and sep-

arated groups (nodes) regarding the response variables. Tree starts with a root

node containing all the observations, and then it is divided into nodes by binary

recursive partitioning. The term "binary" states that each node can be split into

two children nodes, in which case the original node is called a parent node, while

"recursive" implies that partitioning is applied over and over again [34, 35].

Classi�cation trees are used in applications dealing with categorical data that the

response variable can take a �nite set of values. On the other hand, regression

trees are used when the response variable takes continuous values. Classi�cation

trees di�er from regression trees with respect to the data splitting and aggregat-

ing techniques [36]. Regression trees are focused henceforward, since proposed

tree-based combination method is concerned only with the numerical variables

in the scope of this thesis.

Regression tree constructs a set of decision rules by recursively partitioning data

based on a single explanatory variable. Each split point is the one that maxi-

mizes the homogeneity of the two children nodes with respect to the response

variable. This suggestion is provided by impurity reduction de�ned as the total

sum of squares of the response values around the mean of each node. The pro-

cedure initially grows maximal tree which is over�tted, and it can be pruned in

order to reduces the tree size without impairing prediction accuracy [35, 36].

Cross-validation is a commonly used model validation method, in which the
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original training data is randomly partitioned in to subsets to be used as test

data. Each data subset is reserved for testing, while its complemented data is

used as training data in order to construct the tree model. Then, the model

is tested by using reserved data subset, and the error is recorded. Finally, the

average error over all subsets refers to the cross-validated error.

2.2.2.2 Random Forests

In recent years, several methods have been proposed to generate an ensemble

of classi�ers including bagging and boosting, which are the most widely used

ones. Bagging (or bootstrap aggregating) is based on training many classi�ers

on bootstrapped samples from a training dataset, which has been shown to

reduce the variance of classi�cation. On the other hand, boosting is based

on sample re-weighting in which the incorrectly classi�ed samples are given

increased weighting iteratively [37].

Boosting is considerably more accurate than bagging in most cases, since it

generally reduces both the variance and the bias of the classi�cation. However,

it has several drawbacks. First of all, it becomes computationally demanding

and consumes more time than bagging. Moreover, it is sensitive to noise and it

can also cause overtraining.

More recently, random forests have been proposed to ensemble tree-based clas-

si�ers [38]. It is a supervised learning method like CART, however it is better

to handle lots of observations and lots of predictor variables.

Random forest approach uses a similar but improved method of bagging to form

an ensemble of CART classi�ers. In Breiman's study [38], it is claimed that

random forests are comparable to boosting in terms of accuracy, but without

the drawbacks of boosting. In addition, random forests are computationally less

demanding than boosting.

A random forest consists of a large number, of n-trees, for example 1000. They

are random because each tree is built with a random subset of observations,

also each split within each tree is created based on random subset of candidate
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variables. This randomness creates di�erent individual trees' predictions and

the �nal prediction is the average of them [39].

Random forests approach can handle thousands of explanatory variables M ,

since it speci�es a random number m << M to grow each tree in the forest.

The speci�ed value of m is held constant during the forest growth. In addition,

each tree is grown to the largest extent as much as possible without the need of

pruning, because random forests do not over�t [38].

2.2.2.3 Variable Importance

In some situations, tree-based approaches can be used to �nd out the so-called

"variable importance", which is a ranking process to represent each predictors'

contribution to the response variable. Variable importance gives an idea about

which predictor/predictors are associated with the response, how they relate,

and perhaps even which ones are interact with the others in terms of predicting

the response [33].

CART and random forests are generally used to map observations without class

label to their predicted class or target value. However, they can also be used to

select from a large number of explanatory variables, which are most important

to determine the response variable to be explained. This can be done by ranking

variables using some measure of importance [35].

In classi�cation trees, a well-known metric for variable importance, the Gini

index proposed by Corrado Gini in [40] is used to rank explanatory variables.

On the other hand, importance of an explanatory variable is simply the total

reduction in sum of squares achieved by all splits on that variable in regression

trees [36, 39].

It is also worth mentioning that an explanatory variable in CART can be con-

sidered highly important even if that variable never appears as a node splitter

in the tree structure. Because, CART keeps track of surrogate variables, which

take the place of the primary splitter, in case the primary variable is missing in

an observation. If an explanatory variable appears as neither a primary nor a
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surrogate splitter, then the importance score is assigned to zero. Since such a

variable does not contribute to the tree structure to predict the response vari-

able, it can be eliminating from the dataset.

2.2.3 Fuzzy Soft Sets

Most of the conventional mathematical tools for modeling, reasoning, and com-

puting are deterministic and precise, so-called "crisp". However, lots of compli-

cated problems in economics, engineering, social science, medical science, envi-

ronment, etc., are inherently uncertain, imprecise and vague. In order to deal

with this type of problems, a number of theories have been proposed including

theory of probability, theory of fuzzy sets, and theory of interval mathematics.

However, all these theories have their own di�culties due to the inadequacy of

the parameterization as pointed out in [41], where the concept of soft set theory

is introduced as a new approach to handle uncertainties, since the theory is free

from the mentioned di�culties [16, 42].

A soft set can be de�ned as the collection of approximate descriptions of an

object. Each approximate description is a composition of a predicate and an

approximate value set [43].

De�nition 2.1. A pair (F,E) is called a soft set (over a initial universal U) if

and only if F is a mapping of E into the set of all subsets of U [16, 42].

In the view of above discussions, an example is given below.

Example 2.1. Suppose that U = {h1, h2, h3, h4} is a set of house, and E =

{e1, e2, e3, e4, e5} is a set of parameters such that each parameter corresponds

to a fuzzy expression which represents the status of houses and stands for "ex-

pensive", "beautiful", "wooden", "cheap", "in the green surroundings", and

"modern", respectively. Consider F be a mapping of E into the set of all sub-

sets of set U . Now suppose a soft set (F,E), which describes the "attractiveness

of houses for purchase". According to the data collected, the soft set (F,E) is

given by

(F,E) = {(e1, {h1, h2, h4}), (e2, {h1, h2}), (e3, {h1, h3}), (e4, {h2}), (e5, {h3, h4})}
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Table 2.2: Tabular representation of the soft set (F,E)

U e1 e2 e3 e4 e5
h1 1 1 1 0 0
h2 1 1 0 1 0
h3 0 0 1 0 1
h4 1 0 0 0 1

where

• F (e1) = {h1, h2, h4},

• F (e2) = {h1, h2},

• F (e3) = {h1, h3},

• F (e4) = {h2},

• F (e5) = {h3, h4}.

A two-dimensional table is used in order to store the represented soft set (F,E)

as shown in Table 2.2.

Fuzzy sets have been speci�cally proposed in [44], in order to mathematically

represent uncertainty and impreciseness which are frequently encountered in

real world applications that the classes of objects do not have precisely de�ned

criteria of membership. For example, "the class of beautiful women", or "the

class of tall men" do not constitute classes or sets in traditional mathematical

tools. However, such imprecisely de�ned classes play a signi�cant role in the

pattern recognition, communication of information, and abstraction domains.

Therefore, the concept of fuzzy set is proposed to handle this circumstance,

in which a fuzzy set can be de�ned as a class with a continuum of grades of

membership [44].

De�nition 2.2. A fuzzy set A in initial universe U , is de�ned by a membership

function µ : U → [0, 1] whose membership value µA(x) speci�es the degree to

which x ∈ U belongs to fuzzy set A, for x ∈ U [16, 42].
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Table 2.3: Tabular representation of the fuzzy soft set (f, A)

U Blackish Reddish Green
h1 0.4 1.0 0.5
h2 0.6 0.5 0.6
h3 0.5 0.3 0.8
h4 0.8 1.0 0.8
h5 1.0 0.7 0.4

The concept of fuzzy soft sets theory, which is a generalized combination of soft

set and fuzzy set, has been �rstly introduced in [45].

De�nition 2.3. Let A ⊂ E and F(U) be the set of all fuzzy sets in U . Then,

a pair (f, A) is called a fuzzy soft set over U , where f : A→ F(U) is a function
[16, 42].

From the de�nition, it is obvious that f(a) is a fuzzy set in U , for each a ∈ A,
and the membership function if f(a) is presented by fa : U → [0, 1]. This idea

can be illustrated with the following example.

Example 2.2. Let universe U = {h1, h2, h3, h4, h5} be a set of houses, and

A = {blackish, reddish, green} be a set of parameters. Then, fuzzy soft set

(f, A) over U is given by following, and it can also be expressed in a tabular

form as in Table 2.3.

• f(blackish) = {(blackish, {h1/.4, h2/.6, h3/.5, h4/.8, h5/1},

• f(reddish)) = {(reddish), {h1/1, h2/.5, h3/.3, h4/1, h5/.7},

• f(green)) = {(green), {h1/.5, h2/.6, h3/.8, h4/.8, h5/.4}.

In this thesis, mentioned predictive modeling techniques have been used to com-

bine R�TM forecasts. Lp-norm estimators have been utilized to �nd combination

weights of individual models derived from regressors' coe�cients. On the other

hand, regression trees and random forests have been used to rank individual

forecast models by the help of variable importance, so that the weights could

be assigned proportional to variable importance ranking. Finally, FSS has been
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used to designate weights of individual forecasts by means of fuzzy membership

function.
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CHAPTER 3

ARCHITECTURE OF R�TM SYSTEM

In this chapter, the general architecture of R�TM is described with its hardware

infrastructure, internal and external data sources, wind power forecast models

and user software applications. Note that the explanations on forecast models

of R�TM need more attention in this chapter, because their predictions are

directly participated in forecast combination methods proposed in the scope of

this thesis.

3.1 An Overview

R�TM is a project on wind power monitoring and forecast system for Turkey [46],

which is designed and implemented by TÜB�TAK in cooperation with YEGM.

The main aim of the R�TM project is to provide large-scale integration of wind

power energy to Turkey Electricity System properly.

R�TM project has been started in 2011 with 14 pilot WPPs, and currently, it

is extended to cover approximately 70 WPPs. Turkish Electricity Transmission

Company (TE�A�) has become one of the stakeholders of the R�TM project in

2013, which is a government agency that manages the �ow of the energy sources

in Turkey.

R�TM is a valuable wind power monitoring and forecast system to provide ac-

curate forecasts, since TSOs have to plan regular power ahead of time, and

the more accurate forecasts, the less regulation power is needed. Moreover, the

forecast outputs of R�TM are currently supplied to the WPP owners, who are
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Figure 3.1: The General Architecture of R�TM

responsible to declare their estimated production to the energy market for the

following 48-hours period. They also need reliable forecasts not only to not pay

penalty, but also get huge pro�t.

The system is equipped with related hardware and software, acquires power/power

quality and meteorological measurements in addition to several NWPs, and pro-

cesses the acquired data through physical and statistical methods to produce

high-quality short-term wind power forecasts for the included WPPs. General

architecture of R�TM is presented in Figure 3.1. Although the design of the

system is similar to related works on wind power monitoring and forecast sys-

tems in [47] and [48], there are several outstanding features including the ease

of extensibility, the range of real-time data sources, and the range of forecasts

produced [2].

3.2 Wind Power Monitoring and Forecast Center

Wind power monitoring and forecast center is established at YEGM, and the

all data acquisition, storage, processing and publishing operations are done in

this center physically. Also, a DLP video wall system is integrated to this

center in order to monitor power production of involved WPPs in real time with
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Figure 3.2: A panoramic view from the Center

corresponding forecast outputs. A panoramic view from the center is given in

Figure 3.2.

A server room has been placed in the center to satisfy the data storage and

processing requirements of the overall system. It includes two database servers,

a data processing server, an application server, and a Web server.

Database servers have a huge storage capacity and one of them is duplicated to

serve as a backup. PostgreSQL open-source database management system [49]

is run on these servers to store acquired data. Also, there is a server designated

as the application server, which basically hosts a set of applications in order to

acquire data from various sites and communicate with the user software appli-

cations. Another server is utilized as the data processing server on which the

forecast applications are periodically run. The application server and the data

processing server have ability to handle the operations for 200 WPPs at the

same time. Finally, a web server with comparatively less processing and storage

capacity, hosts an e-mail server and the R�TM project Web page [2].

29



3.3 Data Sources

The main data sources used in the R�TM system consist of wind power ana-

lyzers, wind masts and medium-scale NWPs. Wind power analyzers and wind

masts are genuine components, which basically provide data in binary �les sub-

sequently parsed and stored in the system database while medium-scale NWPs

are directly acquired from several weather forecasts centers. These data sources

are presented with their detailed features in the following subsections, but also

there is a third-party data source, SCADA systems of WPPs, which are used to

obtain wind speed and wind direction measurements with the status information

on the basis of particular wind turbine or the whole wind farm.

3.3.1 Wind Power Analyzers

A wind power analyzer (WPA) is a genuine device, which is based on the multi-

purpose PQ+ analyzer presented in [50]. Thanks to its ability to collect 3-phase

voltage and current data from two feeders at the same time, the analyzer simul-

taneously collects raw data from 12 channels and performs the calculations for

the power quality (PQ) parameters and electrical quantities including frequency,

magnitudes of the supply voltage and current, �icker, unbalance, voltage/current

harmonics/interharmonics, PQ events consisting of voltage sags, swells, and in-

terruptions, and power parameters (active/reactive/apparent power and power

factor). A view of an WPA is given in Figure 3.3 both as unconnected and in

panel.

WPAs installed in involved WPPs, calculate the PQ parameters and electrical

quantities, and then send to the R�TM center via an ADSL connection in every

3 seconds in order to be stored database servers. The analyzers are also capable

of storing these measurements on itself to prevent data loss in case of a network

problem. When the communication problem is solved, stored measurements in

tar �les are sent to the center.

Another point worth mentioning is that among the all analyzed data, the most

signi�cant parameter is the active power with regard to wind power forecasting
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Figure 3.3: A View from Wind Power Analyzer

that corresponds to the wind power generation of WPPs.

3.3.2 Wind Masts

Wind masts are the systems with hardware and software modules, and they are

installed to WPPs in order to measure instant meteorological parameters. In the

scope of R�TM, the sensors on the wind masts mainly carry out measurements

for wind speed/direction, humidity, temperature, and pressure in 1-second res-

olution. The measured parameters are stored by the data logger, and then they

are sent to the R�TM center over a GPRS modem with a bandwidth of up to

256 Kbps. Views of a typical wind mast used in the R�TM system is given in

Figure 3.4.

3.3.3 Medium Scale NWPs

Medium-scale NWPs are the basic data sources in order to generate 48-hours

wind forecasts within the scope of the R�TM project. There are three main

NWP sources, which are currently used in the all forecast models of R�TM.

Two of them are GFS [51] and ECMWF [52] global weather forecasts used

as the inputs to WRF [53] meteorological model. These weather forecasts are
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Figure 3.4: A View from Wind Mast

periodically downloaded to the R�TM center, and the WRF model is run on data

processing server to generate the WRF forecasts. The remaining data source for

NWPs is Turkish State Meteorological Service (DM�), which presents forecasts

of ALADIN [54] meteorological model directly.

The parameters of NWPs consist of u, v components of wind speed in di�er-

ent altitudes, in addition to temperature (K) and pressure (Pa). There are

six di�erent predictions for wind speed components corresponding to di�erent

altitudes above ground level that the di�erence between each level is 10 km.

Among them, predictions at the highest level that is closest to the turbine level

are used in forecast models.

All the obtained data involving three di�erent NWPs of all grid points in Turkey,

are stored in the central database. However, the distance between two grid

points is 6 km for GFS and ECMWF while it is 4 km for DM�, which represents

the resolution of NWPs. Therefore, all these three data sources are utilized
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separately in all forecast models of R�TM.

3.4 Forecast Models

Within the scope of R�TM project, di�erent wind power forecasting models are

studied in order to �nd optimal solution including physical model, ANN model,

SVM model, and the cluster based forecasts model.

3.4.1 Physical Model

Physical model of R�TM is developed on the basis of downscaling NWPs to

the turbine's hub height. Firstly, the best representative four grid points of the

WPP area are determined as a result of CFD studies. Then, 48-hours NWPs

of these grid points are translated to the reference point of the WPP by using

WindSIM [55] and WAsP [56] software tools. These tools serve to model WPP

area with turbines in 3D space, and take into account topography of WPP area,

terrain characteristics, turbine locations, terrain roughness, and obstacles while

transforming NWPs. Model maps are generated for a 20x20km2 area bordered

by moving 10km away from WPP's center point. Example outputs of the model

is given in Figure 3.5. Finally, transformed NWPs are mapped to wind powers

using power curves, thus, 48-hours power predictions can be obtained.

This model is also run for once in order to generate power curve of the WPP,

which pretends a look-up table. Power curve is a 360x251 matrix that is speci�c

to each WPP and includes corresponding estimated wind power values for each

possible wind speed and direction combination.

3.4.2 ANN Model

ANNs are simple, but powerful and �exible processing units, which are intercon-

nected and designed in a way to model how the human brain performs a partic-

ular task. They are statistical based tools for forecasting, which are relatively

easy to implement and reveal good performance being less time consuming than
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Figure 3.5: An example to 3D modeling for physical forecasts of a particular
WPP

traditional time series techniques, however they need enough data for training

[57, 58].

ANN model of R�TM consists of ensemble NWP inputs and a multistage struc-

ture to reach a �nal wind power forecast. In this model, a multilayer feed forward

ANN with three layers including one hidden layer is found to be su�cient to

handle the input/output relationship. For each NWP input, ANN model ap-

plies the WPP power data to build a weight/bias structure. According to the

available WPP power data the training stage size is extended up to 2 years.

At the testing stage 48-hours or 72-hours NWP data is used as input to the

formed ANN structure to get a �nal wind power forecast for each NWP model.

Finally, three ANN wind power forecasts are obtained at the output of ANN

model. Performance of the model depends critically on parameter selection of

ANN models. In this study, lots of combination of layer numbers and neuron

numbers are tried, and best results are obtained by three layers ANN structure

with a neuron number varying between 15 and 25 with respect to WPP. Because

of wind being either zero or a positive value, the activation function is selected

to be logarithmic.
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3.4.3 SVM Model

SVM has been successfully applied to the problems of pattern classi�cation in

literature. The idea behind the SVM classi�cation is to translate data into

a higher-dimensional space using non-linear mapping in order to classify data

more explicitly that class of patterns as far as possible from each other. Various

kernel functions are used to split data categories via a nonlinear line (support

vectors) in hyperplane [59, 60].

SVM model of R�TM is operated similar to ANN model as a statistical regression

method. Three di�erent NWP dataset are preprocessed to re�ne training data.

Then, for each NWP model data and WPP power data, an SVM structure is

established and support vector parameters are saved at training stage. Finally,

at testing stage, again similar to ANN model, three di�erent 48-hours or 72-

hours NWP dataset are processed by SVM model and three �nal SVM forecasts

are obtained. The most important parameter of this structure is the selection

of the best kernel function. In order to �nd the best kernel function, linear,

polynomial, sigmoid and radial basis function kernels are tried out. Although

other kernel functions are also applied to the model, because of nonlinear relation

between wind speed and power, the kernel function that gives best performance

is found as radial basis function.

3.4.4 Cluster Based Model

This model is a statistical hybrid wind power forecasting approach which is

composed of two phases as training and test that are applied to three NWP

sources separately.

At the start of the training phase, best NWP data are determined among NWPs

of NxN grid points surrounding plant's center using historical data. During this

process, linear regression is respectively applied on historical NWP data of NxN

grid points by considering historical power production at the same time period,

and the best linear correlation coe�cients with minimum NMAE are stored for

each grid point. Then, the best grid point with minimum NMAE among NxN
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grid points is determined.

Subsequently, a well-known technique, Principal Component Analysis (PCA)

[61] is applied on the best grid's NWPs. This data transformation process is

applied to reduce 3-dimensional training dataset to one dimension. Attributes of

the 3-dimensional dataset are u (u component of wind speed), v (v component

of wind speed) and p (pressure), which are selected among all NWP parameters

that are assumed to be more e�ective on the wind speed. Among them, u and v

components are directly used for calculation of wind speed and wind direction.

After the PCA implementation, a commonly used data mining approach, K-

means clustering is applied on transformed dataset for k=3. The cluster num-

ber 3 is determined with regard to the results of dynamic clustering approach

proposed in [62] that applies clustering dynamically for each cluster number

between 2 to 15. This time, linear regression is applied on each cluster's data

to �nd linear correlation coe�cients speci�c to each cluster. As the outputs of

training process, coe�cients, cluster centroid points and calculated NMAEs for

each cluster are saved to use in test phase. The �owchart of the detailed training

algorithm is given in Figure 3.6.

Test process is run to generate 48-hours power predictions. Start time of the

test period is always next 48-hours to end time of training period.

At the test phase, 48-hours NWPs of the best grid point determined during the

training process are used as test dataset. First of all, PCA is applied on test data

as in training phase, and then, cluster IDs are assigned by calculating Euclidian

distance between the centroids of clusters to each data. Then, estimated power

is calculated by using the correlation coe�cient of assigned cluster.

3.5 User Software Applications

A number of user software applications have been developed and implemented

within the scope of the R�TM project in order to present the measured data

and generated forecast data. These applications include a real-time monitoring
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Figure 3.6: Flow Diagram of the Training Algorithm of Cluster Based Forecasts
Model
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Figure 3.7: The General Structure of User Subsystem of R�TM

software, a Web-based monitoring software, a map-based monitoring software,

and an analyzing/reporting software. Additionally, a management software is

developed for authorized users, which enables system operations. All the user

applications communicate with application server located in R�TM center that

is illustrated in Figure 3.7.

Real-time monitoring software is a Java application which consists of dynamic

monitoring, querying and forecast interfaces, therefore, it is also called as mon-

itoring, querying and forecast software. This application enables to monitor

power and forecast data of selected WPP dynamically or query wind power

production/forecasts, in addition to PQ parameters retrospectively to the au-

thorized users. Requested data is displayed on convenient graphs with an option

for reporting plotted data. A snapshot of the forecast interface is shown in Fig-

ure 3.8 where production and forecast data are displayed as 1-hour averages
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Figure 3.8: Real-time Monitoring Software

both for selected WPP and all WPPs in total.

Web-based software can be ubiquitously accessed through R�TM Web page [46]

with a valid authentication, and it provides similar but limited query options to

such in real-time monitoring software in order to visualize data on graphics.

Map-based monitoring software is also implemented in Java and it was initially

designed for the DLP video wall panel. It presents a general 3D view of involved

WPPs thanks to the integration of Google Earth application. Instant produc-

tions of WPPs are also displayed via bar charts respectively. In present, this

user software is adjusted to be used in personal computers.

Analyzing/reporting software of R�TM facilitates the visualization of the power/

PQmeasurements including voltage/current, frequency, active/reactive/apparent

power, power factor, unbalance, and harmonics/interharmonics carried out by

the WPAs, and PQ events including sags, swells, and interruptions. This soft-

ware also provides detailed reports for the mentioned parameters.
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CHAPTER 4

PROPOSED COMBINATION METHODS

In R�TM, there are 12 di�erent power predictions corresponding to the same

power generation due to 4 forecast models and 3 NWP sources. Each forecast

model produces 48-hour short term power forecasts. Choosing the best per-

formed model and NWPs is not easy, since all of them can be outstanding for

di�erent time periods and di�erent WPPs. In order to obtain an optimum power

estimation from N -individual forecast models, a combination method is required

as a part of R�TM. The general structure of combination process is presented in

Figure 4.1.

In fact, forecast combination is based on weight determination, and the deter-

mined weights can be �xed or dynamic as mentioned in Section 1.3.1. Therefore,

di�erent combination approaches are developed within the scope of this thesis,

which are fundamentally based on FW determination. However, the weights

are reassigned at the end of each daily training, in other words, at the start of

each daily test, which actually represents a dynamic weighting. Thus, it can

be referred as time-varying weighting. The illustration of the time periods for

reassigning weights can be seen in Figure 4.2.

The proposed combination approaches can be grouped in three classes. One of

them is Lp-norm based forecast combination, which uses di�erent p values for

multiple linear regression estimation. The second one comprises of tree-based

approaches to construct forecast combination models. Regression trees and ran-

dom forests are in the scope of this group. The last one uses a soft computing

method, namely FSS for combination of forecasts. All these combination meth-
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Figure 4.1: The General Structure of Combination Process

ods are presented in detail in the following subsections.

4.1 Lp-Norm Based Forecast Combination

In order to �nd the best combination of alternative forecasts, linear regression

methods have been commonly proposed in literature to �nd the optimal com-

bination weights. These methods are mainly based on a traditional method

introduced by Bates and Granger [9]. In this pioneer study, the weights of the

individual forecasts are set to be inversely proportional to the forecast error vari-

ances, so that the residual variance of the linear combination is minimized. After

that, Granger and Ramanathan proposed a method in [63], which selects the

optimal weights by minimizing the sum of squared forecast errors of individual

forecasts.
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Figure 4.2: Timeframe of Each Daily Run For Combination

When considering the combination of wind power forecasts, linear regression of

actual power and power predictions of individual forecast models can be applied

to �nd the linear relationship among them. Therefore, a combination study with

application to wind energy forecasts has been proposed by Sainchez [11]. His

study is based on least squares regression estimation, which is the most typically

used regression estimator.

In the light of the related works, a generalized linear regression model is proposed

to combine alternative forecasts of R�TM, and it is called as Lp-norm based

forecast combination. In this approach, di�erent norms are used in order to

construct a robust regression model.

The objective of Lp-norm estimators is to minimize Lp-norm function, which is

given in Equation 2.13. In terms of wind power forecasts combination, Xi in the

equation represents the predictions of individual forecasts. Lp-norm estimators

aim to minimize the sum of the prediction errors by assigning optimal coe�cients

to these individual forecasts.

As a result of Lp-norm based multiple regression estimation, N di�erent coef-

�cients can be obtained, each of which corresponds to an individual forecast.

These coe�cients refer to the weights of forecast combination. Some of the re-

sulting coe�cients can be lower than zero, which indicates a negative correlation
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between these forecast models and the actual power generation. In this case,

weights of those particular forecasts are assigned as zero. Then, the sum of

the remaining coe�cients are proportioned to 1, and assigned as weights of the

corresponding forecast models.

The �nal combined forecast of time t, Fti is calculated by using the following

equation:

Fti =
n∑
i=1

(Mti ∗ wi) (i = 1, 2...n) (4.1)

where n is the individual forecasts number, Mti is the power prediction of ith

model at time t, and wi is the weight of the ith individual forecast model.

It is mentioned in Section 2.2.1 that if the errors are normally distributed, least

squares estimators (L2 norm), being maximum likelihood estimators, give satis-

fying results. Nevertheless, other norms di�erent from L2 may also be required

even if the errors follow a normal distribution. Although the estimated wind

power data of forecast models of R�TM show basically a normal distribution,

which means no prominent outliers can be observed, impacts of di�erent p values

on multiple linear regression based combination are considered in the scope of

this thesis. Therefore, 0.5, 1, and 1.5 values are assigned to p apart from p = 2,

and Lp-norm estimators model is rerun.

4.2 Tree-Based Forecast Combination

Tree-based forecast combination approach is implemented by taking inspiration

from the fact that the primary variables of the constructed tree can be considered

to have the best predictions. In this way, these variables can be used as the major

components of the combined forecast.

As mentioned in Section 2.2.2.3, variable importance is an output of both CART

and random forests applications, which gives information about the contribution

of each predictor to the response variable. Therefore, resulting variable impor-
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tance lists of both regression tree and random forests can be utilized with the

intent of combining N independent wind power forecasts. Variable importance

is usually available in software packages of tree-based approaches.

In order to build a regression tree, training dataset is prepared from explanatory

and response variables. In the case of combination of wind power forecasts, N

individual forecasts are identi�ed as the explanatory variables. On the other

hand, actual power observations are assigned as the response variables.

When regression tree is grown to its largest possible size, it is recommended to

prune the tree in order to avoid over�tting. Typically, a tree size is selected for

pruning, which minimizes the cross-validated error. Software tools for CART

usually include cross-validated errors table, which becomes available when the

tree is grown. This table involves the complexity parameters with corresponding

cross-validated errors, and the complexity parameter associated with minimum

error is given as an input to the pruning function.

After the tree is pruned, variable importance can be extracted, which gives an

order of importance of predictor variables. In order to utilize this information

in forecast combination, the importance score of each variable in the list is

proportioned to the total variable importance score. Then, the obtained weights

are assigned to each corresponding individual forecast model.

It should not be forgotten that, variable importance list is not supposed to in-

clude all the explanatory variables. If one or more missing variables are noticed

in the list, that means the importance scores of these variables have been as-

signed to zero. Therefore, the weights of corresponding individual models are

also assigned to zero.

Similar to the regression tree-based combination, random forest is built by us-

ing the same training dataset. However, in contrast to regression trees, random

forests do not need to be pruned as aforementioned in Section 2.2.2.2. There-

fore, right after the forest is grown, variable importance output can be used to

determine forecast weights.

Random forest construction requires an input n, which represents the tree num-
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ber in the forest. This number is typically chosen as a few hundred to several

thousand. However, it is clari�ed in [64] that setting the number of trees in

a trial and error basis is considered as more favorable. Because, it fundamen-

tally depends on the size and the nature of the training dataset. In general, if

the number of observations or the number of explanatory variables are large,

then the tree number is set to higher values in order to prevent under�tting.

Otherwise, some observations may not be predicted, or some variables may be

missed in all subsets. Both cases cause a decrease in predictive power of random

forest. On the other hand, increasing tree number too much, may result in only

spending more computational power for almost no performance gain [64].

In this study, neither the number of observations nor the number of predictors

is high. However, tree number n is assigned as 50, 100, 500, and 1000 in order to

investigate the e�ects of increasing tree number on the tree-based combination

of wind power forecasts.

After the weights of the individual forecasts are determined, the �nal com-

bined forecasts of regression tree-based combination and random forest based

combinations are calculated as in Lp-norm based combination methods, using

Equation 4.1.

4.3 FSS Based Forecast Combination

Fuzzy Soft Set Theory is a mathematical approach that provides an approxi-

mate framework to represent vague concepts by allowing partial membership as

mentioned in Section 2.2.3 in detail.

In terms of the forecasts combination, Xiao et al. [16] claimed that the individual

forecasts employed in combined forecasts are a description of the actual time

series, which is fuzzy. Besides, determination of the optimal weights is a decision-

making problem to �nd a vector, by which the combined forecasts can minimize

forecast errors. Therefore, they proposed a forecast combination approach to

combine individual forecasts of export and import volumes in international trade.

In this study, the relative error of each individual forecast has been used to
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construct the membership function of fuzzy sets. Then, it has been re�ected in

a tabular form of FSS.

Inspiring from the mentioned related work, a wind power forecasting combi-

nation method is proposed for the wind energy industry within the scope of

this thesis. In FSS based wind power forecasts combination approach, power

productions and N -individual forecast models' predictions of each training time

interval are used to construct FSS model.

fti = max(1− |Mti − Pt|/Pt, 0) (4.2)

By using the given membership fuzzy function in Equation 4.2, the fuzzy vari-

able is calculated for each observation. The membership function of each fuzzy

variable, fti, is the forecast accuracy of an individual forecast at a time-point,

in which Mti denotes the predicted power value of the ith model, and Pt denotes

the actual power at time t.

In some rare situations, fuzzy variable may be negative. Since the accuracy is

interpreted as a number between 0% and 100%, a maximum operation with 0 is

used in Equation 4.2 in order not to assign a negative value to the fuzzy variable.

Obviously, fti ∈ [0, 1], and it states how close is the predicted value to the actual

value [16].

All the calculated fuzzy variables are placed on a dxn matrix, namely FSS.

Tabular representation of the constructed FSS is given in Table 4.1.

At the end of the each training phase, FWs of the individual forecasts are as-

signed by using the constructed FSS. First, the sum of the fuzzy variables of

each individual forecast is generated by Equation 4.3. Then, the weight of each

individual forecast is calculated by Equation 4.4.

γj =
d∑
t=1

ftj (4.3)
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Table 4.1: Tabular Representation of FSS

Individual Forecast Models
Time M1 M2 M3 ... Mn

t1 0.67 0.29 0.81 ... 0.77
t2 0.78 0.37 0.96 ... 0.73
t3 0.81 0.44 0.96 ... 0.92
t4 0.88 0.46 0.76 ... 0.98
t5 0.75 0.50 0.98 ... 0.90
t6 0.62 0.49 0.99 ... 0.90
t7 0.72 0.52 0.99 ... 0.91
t8 0.88 0.46 0.81 ... 0.88
t9 0.94 0.48 0.83 ... 0.96
t10 0.96 0.74 1.00 ... 0.93
t11 0.93 0.63 0.90 ... 0.93
t12 0.91 0.62 0.91 ... 0.93
... ... ... ... ... ...

wi =
γi
n∑
j=1

γj

(4.4)

The �nal combined forecast, Fti, is calculated in the same way as Lp-norm based

combination and tree-based combination, using Equation 4.1.
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CHAPTER 5

EXPERIMENTAL RESULTS

This chapter presents the evaluation results of the proposed combination meth-

ods. However priorly, some of the implementation details of proposed combina-

tion methods are explained.

14 pilot WPPs of R�TM are selected to validate combination methods, because

these WPPs have been monitoring since the R�TM project started. Therefore,

adequate historical data of these WPPs are available in the central database of

R�TM. Mentioned WPPs' installed capacities are given in Table5.1. However,

they are referred anonymously because of the agreement restriction of WPP

owners.

The time period from April 19th, 2014 until August 16th, 2014 is used to obtain

experimental results. This time interval represents four month (precisely 2880-

hours) test period. On the other hand, the training period for all proposed

combination methods is set to one month (precisely 720 hours), which starts

from March 19th, 2014 for the �rst run. Training and test time intervals are

particularly selected between these dates, in spite of the data discontinuity in

these intervals. Missing data in training dataset a�ects the accuracy of forecast

models and also combination models negatively. Therefore, obtained results

from the discontinuous test data are unreliable.

Because of the fact that short-term power forecasts of R�TM are generated for

next 48-hours at the end of each daily run, retrospective forecast combination

study is applied as if the combined forecasts are published at the end of the
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Table 5.1: WPPs' Installed Capacities

Wind Power Plant Installed Capacity (MW)
WPP-1 15
WPP-2 90
WPP-3 89.7
WPP-4 35
WPP-5 10.2
WPP-6 14.9
WPP-7 39.2
WPP-8 135
WPP-9 240
WPP-10 48
WPP-11 30
WPP-12 50
WPP-13 76.25
WPP-14 12

same run. Therefore, training and test periods are shifted day by day (24-

hours) until four month combined forecast data is collected. Then, collected

data is continuously merged by taking last 24-hours of each 48-hours combined

forecasts. This process is illustrated in Figure 4.2. Note that, training time

interval can be changed empirically in order to improve combination models'

accuracies, while test time interval for each run should be �xed as 48-hours in

scope of R�TM.

The algorithm of aforementioned procedure, which is implemented to obtain

four month combined wind power forecasts for evaluation is given in Algorithm 1

below.

There are 3 di�erent NWP sources as DMI, GFS, ECMWF, and 4 di�erent

forecast models which are ANN, SVM, physical model and cluster based forecasts

model as mentioned in Chapter 3 and Chapter 4. These (N = 3 x 4) independent

forecasts are listed in Table 5.2, and they have been respectively referred as

M1,M2, ...,M12 in given results.

Most of the proposed combination models are developed in Java platform in
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Algorithm 1 Algorithm of Combination of Forecasts
testStart← test start in unixtime

testEnd← test end in unixtime

trainingStart← testStart− (720 ∗ 3600) . a month ago from testStart

trainingEnd← testStart

for i = 1 to 14 do

while (testStart <= testEnd) do

initialize combinedAllForecastsArr[]

initialize combined48HoursForecastsArrList

Query real power data between trainingStart and trainingEnd

for i = 1 to N do

Query forecast data of model N between trainingStart and

trainingEnd

end for

for j = 1 to k do . There are k di�erent combination methods

Run kth combination model

combined48HoursForecastsArr[]← combinated forecasts

combinedAllForecastsArrList← combined48HoursForecastsArr

[24 : 48]

end for

testStart← testStart+ (24 ∗ 3600)
trainingStart← trainingStart+ (24 ∗ 3600)
trainingEnd← trainingEnd+ (24 ∗ 3600)

end while

testStart← test start in unixtime

Query real power data between testStart and testEnd

Calculate NMAEs%, NRMSEs%, and NMBs%, and store in �le

end for
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Table 5.2: Individual Forecasts of R�TM

Model Id Model Name

M1 ANN.DMI
M2 ANN.GFS
M3 ANN.ECMWF
M4 SVM.DMI
M5 SVM.GFS
M6 SVM.ECMWF
M7 PHYSICAL.DMI
M8 PHYSICAL.GFS
M9 PHYSICAL.ECMWF
M10 CLUSTERED.DMI
M11 CLUSTERED.GFS
M12 CLUSTERED.ECMWF

cooperation with R [65], which is a free software environment for statistical

computing and graphics. The generated R codes for all combination models

except FSS, are executed in Java code thanks to a TCP/IP server, namely

Rserve which allows other programs including C/C++, PHP, and Java to use

the facilities of R. On the other hand, FSS based combination method is only

developed in Java.

Rserve stands by for R queries received from Java, and when the request is

taken, it executes the queries and returns the obtained results. On the side of

Java, data is queried from the central database, and all combination models are

run in sequence over R. Returned results are parsed by the help of particular

libraries, which also allow calling R functions from Java.

Historical power production and forecast data of all the individual models are

queried from the central database of R�TM in order to apply the proposed

combination methods. After all methods are run for 14 WPPs, new generated

combination predictions have been evaluated in terms of NMAE, NRMSE, and

NMB metrics, which are explained in Section 2.1.3.
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5.1 Combination Results and Evaluations

In order to validate proposed combination methods, each of them is separately

evaluated in this section. On the other hand, the results are compared in Sec-

tion 5.2 in order to make an inference about which one is more suitable for the

�nal implementation to R�TM.

5.1.1 Lp-Norm Based Combination Results

A plug in library including the �tted linear model with exponential power dis-

tribution errors, is used to run Lp-norm estimators over R. Lp-norm estimators

result with regression coe�cients, which corresponds to weights of predictors in

the linear model.

After Lp-norm estimators based model is applied for di�erent p values as p = 0.5,

p = 1, p = 1.5 and p = 2, constructed models are evaluated by means of

graphical tools. R environment enables the user to visualize linear regression

model results in order to show how well the model �ts the data via several

plots including scatter plot, Q-Q plot, histogram plot, scale-location plot, kernel

density plot, and in�uence plot. Therefore, some of them are utilized to analyze

Lp-norm estimators models with regards to residual distributions and outliers.

Note that the following graphical representations of this chapter, between Fig-

ure 5.1 and Figure 5.7, cover the data of WPP-9 among 14 tested WPPs as

an example. It is chosen due to its installed capacity, which is the maximum

among 14 WPPs. In addition, training data (involves 720 hours) of only last

48 hours of four month test time period, which is the �nal training period of

combination models is used in plotted R graphics, because of the fact that 120

di�erent training results exist for the whole combination time period.

In statistics, residuals state the distance of the data points from the �tted re-

gression line, and the ratio of the residuals to their standard error called the

standardized residuals. They have zero mean and standard deviation 1. On the

other hand, the studentized residuals are similar to standardized residuals, but

53



they take into account that the variance of the estimated value is not constant.

So, they are divided by an estimate of the standard deviation. This adjustment

makes the deviation of regression assumptions more visible, so it becomes use-

ful to identify outliers. Another point worth mentioning is that, if 95% of the

studentized residuals fall between the range of ± 2, the distribution of the er-

rors are considered approximately normal. Otherwise, they could be considered

unusual. In addition,the studentized residuals out of this range should be more

closely analyzed, due to the fact that these points could be outliers. Figure 5.1

represents the Q-Q plots of studentized residuals vs. theoretical quantiles for

p = 0.5, p = 1, p = 1.5 and p = 2.

As can be seen in Figure 5.1, residual distributions are almost normal for all

examined p values of Lp-norm estimators. Since, the data points approximately

follow the assumed distribution, which is emphasized by the red line, and the

most of the data is in the range of ± 2. These plots also indicate that there are

no apparent outliers.

Histograms and kernel density plots can also be used to check whether the data

is normally distributed or not. A histogram with symmetric bell-shaped pattern,

which is evenly distributed around zero implies that the normality assumption

is likely to be true. Kernel density plots are also an e�ective way to view the

distribution of data in the same manner.

Histogram plots and kernel density plots of residuals of Lp-norm estimators

model are presented in Figure 5.2 and Figure 5.3, respectively. In addition, a

single density plot, which involves all p valued regression models' results are

given in Figure 5.4 for the sake of comparability. According to this plot, it

can be seen that the density of residuals slightly increases around zero, while p

value is decreased. Therefore, L0.5 norm based regression model residuals show

slightly more normal distribution compared to other norms.
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Figure 5.1: A Comparative View to Q-Q Plots of Lp Norm Estimators
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Figure 5.2: Histogram Plots of Lp Norm Estimators
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Figure 5.3: Kernel Density Plots of Lp Norm Estimators
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Figure 5.4: Comparable Kernel Density Plots of Lp Norm Estimators

An alternative way to observe distribution of constructed regression models'

residuals is to display scatter plot of residuals versus �tted values. This plot

should produce a distribution of points scattered randomly about zero, regard-

less of the size of the �tted values. However, increasing residual values with

increasing �tted values pattern is most often observed, since large values in the

response variable results in greater variation. Residuals against �tted values

plot of Lp-norm estimators model is given in Figure 5.5. In this plot, it can be

shown that the residuals corresponding to lower �tted values are more closer to

zero. But still, residuals can be accepted as normally distributed according to

these plots.

The resulting �nal forecasts of 14 WPPs, that obtained at the end of the 4 month

test period, are evaluated in terms of NMAE, NRMSE, and NMB metrics. Ob-

tained combination error rates comparable to individual forecast models' rates

are respectively presented in Table 5.3, Table 5.4, and Table 5.5.
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Figure 5.5: Residuals vs. Fitted Values
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Table 5.3: NMAEs of Lp-Norm Estimators Based Forecast Combination

NMAEs (%)

Individual Forecasts Lp-Norm Estimators

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 L0.5 L1 L1.5 L2

1 12.41 11.55 11.57 12.77 13.15 13.09 12.49 13.67 13.21 12.29 11.36 11.19 9.68 9.75 9.81 9.85

2 11.63 11.01 10.59 12.34 15.25 13.30 11.45 13.71 10.07 12.11 12.78 10.78 9.61 9.54 9.53 9.56

3 8.70 8.91 9.22 9.19 10.14 10.43 9.68 10.74 10.83 8.48 9.27 9.51 7.74 7.77 7.82 7.86

4 14.95 15.13 14.76 14.90 17.35 16.96 13.98 14.84 14.59 15.08 15.80 15.51 12.50 12.49 12.73 12.88

5 12.42 12.10 10.94 12.81 12.53 11.23 12.33 11.97 10.52 11.45 11.81 10.12 9.84 9.77 9.87 9.91

6 10.82 10.60 11.20 11.79 12.18 12.70 11.55 16.24 14.95 10.12 10.50 10.41 8.67 8.70 8.75 8.82

7 12.04 11.62 11.00 12.74 12.48 12.27 14.05 14.20 12.79 12.36 11.81 11.95 9.69 9.73 9.74 9.84

8 9.86 9.42 8.56 14.62 9.68 10.90 18.83 23.71 23.51 12.89 11.61 11.78 8.13 8.11 8.13 8.16

9 5.55 5.60 5.38 5.91 6.21 6.33 12.62 10.89 12.07 5.63 5.42 5.73 4.73 4.86 4.80 4.83

10 13.78 11.85 11.28 14.61 13.66 12.44 19.27 19.27 16.78 14.92 13.56 12.36 10.40 10.43 10.48 10.46

11 16.76 15.91 15.77 19.46 18.85 18.49 20.66 21.49 21.23 18.55 18.00 16.35 15.70 15.77 15.86 16.01

12 10.78 10.07 10.89 11.71 10.96 11.16 11.12 14.44 15.61 13.63 13.45 12.81 10.19 10.11 10.07 10.12

13 14.20 15.88 14.03 15.34 17.54 16.37 24.00 21.93 21.86 15.54 14.72 15.16 14.37 14.44 14.77 15.24

14 13.90 13.77 13.21 14.92 14.37 13.77 14.28 14.43 14.74 13.36 14.45 14.12 11.59 11.54 11.56 11.57
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Table 5.4: NRMSEs of Lp-Norm Estimators Based Forecast Combination

NRMSEs (%)

Individual Forecasts Lp-Norm Estimators

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 L0.5 L1 L1.5 L2

1 17.21 16.99 17.10 17.76 18.81 18.90 19.38 20.31 19.86 19.04 16.81 16.88 13.94 13.91 13.84 13.87

2 16.93 16.92 16.20 18.19 22.32 20.27 17.83 21.27 15.98 19.71 19.77 16.81 14.67 14.57 14.53 14.56

3 12.23 13.11 13.49 12.54 13.70 14.04 14.62 15.99 16.04 13.20 13.79 13.99 11.10 11.16 11.07 11.03

4 21.53 22.10 21.68 21.41 23.74 23.69 22.56 22.80 22.04 23.93 23.92 23.32 18.46 18.37 18.46 18.51

5 18.88 18.28 16.94 19.31 18.39 17.09 19.63 18.94 16.40 18.58 18.50 15.99 15.06 14.99 15.09 15.16

6 15.73 15.45 16.27 16.71 17.05 17.52 17.46 23.59 21.82 15.94 15.87 15.88 12.66 12.69 12.69 12.74

7 17.50 17.12 16.14 18.19 18.01 17.65 21.27 21.64 19.10 19.07 17.32 18.48 14.50 14.59 14.57 14.69

8 12.99 12.85 11.65 17.59 12.98 14.04 23.62 30.76 30.74 17.04 15.40 15.87 10.72 10.72 10.76 10.79

9 7.91 7.93 7.60 8.19 8.44 8.66 17.32 14.96 16.09 8.41 7.89 8.38 6.69 6.83 6.76 6.80

10 17.72 15.96 15.41 18.65 17.58 16.34 24.49 26.00 22.24 20.18 18.28 17.38 13.93 13.97 14.00 13.97

11 22.83 23.07 23.02 25.42 25.38 25.09 29.77 31.47 30.90 27.29 26.34 24.44 21.82 21.83 21.75 21.77

12 15.70 14.67 15.65 16.49 15.62 15.42 17.03 22.01 23.17 20.53 20.26 19.06 14.99 14.87 14.78 14.85

13 19.39 21.23 19.58 19.85 21.40 20.77 30.02 28.44 27.97 21.72 20.35 20.96 19.83 19.95 20.18 20.66

14 19.94 20.29 19.33 21.14 20.96 20.17 21.99 21.39 21.69 20.64 21.41 21.06 16.95 16.82 16.81 16.85
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Table 5.5: NMBs of Lp-Norm Estimators Based Forecast Combination

NMBs (%)

Individual Forecasts Lp-Norm Estimators

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 L0.5 L1 L1.5 L2

1 4.57 1.48 1.83 5.01 1.62 3.08 0.08 2.29 2.13 -2.04 -2.33 -0.44 1.44 1.59 1.88 2.04

2 0.43 -1.05 -0.46 2.68 -1.62 -1.24 0.28 -9.68 -1.95 -0.24 -4.54 -1.83 -1.13 -1.01 -1.02 -0.94

3 1.45 -0.19 1.64 1.82 1.99 3.09 -2.30 1.47 3.69 -0.49 -1.29 -0.35 0.32 0.44 0.71 0.94

4 4.58 -0.96 2.61 4.77 2.39 5.13 -2.71 -2.71 1.06 0.70 0.07 0.09 0.60 0.64 1.25 1.61

5 2.49 0.31 2.02 2.58 0.12 1.99 -1.30 -5.12 0.26 -2.75 -3.86 -2.16 -0.68 -0.75 -0.50 -0.31

6 1.74 -1.08 1.06 1.89 -0.14 1.51 2.70 9.71 8.92 -3.89 -3.02 -3.20 -0.51 -0.33 0.02 0.29

7 -0.28 -3.35 -0.50 -0.79 -3.62 -2.15 1.10 -1.50 0.26 -1.34 -1.10 -1.53 -0.88 -0.92 -0.93 -0.88

8 0.47 1.38 1.10 -4.17 0.55 2.04 -11.49 4.59 7.30 -2.32 -1.14 -2.13 0.17 0.44 0.41 0.36

9 -0.67 -0.84 -0.09 0.36 -1.40 -0.72 8.06 7.49 10.20 -0.32 -0.73 0.54 0.93 1.11 1.12 1.21

10 -6.63 -2.32 -1.50 -6.26 -5.01 -1.54 10.40 1.59 6.55 -2.23 -0.44 -0.34 -2.36 -2.15 -2.25 -2.28

11 -0.07 -3.57 -2.46 -3.98 -6.53 -5.65 -10.03 -13.80 -9.36 -7.80 -7.30 -7.81 -6.03 -5.93 -5.67 -5.52

12 -3.76 -3.75 -4.48 -2.08 -3.17 -3.09 -0.34 -12.47 -15.09 -12.02 -11.57 -10.75 -6.40 -6.24 -5.99 -6.01

13 0.71 -0.74 1.27 -7.13 -10.06 -8.27 16.77 9.22 6.01 0.40 1.81 1.48 1.44 1.98 2.19 2.61

14 0.21 -1.67 0.78 1.81 -2.90 -1.00 1.37 1.28 3.91 -0.83 -2.61 -2.27 0.12 0.43 0.44 0.22
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As can be seen in Table 5.3, for most of the WPPs (11 of 14), NMAE rates of

Lp-norm based combination forecasts are lower than all other individual forecast

models. For the remaining three plants namely WPP-11, WPP-12, and WPP-

13, the best performed individual forecast has equal or slightly lower NMAE

compared to Lp-norm estimators' rates. This is an expected result, since some

of the individual forecasts which have over 20% NMAE, have performed the

worst predictions. On the other hand, it can be seen in Table 5.4 that the

squared errors are lower than all individual forecast models for 12 of 14 WPPs,

since the large errors are majorly considered in terms of NRMSE.

NMB scores are calculated in order to �nd out either individual and combined

forecast models tend to overestimate or underestimate. As can be seen in Ta-

ble 5.5, WPP-11 and WPP-12 has higher NMBs with negative direction, which

refers that some of the individual forecast models tend to underestimate the

particular WPPs compared to other WPPs. Thus, Lp-norm estimators based

combinations implicitly result with slightly underestimation.

Among the results of di�erent p valued estimators, L0.5 norm estimators model

a little bit more outstanding with regard to performing minimum forecast com-

bination error in terms of NMAE with the rate of 8/14 WPPs. This implication

has been also comprehended from density plot of residuals in Figure 5.4 as afore-

mentioned. Nevertheless, there is no explicit di�erence among di�erent p valued

estimators, since the data is almost normally distributed. Therefore, robust

regression for combination is not essential in this situation.

Time series of the actual power and Lp norm based combination model forecasts

of WPP-9 are presented in Figure 5.6, which covers the last one month of test

time period. It can be seen that the series of all the p valued estimators pretty

much overlap.
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Figure 5.6: Series of Combination Model Forecasts and the Actual Power

64



Table 5.6: Variable Importance List of Regression Tree of WPP-9

Individual Forecast Models (Combination Predictors) Variable Importance
PHYSICAL.DMI 587914.83
CLUSTERED.DMI 557372.41

ANN.DMI 433205.32
SVM.DMI 414265.43

PHYSICAL.GFS 303469.92
PHYSICAL.ECMWF 296385.80
CLUSTERED.ECMWF 119271.40

ANN.ECMWF 79967.33
ANN.GFS 64259.77

CLUSTERED.GFS 30497.49

5.1.2 Tree-Based Combination Results

A regression tree is constructed from each training data with 720 observations.

To grow a tree, "rpart" plugin library is used, and then the tree is pruned in

order to avoid over�tting. An example of the resulting tree structure is given in

Figure 5.7, which belongs to the WPP-9 training data. After the pruning, vari-

able importance list is obtained as a result. This ranking list of the combination

predictors (actually, individual forecast models) is used to generate weights of

the individual forecasts models as mentioned in Section 4.2.

The corresponding variable importance list to the exampled regression tree in

Figure 5.7 is given in Table 5.6. It can be seen from the table that the individual

model, namely PHYSICAL.DMI, has the maximum variable importance value

among the all other individual forecast, and it has been used as the root node

of the constructed regression tree. The second important predictor of the tree

has been determined as CLUSTERED.DMI model, which has placed in the �rst

level of the tree. Although most of the remaining variables placed in the list,

they do not appear in the tree structure. That means these variables are also

important, but they are speci�ed as surrogate splitters. On the other hand,

there are two individual models, namely SVM.GFS and SVM.ECMWF, which

are not placed in variable importance list, since they never appear as either a
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primary or a surrogate splitter while the tree is growing. Due to the this absence,

they have been weighted with zero while the �nal combined forecast has been

generated for its corresponding test period.

Random forests are constructed in the similar way as regression tree construction

that, the training data with 720 observation is used to grow each random forest.

To generate a random forest, which consists of n regression trees, "party" plugin

library is used by passing tree number parameter as an input. Number of trees

in the forest, n is respectively assigned as 50, 100, 500, and 1000, then random

forests are constructed. As a result of the random forest learning, variable

importance result is used to generate weights of the individual forecasts models.

After the tree-based combination methods are applied on 14 WPPs data in-

volved 4 month test period, the resulting �nal forecasts are evaluated in terms

of NMAE, NRMSE, and NMB metrics. Obtained combination error rates com-

parable to individual forecast models' rates are presented in Table 5.7, Table 5.8,

and Table 5.9 respectively.

According to the given NMAEs in Table 5.7, regression tree based combination

method results with lower error rates than all other individual forecast models

for 12 out of 14 WPPs. And the remaining two WPPs, namely WPP-9 and

WPP-12, has slightly lower NMAEs on the part of individual forecast models.

On the other hand, this rate is 13/14 in terms of NRMSE, as can be seen in

Table 5.8.

Random forests based combination methods with di�erent tree numbers give

similar NMAEs and NRMSEs in comparison with each other. For 11 out of 14

WPPs, they result with lower NMAEs than all other individual forecast models.

On the other hand, this rate is 13/14 in terms of NRMSE. In addition, it is clear

that increasing the tree number, n, has not provided an explicit improvement

on combination and also has consumed more time, even the random forests with

lower tree numbers has performed better results for a number of WPPs.

When a comparison is considered between regression tree based method and

random forests based method, regression tree based method has performed the
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combination with minimum NMAEs and also NRMSEs for 4/14 WPPs, while

this rate is 10/14 for random forests based one. Therefore, it can be inferred that

the random forests based combination method is more preferable than regression

tree based combination method with regard to R�TM forecast models.

Both regression tree based and random forest based combined forecasts tend

to perform a little underestimation for WPP-11 and WPP-12 according to the

given NMB scores in Table 5.9. Indeed, this result derives from some of the

individual forecast models, which have under -7% NMB.

Time series of the actual power and the both regression tree and random forests

based combination model forecasts of WPP-9 are presented in Figure 5.6, which

covers the last one month of test time period. Series of combined forecasts based

on random forests with 50, 100, 500, and 1000 trees are respectively referred as

RF1, RF2, RF3, and RF4 in the �gure.

It can be seen from the Figure 5.6, that the series of combination models based

on random forests with di�erent tree numbers pretty much overlap. In addition,

the series of regression tree based model shows a slightly di�erent trend than

random forests based ones.
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Figure 5.7: Pruned Regression Tree of WPP-9
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Table 5.7: NMAEs of Tree-Based Forecast Combination

NMAEs (%)

Individual Forecasts Tree-Based Combination

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 Reg.Tree n=50 n=100 n=500 n=1000

1 12.41 11.55 11.57 12.77 13.15 13.09 12.49 13.67 13.21 12.29 11.36 11.19 9.93 9.74 9.72 9.72 9.71

2 11.63 11.01 10.59 12.34 15.25 13.30 11.45 13.71 10.07 12.11 12.78 10.78 9.64 9.49 9.46 9.45 9.45

3 8.70 8.91 9.22 9.19 10.14 10.43 9.68 10.74 10.83 8.48 9.27 9.51 8.00 7.92 7.88 7.88 7.90

4 14.95 15.13 14.76 14.90 17.35 16.96 13.98 14.84 14.59 15.08 15.80 15.51 13.22 12.73 12.72 12.74 12.74

5 12.42 12.10 10.94 12.81 12.53 11.23 12.33 11.97 10.52 11.45 11.81 10.12 9.72 9.69 9.75 9.74 9.75

6 10.82 10.60 11.20 11.79 12.18 12.70 11.55 16.24 14.95 10.12 10.50 10.41 9.41 9.05 9.05 8.99 9.01

7 12.04 11.62 11.00 12.74 12.48 12.27 14.05 14.20 12.79 12.36 11.81 11.95 10.08 9.64 9.61 9.61 9.62

8 9.86 9.42 8.56 14.62 9.68 10.90 18.83 23.71 23.51 12.89 11.61 11.78 8.44 8.86 8.82 8.86 8.88

9 5.55 5.60 5.38 5.91 6.21 6.33 12.62 10.89 12.07 5.63 5.42 5.73 5.45 5.11 5.11 5.08 5.07

10 13.78 11.85 11.28 14.61 13.66 12.44 19.27 19.27 16.78 14.92 13.56 12.36 10.32 10.15 10.19 10.18 10.17

11 16.76 15.91 15.77 19.46 18.85 18.49 20.66 21.49 21.23 18.55 18.00 16.35 15.76 16.06 15.96 16.03 16.04

12 10.78 10.07 10.89 11.71 10.96 11.16 11.12 14.44 15.61 13.63 13.45 12.81 10.45 10.56 10.66 10.64 10.66

13 14.20 15.88 14.03 15.34 17.54 16.37 24.00 21.93 21.86 15.54 14.72 15.16 12.42 12.71 12.64 12.61 12.62

14 13.90 13.77 13.21 14.92 14.37 13.77 14.28 14.43 14.74 13.36 14.45 14.12 11.72 11.60 11.58 11.55 11.55
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Table 5.8: NRMSEs of Tree-Based Forecast Combination

NRMSEs (%)

Individual Forecasts Tree-Based Combination

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 Reg.Tree n=50 n=100 n=500 n=1000

1 17.21 16.99 17.10 17.76 18.81 18.90 19.38 20.31 19.86 19.04 16.81 16.88 14.29 13.70 13.72 13.74 13.74

2 16.93 16.92 16.20 18.19 22.32 20.27 17.83 21.27 15.98 19.71 19.77 16.81 14.70 14.35 14.33 14.30 14.34

3 12.23 13.11 13.49 12.54 13.70 14.04 14.62 15.99 16.04 13.20 13.79 13.99 11.19 11.07 11.00 11.06 11.07

4 21.53 22.10 21.68 21.41 23.74 23.69 22.56 22.80 22.04 23.93 23.92 23.32 18.98 18.36 18.33 18.37 18.34

5 18.88 18.28 16.94 19.31 18.39 17.09 19.63 18.94 16.40 18.58 18.50 15.99 14.95 14.86 14.89 14.81 14.81

6 15.73 15.45 16.27 16.71 17.05 17.52 17.46 23.59 21.82 15.94 15.87 15.88 13.26 12.98 12.89 12.85 12.86

7 17.50 17.12 16.14 18.19 18.01 17.65 21.27 21.64 19.10 19.07 17.32 18.48 14.96 14.25 14.34 14.26 14.29

8 12.99 12.85 11.65 17.59 12.98 14.04 23.62 30.76 30.74 17.04 15.40 15.87 10.94 11.32 11.32 11.27 11.28

9 7.91 7.93 7.60 8.19 8.44 8.66 17.32 14.96 16.09 8.41 7.89 8.38 7.57 7.15 7.11 7.07 7.07

10 17.72 15.96 15.41 18.65 17.58 16.34 24.49 26.00 22.24 20.18 18.28 17.38 13.97 13.79 13.80 13.76 13.75

11 22.83 23.07 23.02 25.42 25.38 25.09 29.77 31.47 30.90 27.29 26.34 24.44 21.61 21.75 21.94 21.84 21.85

12 15.70 14.67 15.65 16.49 15.62 15.42 17.03 22.01 23.17 20.53 20.26 19.06 15.13 15.58 15.64 15.63 15.62

13 19.39 21.23 19.58 19.85 21.40 20.77 30.02 28.44 27.97 21.72 20.35 20.96 17.77 17.98 17.96 17.90 17.97

14 19.94 20.29 19.33 21.14 20.96 20.17 21.99 21.39 21.69 20.64 21.41 21.06 17.11 16.81 16.77 16.77 16.75
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Table 5.9: NMBs of Tree-Based Forecast Combination

NMBs (%)

Individual Forecasts Tree-Based Combination

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 Reg.Tree n=50 n=100 n=500 n=1000

1 4.57 1.48 1.83 5.01 1.62 3.08 0.08 2.29 2.13 -2.04 -2.33 -0.44 1.41 1.60 1.66 1.65 1.67

2 0.43 -1.05 -0.46 2.68 -1.62 -1.24 0.28 -9.68 -1.95 -0.24 -4.54 -1.83 -1.46 -1.25 -1.32 -1.32 -1.31

3 1.45 -0.19 1.64 1.82 1.99 3.09 -2.30 1.47 3.69 -0.49 -1.29 -0.35 0.49 0.75 0.80 0.80 0.81

4 4.58 -0.96 2.61 4.77 2.39 5.13 -2.71 -2.71 1.06 0.70 0.07 0.09 1.15 1.39 1.43 1.36 1.42

5 2.49 0.31 2.02 2.58 0.12 1.99 -1.30 -5.12 0.26 -2.75 -3.86 -2.16 -0.25 -0.38 -0.43 -0.41 -0.41

6 1.74 -1.08 1.06 1.89 -0.14 1.51 2.70 9.71 8.92 -3.89 -3.02 -3.20 1.59 1.35 1.33 1.34 1.35

7 -0.28 -3.35 -0.50 -0.79 -3.62 -2.15 1.10 -1.50 0.26 -1.34 -1.10 -1.53 -0.97 -1.03 -1.11 -1.04 -1.04

8 0.47 1.38 1.10 -4.17 0.55 2.04 -11.49 4.59 7.30 -2.32 -1.14 -2.13 0.59 0.10 0.07 0.03 0.07

9 -0.67 -0.84 -0.09 0.36 -1.40 -0.72 8.06 7.49 10.20 -0.32 -0.73 0.54 2.05 2.03 2.04 2.03 2.04

10 -6.63 -2.32 -1.50 -6.26 -5.01 -1.54 10.40 1.59 6.55 -2.23 -0.44 -0.34 -1.99 -1.14 -1.22 -1.26 -1.25

11 -0.07 -3.57 -2.46 -3.98 -6.53 -5.65 -10.03 -13.80 -9.36 -7.80 -7.30 -7.81 -5.79 -6.02 -6.10 -6.08 -6.09

12 -3.76 -3.75 -4.48 -2.08 -3.17 -3.09 -0.34 -12.47 -15.09 -12.02 -11.57 -10.75 -5.68 -6.67 -6.74 -6.74 -6.75

13 0.71 -0.74 1.27 -7.13 -10.06 -8.27 16.77 9.22 6.01 0.40 1.81 1.48 0.78 1.10 1.07 1.10 1.10

14 0.21 -1.67 0.78 1.81 -2.90 -1.00 1.37 1.28 3.91 -0.83 -2.61 -2.27 0.14 0.13 0.08 0.14 0.12
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5.1.3 FSS Based Combination Results

FSS based combination method only requires simple mathematical calculations

as given in Section {FSS Based Forecast Combination. Therefore, this method

is developed in Java without need of any library extension.

Each constructed FSS, which is in a matrix form, represents the contributions

of individual models learning from 720 observations of one month training data.

At the end of the each FSS construction, �nal combined forecasts of next 48

hours are generated through particular FSS. After the four month period is

continued by shifting both training and test period day by day, obtained forecast

combination outputs are evaluated in terms of NMAE, NRMSE, and NMB.

Table 5.10 presents the NMAE results of FSS based combination method com-

pared to individual forecast models. As can be seen in this table, FSS based

method outputs the minimum NMAEs for 7 WPPs among the total 14 WPPs.

Moreover, it results with an equal NMAE for WPP-13, with regard to the indi-

vidual model referred as M3. For the remaining 6 WPPs, NMAEs of FSS based

combination forecasts are acceptable except WPP-8. Since the NMAE of this

plant is too high that it is twice as much than the individual forecast model with

minimum NMAE. In addition, this experimental results are similar in terms of

NRMSE as can be seen in Table 5.11.

In order to validate FSS based combination method in terms of overestima-

tion/underestimation, NMB scores are calculated such in the other proposed

methods. It can be seen in Table 5.12, the forecasts of this proposed method

tend to slightly underestimate for only WPP-11 with -5.53% NMB at maximum,

among 14 WPPs.

Time series of the actual power and the FSS based combination model forecasts

of WPP-9 are presented in Figure 5.6 that displayed time series belong to the

last one-month of test time period.
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Table 5.10: NMAEs of FSS Based Forecast Combination

NMAEs (%)

Individual Forecasts
FSS

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12

1 12.41 11.55 11.57 12.77 13.15 13.09 12.49 13.67 13.21 12.29 11.36 11.19 10.19

2 11.63 11.01 10.59 12.34 15.25 13.30 11.45 13.71 10.07 12.11 12.78 10.78 11.08

3 8.70 8.91 9.22 9.19 10.14 10.43 9.68 10.74 10.83 8.48 9.27 9.51 8.44

4 14.95 15.13 14.76 14.90 17.35 16.96 13.98 14.84 14.59 15.08 15.80 15.51 13.1

5 12.42 12.10 10.94 12.81 12.53 11.23 12.33 11.97 10.52 11.45 11.81 10.12 10.29

6 10.82 10.60 11.20 11.79 12.18 12.70 11.55 16.24 14.95 10.12 10.50 10.41 9.75

7 12.04 11.62 11.00 12.74 12.48 12.27 14.05 14.20 12.79 12.36 11.81 11.95 10.42

8 9.86 9.42 8.56 14.62 9.68 10.90 18.83 23.71 23.51 12.89 11.61 11.78 17.44

9 5.55 5.60 5.38 5.91 6.21 6.33 12.62 10.89 12.07 5.63 5.42 5.73 5.74

10 13.78 11.85 11.28 14.61 13.66 12.44 19.27 19.27 16.78 14.92 13.56 12.36 13.31

11 16.76 15.91 15.77 19.46 18.85 18.49 20.66 21.49 21.23 18.55 18.00 16.35 16.49

12 10.78 10.07 10.89 11.71 10.96 11.16 11.12 14.44 15.61 13.63 13.45 12.81 10.03

13 14.20 15.88 14.03 15.34 17.54 16.37 24.00 21.93 21.86 15.54 14.72 15.16 14.03

14 13.90 13.77 13.21 14.92 14.37 13.77 14.28 14.43 14.74 13.36 14.45 14.12 11.89
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Table 5.11: NRMSEs of FSS Based Forecast Combination

NRMSEs (%)

Individual Forecasts
FSS

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12

1 17.21 16.99 17.10 17.76 18.81 18.90 19.38 20.31 19.86 19.04 16.81 16.88 14.26

2 16.93 16.92 16.20 18.19 22.32 20.27 17.83 21.27 15.98 19.71 19.77 16.81 16.14

3 12.23 13.11 13.49 12.54 13.70 14.04 14.62 15.99 16.04 13.20 13.79 13.99 11.59

4 21.53 22.10 21.68 21.41 23.74 23.69 22.56 22.80 22.04 23.93 23.92 23.32 18.64

5 18.88 18.28 16.94 19.31 18.39 17.09 19.63 18.94 16.40 18.58 18.50 15.99 15.56

6 15.73 15.45 16.27 16.71 17.05 17.52 17.46 23.59 21.82 15.94 15.87 15.88 13.80

7 17.50 17.12 16.14 18.19 18.01 17.65 21.27 21.64 19.10 19.07 17.32 18.48 15.16

8 12.99 12.85 11.65 17.59 12.98 14.04 23.62 30.76 30.74 17.04 15.40 15.87 27.90

9 7.91 7.93 7.60 8.19 8.44 8.66 17.32 14.96 16.09 8.41 7.89 8.38 7.81

10 17.72 15.96 15.41 18.65 17.58 16.34 24.49 26.00 22.24 20.18 18.28 17.38 21.67

11 22.83 23.07 23.02 25.42 25.38 25.09 29.77 31.47 30.90 27.29 26.34 24.44 22.08

12 15.70 14.67 15.65 16.49 15.62 15.42 17.03 22.01 23.17 20.53 20.26 19.06 14.24

13 19.39 21.23 19.58 19.85 21.40 20.77 30.02 28.44 27.97 21.72 20.35 20.96 19.53

14 19.94 20.29 19.33 21.14 20.96 20.17 21.99 21.39 21.69 20.64 21.41 21.06 17.15
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Table 5.12: NMBs of FSS Based Forecast Combination

NMBs (%)

Individual Forecasts
FSS

Plant ID M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12

1 4.57 1.48 1.83 5.01 1.62 3.08 0.08 2.29 2.13 -2.04 -2.33 -0.44 2.72

2 0.43 -1.05 -0.46 2.68 -1.62 -1.24 0.28 -9.68 -1.95 -0.24 -4.54 -1.83 -0.55

3 1.45 -0.19 1.64 1.82 1.99 3.09 -2.30 1.47 3.69 -0.49 -1.29 -0.35 1.85

4 4.58 -0.96 2.61 4.77 2.39 5.13 -2.71 -2.71 1.06 0.70 0.07 0.09 2.34

5 2.49 0.31 2.02 2.58 0.12 1.99 -1.30 -5.12 0.26 -2.75 -3.86 -2.16 0.49

6 1.74 -1.08 1.06 1.89 -0.14 1.51 2.70 9.71 8.92 -3.89 -3.02 -3.20 2.66

7 -0.28 -3.35 -0.50 -0.79 -3.62 -2.15 1.10 -1.50 0.26 -1.34 -1.10 -1.53 -1.28

8 0.47 1.38 1.10 -4.17 0.55 2.04 -11.49 4.59 7.30 -2.32 -1.14 -2.13 0.16

9 -0.67 -0.84 -0.09 0.36 -1.40 -0.72 8.06 7.49 10.20 -0.32 -0.73 0.54 3.13

10 -6.63 -2.32 -1.50 -6.26 -5.01 -1.54 10.40 1.59 6.55 -2.23 -0.44 -0.34 -2.47

11 -0.07 -3.57 -2.46 -3.98 -6.53 -5.65 -10.03 -13.80 -9.36 -7.80 -7.30 -7.81 -5.53

12 -3.76 -3.75 -4.48 -2.08 -3.17 -3.09 -0.34 -12.47 -15.09 -12.02 -11.57 -10.75 -3.09

13 0.71 -0.74 1.27 -7.13 -10.06 -8.27 16.77 9.22 6.01 0.40 1.81 1.48 0.95

14 0.21 -1.67 0.78 1.81 -2.90 -1.00 1.37 1.28 3.91 -0.83 -2.61 -2.27 0.10
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5.2 Comparison of the Combination Methods

After the results of all proposed combination methods are obtained, a compari-

son among them is considered with regard to combined forecast errors and time

complexity.

In addition to the separately given results compared to the individual fore-

cast models for each combination approach in the previous section, comparative

NMAEs of all the combined forecasts are presented in Table 5.13. According to

the given table, Lp-norm based combination methods have given the minimum

NMAEs for 8 WPPs, while tree-based combination methods including regres-

sion tree based combination and random forests based combinations have given

the minimum NMAEs for 5 WPPs. However, NMAE scores are very close to

each other for these two proposed methods, namely Lp-norm based combination

method and tree-based combination method. In other words, the di�erence be-

tween the NMAEs of best combined forecast and any combined forecast of these

two proposed methods, is marginal. On the other hand, FSS based combination

method has given the minimum NMAE for only one WPP. Also, its resulting

NMAEs are over 1% more than the NMAEs of best combined forecast for 6

WPPs.

From the point of time complexity, tree-based combination method consumes

more time than the Lp-norm based combination and FSS based combination

methods. Especially, random forests construction increases time complexity

considerably, so that the higher value of tree number is used to construct forest,

the more time is consumed. On the other hand, it has been already declared

in the previous section that increasing the tree number does not improve the

performance of the combination anyway.
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Table 5.13: NMAE Comparison among Forecast Combination Methods

NMAEs (%)

Lp-Norm Estimators Tree-Based Combination
FSS

Plant ID L0.5 L1 L1.5 L2 Reg.Tree n=50 n=100 n=500 n=1000

1 9.68 9.75 9.81 9.85 9.93 9.74 9.72 9.72 9.71 10.19

2 9.61 9.54 9.53 9.56 9.64 9.49 9.46 9.45 9.45 11.08

3 7.74 7.77 7.82 7.86 8.00 7.92 7.88 7.88 7.90 8.44

4 12.50 12.49 12.73 12.88 13.22 12.73 12.72 12.74 12.74 13.10

5 9.84 9.77 9.87 9.91 9.72 9.69 9.75 9.74 9.75 10.29

6 8.67 8.70 8.75 8.82 9.41 9.05 9.05 8.99 9.01 9.75

7 9.69 9.73 9.74 9.84 10.08 9.64 9.61 9.61 9.62 10.42

8 8.13 8.11 8.13 8.16 8.44 8.86 8.82 8.86 8.88 17.44

9 4.73 4.86 4.80 4.83 5.45 5.11 5.11 5.08 5.07 5.74

10 10.40 10.43 10.48 10.46 10.32 10.15 10.19 10.18 10.17 13.31

11 15.70 15.77 15.86 16.01 15.76 16.06 15.96 16.03 16.04 16.49

12 10.19 10.11 10.07 10.12 10.45 10.56 10.66 10.64 10.66 10.03

13 14.37 14.44 14.77 15.24 12.42 12.71 12.64 12.61 12.62 14.03

14 11.59 11.54 11.56 11.57 11.72 11.60 11.58 11.55 11.55 11.89
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CHAPTER 6

CONCLUSION AND FUTURE WORK

Wind has become one of the most signi�cant energy sources in recent years,

because of the increasing awareness of renewables to produce electricity. At this

point, developing accurate wind power forecasting systems is one of the main

concerns, which arises from the natural variability of wind. Therefore, many

wind power forecasting methods are proposed in literature, most of which are

based on numerical weather predictions (NWPs). In addition to many alter-

native methods to generate wind power forecasts, there are several published

NWPs from di�erent sources, which lead to increase forecasts diversity. In or-

der to utilize these alternative forecasts simultaneously, combining them is a

frequently preferred approach in literature.

In this thesis, various methods for forecast combination, namely Lp-norm based

combination, tree-based combination, and fuzzy soft sets (FSS) based combina-

tion, are presented to improve the performance of individual forecasts. In order

to be regarded as a successful combination in wind power forecasting, the com-

bined forecast should be better than the individual ones, or at least be as good

as the best performed one. The evaluation results of this thesis study show that

all proposed combination approaches considerably comply with this suggestion.

They perform almost 6.5% improvement in terms of normalized mean absolute

errror (NMAE) compared to the worst individual forecast, and approximately

1% improvement compared to the best individual forecast for the average of

14 wind power plants (WPPs) under investigation. On the other hand, the

rate is almost 1.8% on average in terms of normalized root mean squared er-
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ror (NRMSE) compared to the best individual forecast, while it is about 9% in

comparison with the worst individual forecast. Here, it should be kept in mind

that 1% improvement of the forecasts is considered as a valuable contribution

in wind energy industry.

According to the achieved results, Lp-norm based combination approach with

lower p values such as 0.5, seems to be more suitable for R�TM forecasts com-

bination. Tree-based combination is also valuable, but it consumes more com-

putational time than Lp-norm based combination, especially for random forests

with higher tree numbers. Besides, FSS based forecast combination has given

acceptable results. Nevertheless, it is not as proper as the other combination

methods in terms of consistency. Although it has resulted in lower forecast er-

rors for many WPPs, it has twice as much errors, both in terms of NMAE and

NRMSE, than other methods for a particular WPP, which is undesirable.

Within the scope of this thesis, one month training data is used during the im-

plementation of the proposed methods to R�TM. It is because of the available

data of individual forecasts in addition to available corresponding actual power

data. However, R�TM is an on-going project, and new WPPs are integrated day

by day. After the su�cient and continuous data is collected, training time inter-

val can be empirically extended to over one month, such as three months or six

months. Therefore, the e�ects of using di�erent time horizons for training phase

can be investigated for all proposed combination methods as a future study.

Furthermore, it is also possible to make improvements on the individual fore-

casts employed in combined forecasts, because of the fact that the performance

of the combined forecast depends on the accuracy of the individual forecasts

eventually.
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