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ABSTRACT 

 

 

ANALYSIS OF WEAKLY IONIZED HYPERSONIC FLOW  

 

 

 

Pişkin, Tuğba 

M.S., Department of Aerospace Engineering 

Supervisor: Assoc. Prof. Dr. Sinan Eyi 

 

July 2015, 105 pages 

 

The knowledge of physical phenomena and numerical computation skills are 

required to simulate flow field around the re-entry capsule due to extreme 

conditions resulted by high speed and high energy of capsule. The re-entries of 

spacecraft occur generally at high hypersonic speed where reactions take place 

actively, and where plasma field around geometry as well as radiation from the 

surface affect characteristics of the flow field.  In these conditions, ideal gas 

assumption fails; thus, real gas assumption is used to define species state 

characteristics. The main consideration of this study is to compute the components 

of the flow field by considering thermal, chemical and vibrational nonequilibrium. 

There are various methods developed to model flow field with the examination of 

real gas effects and nonequilibrium in each modes. Mainly, these methods differ 

according to chosen temperature model; the simplest one is one temperature model, 

where all energy modes are defined with the same temperature. Because the 

assumptions for one temperature are not sufficient to characterize hypersonic flow 

field region, the most accepted and the most applied method is two temperature 
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model by defining translational – rotational and vibrational- electronic temperature. 

In this model, dissociation reactions and vibrational energy levels of species are 

associated with Park’s approach. Different forward reaction rate constants and two 

different calculation of equilibrium constant are examined and compared. 

Moreover, the influences of number of species and reactions are also studied in the 

modelling chemical nonequilibrium. Three dimensional Apollo Command Module 

is chosen as geometry. Newton- GMRES method is used to solve flow field, 

whereas Newton method is used to compute vibrational and translational 

temperature. 

In the numerical modelling part, different CFD considerations are examined such 

as mesh refinement, order of spatial discretization and different splitting of flux 

vectors. For the mesh refinement study, flow field is simulated by using three 

different meshes; coarse, medium and fine. In addition to first order discretization, 

MUSCL schemes are used to achieve higher order spatial discretization; therefore, 

different flux limiters are examined to prevent oscillations. Moreover, Van Leer 

and Steger Warming flux splitting schemes are developed with the consideration of 

real and ideal gas assumptions. Briefly, the aim of this study is to enhance 

knowledge about high temperature gas flow and to apply various models with 

comparisons of each other and that of experimental data.  

 

Keywords: Atmospheric Re-entries, Hypersonic Flow, Real Gas Effects, Chemical 

Nonequilibrium, Vibrational Nonequilibrium, Two Temperature Model 
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ÖZ 

 

 

AZ İYONLAŞMIŞ HİPERSONİK AKIŞLARIN ANALİZİ 

 

 

 

Pişkin, Tugba 

Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölümü 

Tez Yöneticisi: Doç. Dr Sinan Eyi 

 

Temmuz 2015, 105 sayfa 

 

Yerçekimi ile ivmelenen atmosferik girişler yüksek hız ve enerjilerde 

gerçekleştiğinden sıcaklık çok büyük değerlere ulaşır. Atmosferik akış gibi yüksek 

hızlı hipersonik akışların doğru modellenmesi, tüm fiziksel olguların ve çözüm 

yöntemlerinin uygulanmasıyla mümkündür. Bu gibi yüksek sıcaklıklarda, türlerin 

akış alanındaki davranışları gerçek gaz varsayımı ile yapılmalıdır. Bu çalışmanın 

amacı kimyasal, termodinamiksel ve titreşimsel dengesizliklerin gerçek gaz 

varsayımıyla çözülmesidir. Sıcaklık varsayımlarına göre birçok farklı model 

bulunmaktadır. En basit olan, tek sıcaklık modeli bütün enerji modlarının tek bir 

sıcaklık değerleriyle belirlenmesine dayanır. Ancak bu model yüksek sıcaklarda 

akış alanı çözümünü elde etmede yetersiz kalmaktadır. En çok uygulanan ve kabul 

edilmiş metot iki sıcaklık modelidir ve bu model döngüsel ile çizgisel enerji 

modlarını ve titreşimsel ile elektronik enerji modlarını dengede kabul eder.  Yüksek 

sıcaklıklarda, kimyasal reaksiyonlar ve titreşimsel sıcaklık değerleri birbirlerini 

etkiler. İki olgu arasındaki etkileşim, çizgisel ve titreşimsel sıcaklıkların ortalama 

değerleriyle bulunur. Bu çalışmada, bu yaklaşımlar incelenmiştir.  
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Geometri olarak üç boyutlu Apollo Komuta Modülü seçilmiştir, çünkü deney ve 

uçuş verileri bu geometri etrafında mevcuttur. Hesaplamalar Newton ve Newton 

Gmres metodları göz önüne alınarak yapılmıştır. Farklı tür sayısı ve farklı 

varsayımlar bu çalışmada incelenmiş bulunmaktadır.  

Bu çalışmanın esas amacı yüksek sıcaklıklarda olan akış hakkındaki bilgiyi 

genişletip çeşitli modellerin karşılaştırılarak incelenmesidir. Ayrıca fiziksel 

modellerin karşılaştırılmasının yanı sıra hesaplama yöntemlerinin etkinliği de 

hesaplanıp karşılaştırılmıştır. 

 

Anahtar Kelimeler: Atmosferik Giriş, Hipersonik Akış, Gerçek Gaz Etkileri, 

Kimyasal Dengesizlik, Titreşimsel Dengesizlik, İki sıcaklık Modeli 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

1.1 Motivation 

The advancements in the computer technology lead to the development and the 

extend usage of computational tools for the most of the engineering studies. In the 

most of aerospace engineering studies, Computational Fluid Dynamics (CFD) is 

one of the important tools used. The advancement of the spacecraft design strictly 

depends on the accurate prediction of flow field during the reentry. Because of the 

experimental difficulties in hypersonic flow, CFD is extensively used to analyze 

the flow field and to improve design parameters of spacecrafts [1]  

Atmospheric re-entries to the Earth’s and other planets with considerable 

gravitational force are characterized by high speed and high enthalpy flow.  Because 

of the high Mach number and high temperature, hypersonic flow fields occurred 

during re-entries contain dissociation, exchange, charge exchange, dissociative 

recombination, electron impact ionization and dissociation reactions. Moreover, 

radiation and the exchange between energy modes which are vibrational, 

translational, rotational and electric-electronic, occur. Modelling these extreme 

conditions require sufficient understanding of real gas behaviours and 

nonequilibrium conditions.  

Due to transition of high kinetic energy to thermal energy, the ionization of species 

takes place frequently; hence, the flow field contains many positive and negative 

charged species. These charged species cause plasma layer around the body. The 

number density of charged particles affects frequency of plasma. When the 

frequency of the plasma layer is higher than the communication band frequency, 

there will be communication blackout. The accurate prediction of flow field and the 
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modification of re-entry vehicle have importance on prevention of moral and 

financial damage and even death.  Therefore, accurate modelling of re-entries are 

important to have successful and safe flights.  

 

1.2 Objective 

The understanding of chemical nonequilibrium and vibrational relaxation and then 

developing a flow solver with consideration of real gas effects are main objectives 

of this study.  

The influence of different thermochemical approaches have been investigated in 

terms of accuracy, convergence behaviour and computational cost. In addition to 

ideal gas assumption, code has been extended to investigate real gas effects. To 

model chemical nonequilibrium, different models and assumptions are examined 

and compared with available experimental and theoretical data.  The coupling 

chemical reactions and vibrational nonequilibrium with different controlling 

temperature models are taken into account. After the investigation of high 

temperature effects with different assumptions, choosing a proper model for future 

studies with our developed codes is basic consideration of physical modelling.  

The computational efforts to simulate physical processes during atmospheric re-

entries are studied. Various splitting methods and discretization orders are 

reviewed. In this study, Newton and Newton GMRES methods is used to simulate 

hypersonic re-entries with different temperature models. Moreover, Apollo 

Command Module is chosen as a geometry to evaluate and to verify the developed 

code.  
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1.3 Flow Characteristics 

During atmospheric re-entries, the change of kinetic energy into internal energy 

produce enormously high aerodynamic heating; therefore, to simulate effects of this 

extreme heating during atmospheric re-entries, flow characteristics must be defined. 

First of all, re-entries are characterized by very high speed and high temperatures. 

The maximum velocity during the re-entry to Earth’s atmosphere was achieved in 

2006 by the Stardust Capsule, 12.8 km /s, and the maximum temperature was 

around 25,000 K [2]. Around this temperature, many reactions start such as 

dissociation, exchange and ionization. 

The flow field during atmospheric re-entries strictly depends on the composition of 

the atmosphere. Different chemical properties of species in atmosphere yield 

different flow field characteristics because each species has different mass, energy 

levels and different chemical bonding structures. In this study, re-entries to the 

Earth’s atmosphere cases are studied. Therefore, initial composition of atmospheric 

air is considered as 21% of O2 and 79% of N2. The species composition is important 

because of the different reaction characteristics and different energy exchange 

mechanism between species. The high temperature and nonequilibrium effects 

make ideal gas assumption invalid; thus, real gas assumption is more suitable. Ideal 

gas assumption states that gas is in thermally and calorically perfect state. 

Therefore, following assumptions yield for ideal gases that collisions in between 

gases occur elastically, there are not any forces between species, and motions of 

gases are random where distance in-between species are greater than the molecule 

size [4]. In the hypersonic flow, most of these assumptions are invalid and real gas 

effects should be considered. Real gas assumptions can affect the shock standoff 

distance, thermal heating at surface and energy exchange between modes [1].  The 

physical phenomena, assumptions and available equations through spacecraft 

motion in atmosphere are summarized in Figure 1.1 which is derived from NASA 

report [3] and Tirsky’s study [7].   
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Figure 1.1 Variations of physical phenomena with trajectory of a space shuttle on 

Earth’s atmosphere.  

One of the important parameters to observe the flow field characteristics is Knudsen 

number.  Knudsen number is obtained by dividing the mean free path of molecule 

to the length of spacecraft. The mean free path is the average distance between 

collisions of two flow components.  

The validity of the Navier Stokes equations are restricted with Knudsen number. 

The applicability of Navier Stokes and Euler equations require enough number of 

collisions of the flow components; therefore, the exchange between momentum and 

energy modes are satisfied. Clearly, to solve Navier Stokes and Euler equations, the 

flow field should be dense enough. In regions where Knudsen number less than 

0.01, the flow field can be considered as continuum and the transport equations can 

be used [5]. 
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The region with Knudsen number in between 0.01 and 10 is named as rarified or 

translational regime [5]. In these regions, the interactions between particles are low; 

hence, transport equations are not applicable. However, Boltzmann equations are 

valid in these regions. Therefore, to obtain solution for these regions, discrete 

particle models which are based on kinetic theory are used. 

For higher values of Knudsen number, Kn > 10, the flow field is defined free- 

molecular region where number of collisions between particles are poor because of 

very small number of particles as in Figure 1.1. In these regions, due to lack of the 

interactions in between components of flow field, shock layer cannot be observed 

[6].  In these regions, the solution method is based on the statistical mechanics 

equations: Boltzmann and collisionless Boltzmann equations. In the atmospheric 

re-entries, Knudsen number varies with the altitude of the re-entry vehicle, and the 

variation of Knudsen number with the altitude can be observed through Figure 1.1.  

Even though global Knudsen number satisfies continuum regime condition, there 

are locally transition regions. The distinction between local and global Knudsen 

number must be stated clearly. Instead of considering global Knudsen number, 

calculation of local Knudsen number will result in more accurate simulations if the 

flow field has different regions: continuum and transition. Flow solver should be 

adapted according to these regions. Global and local Knudsen number which are 

based on the gradient of the flow variable can be written as: 

 

 
𝐾𝑛 =  

𝜆

𝐿
                  𝐾𝑛𝑙𝑜𝑐𝑎𝑙 =

𝜆

𝜓
‖
𝑑𝜓

𝑑𝑥
‖ 

    (1.1) 

 

where ψ is the global flow field variable such as density, pressure and so on, λ is 

the mean free path and the L is the length of the vehicle.  
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Determination of whether flow is in thermal and chemical equilibrium or non- 

equilibrium is done with Damköhler number which is the ratio of the flow residence 

time to the chemical reaction time.  This non-dimensional number can be written 

as: 

 𝐷𝑎 =  
𝜏𝑓

𝜏𝑐
 

                   (1.2) 

where 𝜏𝑐 is the required time for the chemical reactions to reach chemical 

equilibrium and  𝜏𝑓 is the characteristic flow residence time. When the chemical 

reaction time scale approaches zero due to very fast reactions, Damköhler number 

approaches infinity. Therefore, these fast reactions yield equilibrium state.  If the 

chemical reaction time scale is very large compared to the fluid time scale, then the 

flow field is considered as frozen. That means there is an inadequate change in the 

flow field composition because of the lack of the chemical reactions.  In between 

equilibrium and frozen state, flow field can be considered as in nonequilibrium.  

The high temperature during the re-entry results in ionization reactions; thus, the 

number of ionized particle increases. The existence of electrons and ions can 

provide a medium which has plasma dynamic characteristics. The ionization 

fraction can be obtained through Equation 1.3.  

 
𝑥𝑖 =

𝑛𝑖
𝑛𝑛 + 𝑛𝑖

 
(1.3) 

where ni, nn represents number of ionized particles and neutral particles 

respectively. When xi approaches to 1, plasma is considered as the fully ionized 

plasma. For the case of smaller fraction value, plasma is considered as weakly 

ionized plasma.  Most of the studies assume that flow field is weakly ionized 

because fully ionized flow field is difficult to model and to compute.  
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1.4 Literature Survey 

There are various models which have been developed to simulate hypersonic flow 

field by considering thermal, chemical and vibrational nonequilibrium.  Models 

vary with respect to their assumptions for the flow field and the physical 

characteristics of flow field. The most of the studies focused on the continuum 

assumption in order to use Navier- Stokes and Euler equations. Moreover, there are 

various studies with real or ideal gas assumptions. Ideal gas assumptions are useful 

in terms of computational effort and time; however, results with ideal gas 

assumptions have different characteristics from the real flow field data especially 

in terms of temperature values [8]. 

The other important model mainly developed for the transition region is Direct 

Simulation of Monte Carlo (DSMC). The Monte Carlo methods are numerical 

techniques based on presenting solutions to physical processes or problems which 

are obtained from randomness of solution point in a statistical approach. DSMC 

uses kinetic theory of gases that is also a statistical way to describe distribution 

functions of flow variable. DSMC was introduced by Bird [9] and many 

applications with different assumptions were obtained [10]. Unlike the transport 

equations, DSMC methods are capable of working in both continuum and transition 

region. However, in continuum regime, DSMC methods require high computational 

time because of the high number density of species. Therefore, multi scale flow 

assumptions have been studied by various authors [11] & [12].  Multi scale flow 

consideration helps to deal with continuum and rarefied flow field regions by 

reducing computational cost. 

The most of the studies differs from each other with temperature usage. For the 

initial studies, only one temperature is used to define translational and rotational 

temperatures. To consider vibrational energy, vibrational temperature was 

introduced by Park [13]. In the two temperature model, exchange between 

vibrational and electronic energy mode was assumed to be very fast; thus, electronic 

energy modes of species can be defined with vibrational temperature.  Also, there 

is the assumption to take into account concerning effects of vibrational and 
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translational temperatures; this assumption is known as Park’s two temperature 

model. Currently, many researchers are using three temperature model for 

translational- rotational mode, vibrational mode and electronic mode [14] & [15]. 

The energy exchange mechanism between these three modes must also be 

considered for the accuracy of physical modelling. In the Boyd study [14], one of 

the approaches to the correlation of these modes via temperatures is presented. 

Recently, to simulate rotational energy mode effects, four temperature model has 

been introduced, [16] although the exchange between translational and rotational 

energy mode is so fast, and it is expected that the temperature values for 

translational and rotational modes are close to each other due to fast exchange.  

The variety in flow solvers provides opportunity to choose a solver according to the 

flow field characteristics. There are various flow solvers: explicit, implicit and fully 

implicit to solve flow field equations. Explicit methods are generally not applicable 

for the hypersonic flow field computation because governing equations should be 

solved in coupled equations due to convergence characteristics. Commonly, 

implicit methods are used to implement governing equations. Splitting and source 

term of the governing equation can be done in a fully coupled manner to prevent 

stiffness problem [17].  

There are various studies to model chemical nonequilibrium by using finite rate 

chemistry. The calculations of forward reaction rate in finite rate chemistry is 

obtained by a curve fitting to experimental data.  There are many coefficients sets 

developed for air reactions by Gupta [18], Dunn Kang [19], Park [20], and Gardiner 

[21].The reactions are important factors on chemical composition and 

characteristics of flow. Moreover, to calculate backward reaction rate, two models 

are commonly used in modelling of hypersonic re-entries. The first one is Gibb’s 

free energy minimization and the second one is Park’s polynomials with curve fitted 

coefficients [20]. It is mentioned in following chapter that vibrationally excited 

molecules are most likely to dissociate.  There are many approaches to couple 

vibrational temperature and chemical reactions, the most well-known and the 

simplest method of which is using Park’s average temperature on dissociation 

reactions.  The modification on Park’s temperature is suggested by Sharma [22]. 
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The dissociation probabilities are introduced to couple two modes by Treanor [23].  

Knab extended Treanor study with the assumption stating that chemical reactions 

would not affect vibrational mode of molecules [24]. Lastly, Macheret’s model 

based on dissociation reactions of upper levels is related with vibrational 

temperature whereas translational temperature is used for low energy levels [25].    

 

1.5 Scope of Thesis 

The physical modelling of flow field are given in Chapter 2 in addition to 

assumptions done for modelling chemical and vibrational nonequilibrium, and 

governing equations are given in general form. In the thermodynamic 

nonequilibrium part, ideal and real gas assumptions and the characteristics of flow 

field with an increasing temperature are explained. In the chemical nonequilibrium 

part, reactions for different species number are listed. Finite rate chemistry and 

coupling between reactions and vibrational temperature are given in detail. 

Moreover, different curve fit coefficients and models to simulate chemical 

nonequilibrium are mentioned.  Lastly, vibrational energy and source terms are 

explained. The computation steps of vibrational and translational temperature are 

also clarified in this chapter.  

Chapter 3 introduces the numerical method to solve equations which are defined in 

the previous chapter.   Transformations of the Euler equations from physical spaces 

to computational space are given where transformations are shown in flow variables 

and flux vectors.  First order and higher order spatial discretizations are given. The 

limiters which are used to provide oscillations in the higher order reconstruction are 

also stated.  Van Leer and Steger Warming flux splitting schemes are modified for 

real gas assumptions.  As a solver, Newton GMRES method, inexact, is explained 

with the comparison of an exact solver. Lastly, boundary conditions of flow domain 

are given. 
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In Chapter 5, obtained results are given and discussed.  The geometry, Apollo 

Command Module sketch and results of the verification of the code are presented. 

Also, mesh refinement was examined in terms of CPU time and residual history. 

Ideal gas and real gas assumptions are compared, and the influence of species 

number and number of reactions are also studied. One temperature and two 

temperature models effects are also clarified. There are various models discussed 

in Chemical Nonequilibrium part of Chapter 2 where the comparisons of these 

models are also stated.  Also, different splitting methods and different orders of 

discretization with different flow conditions are investigated.  

At the end, conclusions and comments about this study are drawn and 

recommendations for future works are summarized in Chapter 6.  
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CHAPTER 2 

 

 

PHYSICAL MODELLING 

 

 

 

The simulation of the hypersonic flow field requires well defined characteristics of 

flow by considering all phenomena changing properties of the flow regime. The 

extreme kinetic energy results in nonequilibrium between each energy mode, 

ionization and excitation reactions. Nonequilibrium yields source term to governing 

equations. Before writing governing equations, basic assumptions for this study to 

compute weakly ionized hypersonic flow field can be listed as follows; 

 

i. The medium is considered as continuum region, and the modelled re-entry 

altitude is approximately 40 km. Therefore, Navier Stokes and Euler equations can 

be used. The calculation at rarefied and free molecular regions are neglected. 

ii. Viscous effects are neglected, and Euler equations are used to define 

governing equations.  Also, flow is accepted as steady flow where there is no time 

dependence. 

iii. Heat transfer is neglected.  

iv. The flow is defined as nonequilibrium flow where energy changes between 

modes of species occur actively; hence, Damköhler number is in the range of 

nonequilibrium flow.  

v. The number density of ionized particle is assumed as lower than the required 

number density to define flow field as plasma. Therefore, the region is weakly 

ionized and plasma dynamic effects are neglected. 

The other assumptions for the modelling of nonequilibrium of modes are given in 

each nonequilibrium section.  According to these basic assumptions, governing 
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equations for reacting gas flow which is in nonequilibrium can be modelled as 

follows by using two temperature assumptions. In the following formulation, 

equations are given in unsteady form to show flow variable vector clearly; 

 Species mass conservation: 

 ∂

∂t
ρs+

∂

∂xj
ρsu

j= wṡ                                (2.1) 

Total mass conservation:  

 ∂

∂t
ρ+

∂

∂xj
ρuj=0                                (2.2) 

Conservation of momentum in each direction: 

 ∂

∂t
ρuk+

∂

∂xj
(ρukuj+𝑃𝑗)=0  k=1,2,3                (2.3) 

Conservation of total energy: 

 ∂

∂t
ρE+

∂

∂xj
(ρE + P)uj=0                                (2.4) 

Conservation of vibrational energy:  

 ∂

∂t
𝜌𝐸𝑣+

∂

∂xj
𝜌𝐸𝑣u

j= w𝑣̇                                (2.5) 

In these governing equations, source term vector has non zero values for 

conservation of species mass and that of vibrational energy equation. The methods 

to solve these coupled equations are mentioned in the following chapter. The source 

term of species mass conservation is the production rate of species due to reactions 

and rates for each species are obtained from finite rate chemistry. The other source 

term includes interactions of translational- vibrational energy exchanges, chemical 

reactions- vibrational energy interactions and energy transfer between electrons and 

heavy particles which are ions and neutrals.  For the one temperature model, species 

mass, total mass, momentum and total energy conservation equations are solved; 
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thus, vibrational energy conservation is not considered. All energy modes which 

are translational, rotational, vibrational and electronic are modelled with single 

temperature.  In the two temperature models, five equations (2.1, 2, 3, 4 and 5) are 

solved, and total energy includes vibrational energy mode.  Also, second 

temperature is used to obtain vibrational source term and vibrational energy of 

species. Moreover, ideal and real gas assumptions are explained in following 

section in detail.  

 

2.1 Mixture Properties 

The atmospheres are generally a mixture of different atoms, molecules, ions and 

electrons. The modelling of the re-entries requires the consideration of mixture 

properties such as partial pressure, mole and mass fractions and concentrations.  

The primitive flow variables are generally obtained by using mixture properties. 

The mass fractions of species, Ys, are obtained as the mass of species, i, per the unit 

total mass and the summation of mass fractions of each species equals to one, as in 

Equation 2.6 

 

Ys =
ρs
ρ
        and     ∑Ys

Ns

s=1

= 1  

                                        

(2.6) 

The molar mass of the mixture, M from Dalton’s law can be written as: 

 
1

M
=∑

Ys
Ms

Ns

s=1

  

                                        

(2.7) 

where Mi is the species molar mass. The mole fractions, 𝑋𝑖  are important to 

simulate chemical nonequilibrium. 

 
𝑋𝑖 =

𝑁𝑖
𝑁
=

𝑁𝑖

∑ 𝑁𝑖
𝑁𝑠
𝑖=1

 (2.8) 
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Also, the summation of the mole fraction of each species are equal to unity.  The 

physical characteristics of flow field can be obtained after considering of the 

mixture properties.  Pressure, gas constants, specific heat constants and the like are 

obtained from each component of the mixture.  

 

2.2 Thermodynamic Nonequilibrium 

The thermophysical modelling of the flow field is based on two different 

assumptions: ideal and real gas. For the low temperature (<1000 K), ideal gas 

assumptions work properly; however, ideal gas assumption starts failing with 

increasing temperature.  High temperature and density require real gas 

consideration to obtain more correct simulation of the flow field in the hypersonic 

re-entries. 

 

2.2.1 Ideal Gas Assumption 

In terms of the simplicity and the range of applicability of ideal gas assumption, 

many studies have used equations derived with this assumption. However, 

hypersonic flows are mostly not in the range of applicability of real gas 

assumptions.  The definition of ideal gas in terms of statistical kinetic theory is 

based on assumptions: the attractive and repulsive interaction of species are 

ignored, elastic collisions occur between gas species which are elastic, size of the 

species with respect to average distance between species are close to each other,  

and motion of species are freely random [4]. In terms of degree of freedom, each 

species has three degree of freedom. From the view pointed by classical approach, 

equipartition theory specifies that each degree of freedom has the same energy in 

thermal equilibrium [20]. Species distribution functions are obtained by using 

Maxwell Boltzmann distribution function. All equations derived and used in this 

section are obtained by using the above assumptions and physical phenomena.   
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Generally, ideal gases are known as gases which are also calorically and thermally 

perfect. The equation of state can be written as follows; 

 

𝑃 =∑𝜌𝑠𝑅𝑠𝑇

𝑁𝑠

𝑠=1

                                         
(2.9) 

If the behavior of gases can be modeled by using thermal equation of state, these 

gases are considered as thermally perfect. Furthermore, if gases have constant 

specific heat, they are accepted as calorically perfect. For the thermally perfect gas, 

enthalpy and internal energy for species can be written as function of temperature. 

 
𝐶𝑣 = (

𝜕𝑒

𝜕𝑇
)
𝑣
 and 𝐶𝑝 = (

𝜕ℎ

𝜕𝑇
)
𝑝
    

                                      
(2.10) 

The implementation of Equation 2.10 by considering reference value as formation 

enthalpy of species can be written as Equation 2.11, where the formation enthalpy 

values are obtained at absolute temperature. 

 
𝑒 = ∫ 𝐶𝑣𝑑𝑇

𝑇

0

+ ℎ𝑓
𝑜     and    h = ∫ 𝐶𝑝𝑑𝑇

𝑇

0

+ ℎ𝑓
𝑜    

                         
(2.11) 

With ideal gas assumption, specific heat ratio of air is assumed as 𝛾 = 𝐶𝑝/𝐶𝑣 ≅ 1.4 

then total energy can be obtained from following equation. The value of specific 

heat ratio is constant for ideal gas. 

 
E =

𝑃

𝛾 − 1
+
1

2
𝜌(𝑢2 + 𝑣2 + 𝑤2) 

                                  
(2.12) 

The ideal gas assumption was examined both with reaction and without reaction.  

In the simulation of flow field with reactions, total terms (enthalpy, specific heat 

constants and entropy) are obtained by summing over each species; moreover, in 

order to close the system of coupled equations, Dalton’s Law, Equation 2.9 is used.  

Also, temperature calculation is directly obtained from the equation of state. 
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One of the excepted behaviors of flow calculation is having good approximation 

with ideal gas at low Mach values[26]. The importance of real gas assumption arises 

with high temperature and high Mach values. The effects of ideal gas assumptions 

for various conditions are shown in the Results section. 

 

2.2.2 Real Gas Assumption  

The real gas can be defined as thermally imperfect gas which require consideration 

of the intermolecular forces in the thermal description of the gas flow. There are 

various studies to see the effects of real gas and ideal gas assumptions on flow field 

simulation.  In blunt bodies, shock standoff distance is reduced due to real gas 

effects; also, there are differences in surface heating rates, shock characteristics and 

flow compositions [27]. Therefore, the consideration of real gas effects provides 

reduced risk factor on simulation and design of re-entries.  

There are different energy modes for atoms and molecules. For atoms, there are 

electronic energy modes and translational energy modes.  On the other hand, 

nuclear motion of the molecules are modelled with translational, rotational and 

vibrational energy modes. Also, energies of electrons in the molecules are modelled 

with electronic energy. As a result of Schrödinger equations, there are only allowed 

quantized energy levels.  The required energy to excite energy levels are given in 

decreasing order as electronic, vibrational, rotational and translational.  The 

correlation between these energy modes can be seen in Figure 2.1.   
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Figure 2.1. Different energy modes for diatomic species 

As it can be seen in the graph, De is the ground state of the electronic energy, and 

the dissociation energy is represented with D0 in the above figure. It can be noticed 

that if vibration occurs at higher levels, dissociation of diatomic species are more 

likely to happen. The simulation which considers all energy modes with different 

temperatures gives more accurate results however computational efforts increases 

with the number of temperatures. Moreover, because of the fast exchange between 

energy modes, there exist equilibrium between energy modes [28].  

In this study, real gas effects are examined with one temperature and two 

temperature models. In the following sections, two different temperature models 

are explained and formulations are given in detail.  

 

2.2.2.1 One Temperature Model 

The one temperature model is based on the assumption that all energy modes are in 

equilibrium. One temperature model provides simplicity to solve governing 
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equations; however, it overestimates the equilibrium rates [20]. The total energy 

with one temperature can be written as: 

 

E =∑𝜌𝑠𝐶𝑣,𝑠𝑇 

𝑁𝑠

𝑠=1

+
1

2
𝜌(𝑢2 + 𝑣2 + 𝑤2) +∑𝜌𝑠ℎ𝑠

0

𝑁𝑠

𝑠=1

 

                                    

(2.13) 

The calculation of specific heat constants are obtained from curve fit equations 

which are fourth order polynomials. 

 Cp,s

R
= a1,s

1

T2
+ a2,s

1

T
+ a3,s + a4,sT + a5,sT

2 + a6,sT
3 + a7,sT

4 
                                    

(2.14) 

 

As in the Equation 2.14, specific heat at constant pressure is function of temperature 

and specific heat constant is evaluated at each cell in each iteration. Also, species 

enthalpies are obtained from curve fit, Equation 2.15. 

 hs
R
= −a1,s

1

T
− a2,s ln(T) + a3,sT + a4,s

T2

2
+ a5,s

T3

3
+ a6,s

T4

4

+ a7,s
T5

5
+ a8,s 

                                    

(2.15) 

Species entropies are obtained from the same curve fit coefficients as: 

 𝑆𝑠
𝑅
= −𝑎1,𝑠

1

2𝑇2
− 𝑎2,𝑠

1

𝑇
+ 𝑎3,𝑠ln (𝑇) + 𝑎4,𝑠𝑇 + 𝑎5,𝑠

𝑇2

2
+ 𝑎6,𝑠

𝑇3

3

+ 𝑎7,𝑠
𝑇4

4
+ 𝑎9,𝑠 

                                    

(2.16) 

These nine coefficients are obtained from the report of NASA Glenn Research 

Center, NASA Glenn Coefficients for Calculating Thermodynamic Properties of 

Individual Species [29]. Coefficients are given for each species at three temperature 

range. The temperature values are in the range of 200 K and 20000K. Coefficients 

are given in Appendix A.  For higher temperature values, there are curve fits values 

up to 30000K for air [18].  
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The temperature values from flow variables are obtained by using Newton’s 

method. The Newton method to obtain solutions of a system of equations is 

obtained as: 

 
𝑇𝑛+1 = 𝑇𝑛 −

𝑓(𝑇𝑛)

𝑓′(𝑇𝑛)
 

                                    

(2.17) 

The previous formulation requires initial guess and functions depends on flow 

variables. The function to calculate temperature can be written as : 

 
𝑓(𝑇) = 𝜌𝐸 − [𝜌ℎ − 𝑃 +

1

2
(𝑢2 + 𝑣2 + 𝑤2)] ≅ 0 

                                    

(2.18) 

 

The first term comes from CFD calculations and the second one is obtained from 

flow properties at each cell by using curve fitted equations. Basically, the aim of 

Newton’s method is to reduce the second term in Equation 2.17. With one 

temperature model, thermochemical nonequilibrium is modelled; however, 

vibrational nonequilibrium equations are not solved. 

 

2.2.2.2 Two Temperature Model   

In two temperature model, one temperature is used for translational and rotational 

energy modes and one temperature is used for vibrational and electronic energy 

modes.  As in the one temperature model, vibrational temperature can be 

equilibrated with translational temperature; however, equilibration processes take 

time [4]. Also, it is assumed that each diatomic species is equilibrated with the same 

vibrational temperature because it is shown that there are small differences between 

vibrational temperature of oxygen and nitrogen gases in atmospheric re-entries to 

the Earth’s atmosphere [30].  
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The relation between vibrational temperature and chemical reactions plays 

important role on the correct simulation of flow field. Especially, there may be some 

overestimated reaction rates behind the shock with one temperature model [7]. The 

coupling between vibrational temperature and chemical reactions are given in the 

following section. 

The total energy including vibrational mode can be written as in Equation 2.19. The 

calculation of total vibrational energy is given in the Vibrational Nonequilibrium 

section. 

 

E =∑𝜌𝑠𝐶𝑣,𝑠𝑇𝑡𝑟 

𝑁𝑠

𝑠=1

+ 𝐸𝑣(𝑇𝑣) +
1

2
𝜌(𝑢2 + 𝑣2 + 𝑤2) +∑𝜌𝑠ℎ𝑠

0

𝑁𝑠

𝑠=1

 

                                    

(2.19) 

 

The addition of vibrational energy to the system of equations increases the length 

of flow variable and flux vector.  Governing equations are still coupled with each 

other. Also, enthalpy and entropy calculations are obtained from Equation 2.14-16. 

 

2.3 Chemical Nonequilibrium 

In this study, re-entries to Earth’s atmosphere are studied with various species 

numbers.  The main components of the Earth’s atmosphere are oxygen (21%) and 

nitrogen (%79).  Oxygen dissociations start at approximately around 2000 K and 

complete around 4000 K; also, nitrogen dissociation reactions occur nearly in 

between 4000 K and 9000 K [16]. Basically, dissociation and exchange reactions 

are modelled with five species: O2,N2, NO, N and O.  
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Table 2.1. Reactions for 5 species 

 

Dissociation reactions 

( M : O2,N2, NO, N and O) 

𝑂2 +𝑀 ⇄ 2𝑂 +𝑀 

𝑁2 +𝑀 ⇄  2𝑁 +𝑀  

𝑁𝑂 +𝑀 ⇄  𝑁 + 𝑂 +𝑀 

Exchange (Zel’ dovich) reactions 𝑁2 + 𝑂 ⇄  𝑁𝑂 + 𝑁 

𝑁𝑂 + 𝑂 ⇄  𝑂2 + 𝑁 

 

The number of reactions for 5 species chemistry model is 17 including dissociation 

and exchange reactions.  Ionization reactions start to generate electron with an 

increasing temperature. Therefore, at very high temperature, ions and electrons 

should be considered in addition to neutral species, and reactions are charge 

exchange, dissociative recombination, electron impact ionization and electron 

impact ionization in addition to dissociation and Zel’ dovich reactions. For the 

second case, there are 11 species which are  O2,N2, NO, N, O, O2
+

, N2
+, 𝑁𝑂+, 𝑁+, 

𝑂+and e. The modelled reaction number is 49 for the 11 species which are listed in 

Table II. In Table II, dissociation and exchange reactions are not listed and there 

are 30 different dissociation reactions obtained through different combinations with 

M; O2,N2, NO, N, O, O2
+

, N2
+, 𝑁𝑂+, 𝑁+, 𝑂+and e.  
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Table 2.2. Reactions for 11 species 

 

Dissociative recombination reactions:  

 

𝑁 + 𝑂 ⇄  𝑁𝑂+ + 𝑒 

𝑂 + 𝑂 ⇄  𝑂2
+ + 𝑒 

𝑁 + 𝑁 ⇄  𝑁2
+ + 𝑒 

 

 

 

Charge exchange reactions: 

𝑁𝑂+ + 𝑂2  ⇄  𝑂2
+ + 𝑁𝑂 

𝑁𝑂+ + 𝑁  ⇄ 𝑁2
+ + 𝑂 

𝑁𝑂+ + 𝑂  ⇄  𝑂2
+ + 𝑁 

𝑁𝑂+ + 𝑂  ⇄  𝑂2
 + 𝑁2

+ 

𝑁𝑂+ + 𝑁 ⇄  𝑁2
 + 𝑂+ 

𝑂+ + 𝑁2  ⇄  𝑁2
+ + 𝑂 

𝑂+ + 𝑁𝑂 ⇄  𝑁 
+ + 𝑂2 

𝑂2
+ + 𝑁2 ⇄ 𝑁2

+ + 𝑂2 

𝑂2
+ + 𝑁 ⇄ 𝑁 

+ + 𝑂2 

Electron impact dissociation:  𝑁2 + 𝑒 ⇄  2𝑁 + 𝑒 

Electron impact ionization: 
𝑁 + 𝑒 ⇄  𝑁 

+ + 2𝑒 

𝑂 + 𝑒 ⇄  𝑂 
+ + 2𝑒 

 

The general formulation for each reaction is as follows: 

 

∑α′l,iXl

ns

l=1

   
  kb,i  
←    

  kf,i  
→      ∑α′′l,iXl

ns

l=1

                      i = 1,2, … nr (2.20) 
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where nr is the number of reactions, X is the species chemical symbol and α′, α′′ are 

the stoichiometric coefficients. 

Initially, it is assumed that flow is in chemical nonequilibrium. The comparison 

between time scale of flow and that of reaction allows to choose appropriate models 

to solve chemical compound.  Generally, atmospheric re-entries are characterized 

by chemical nonequilibrium to provide adequate description to thermochemical 

characteristic of flow. For the nonequilibrium flow, finite rate chemistry model is 

used to obtain rate of forward and backward reaction rates.  The nonequilibrium 

chemistry differs from equilibrium and frozen chemistry in the rates of chemical 

reactions. There are no rate processes calculation in the frozen flow and forward 

and backward reaction rates are equal in equilibrium flow. The tendency of 

reversible and irreversible reactions is required for modelling chemical 

nonequilibrium. The forward reaction rate constants are obtained from the 

Arrhenius Law, Equation 2.21. 

 𝑘𝑓,𝑖(𝑇𝑟) = 𝐴𝑖𝑇𝑓
𝛽𝑖𝑒

−
𝐸𝑖

𝑅𝑢𝑇𝑟 (2.21) 

where 𝐴𝑖 is the preexponential factor, 𝛽 is the temperature exponent and E is the 

activation energy for each reaction.  Also, the definition of temperature in the 

forward reaction rate equation is one of the important factors to couple vibrational 

and chemical modes. The various definitions on this controlling temperature will 

be mentioned throughout this chapter. 

The coefficients of Arrhenius rate equation for each reaction are given in Appendix 

A. It should be noted that nonequilibrium flow simulation is very responsive to 

forward and backward reaction rate.  There are various coefficients developed by 

Gardiner, Dunn & Kang, Gupta, curve fit, Park 85, 87, 90 and 93 models.  The 

response of the flow solver to different reaction rate constants is examined in this 

study.  
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Figure 2.2. Forward reaction rates for two different dissociation reactions 

(left: 𝑂2 + 𝑁2  ⇄ 2𝑂 + 𝑁2 and right:  2𝑁2  ⇄ 2𝑁 + 𝑁2) with different reaction rate 

models 

 

Figure 2.3. Forward reaction rates for exchange reactions (left:  𝑁2 + 𝑂 ⇄ 𝑁𝑂 + 𝑁 

and right: 𝑁𝑂 + 𝑂 ⇄  𝑂2 +𝑁) with different reaction rate models 

The various forward reaction rates with different reaction rate models for 

dissociation reactions:  𝑂2 + 𝑁2  ⇄ 2𝑂 + 𝑁2 and 2𝑁2  ⇄ 2𝑁 + 𝑁2 are represented 

in Figure 2.2. In Figure 2.3, effects of forward reaction rate constants for Zel’ 

Dovich reactions on rate can be seen. There are various overlapped models which 

have same rate constants. With an increasing temperature, differences between 
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reaction rate models become significant. The determination of reaction rates is an 

important source of uncertainties of the flow fields analysis and also important 

factor on the stiffness of the flow solver [26]. The effects of reaction rate constants 

are examined in the Results and Discussion chapter.  

 

Figure 2.4. Forward reaction rates for different reactions with Park’s coefficients 

In the Figure 2.4, the responses of different reactions to temperature are examined 

and logarithmic scale is used because of enormous differences in reaction rates.  It 

can be seen that electron impact ionization and charge exchange reactions require 

higher temperatures than electron impact dissociation and dissociative 

recombination reactions. It can be observed that ions and electrons are important 

factors on the chemical nonequilibrium at high temperature values.  

The backward reaction rate should also be computed for the sake of finite rate 

chemistry. To calculate backward reaction rate constant, equilibrium constants for 

each reactions should be calculated as in Equation 2.22.  
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 kb,i =
kf,i
keq,i

 (2.22) 

There are two ways to compute equilibrium constant: Gibb’s free energy 

minimization and curve fits methods. Equilibrium constant calculation by using 

Gibb’s free energy and pressure correction is: 

 keq,i = kp(Tb) (
RuTb
Patm

)
α

 (2.23) 

where  α = ∑ (αl
′ − αl

′′)
ns
l  is the difference of stoichiometric coefficients.  The 

equilibrium constant at one atmospheric pressure is kp which is evaluated as:   

 kp(Tb) = e−∆g RTb⁄  

∆g =∑(αl
′′ − αl′)g

ns

l

=∑(αl
′′ − αl′)(hi−SiTb)

ns

l

 

 

 

(2.24) 

The normalized enthalpy and entropy values used in Equation 2.24 are obtained 

from Equation 2.15. 

The other method used in this study to obtain equilibrium constant is the curve fit 

introduced by Park [13].  Park’s fourth order exponential function can be written 

as: 

 keq,i = e(c1z
−1+c2+c3 ln𝑧+c4z+c5z

2)  (2.25) 

where z = 10000/T and coefficients for each reactions are obtained for maximum 

temperature of 10000K.  For the higher temperature Gupta [18] developed curve fit 

values up to 30000 K to have more suitable results, Equation 2.26. 

 keq,i = e(c1z
5+c2z

4+c3z
3+c4z

2+c5z
1+c6)  (2.26) 
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The coefficients used in this study to obtain equilibrium constants are given in Table 

A.VIII.  After calculation of forward and backward reaction rates, source term 

calculations can be done. The change in any arbitrary species concentration because 

of chemical reactions is obtained by using the law of mass action:  

 

ẇs = Ms∑(αsi
′′ − αsi

′ ) [kf,i∏[Xk]
αsi
′

ns

s=1

− kb,i∏[Xk]
αsi
′′

ns

s=1

]

nr

i=1

 

(2.27) 

 

where [X] is the molar concentration of species,  nr is the number of reactions and 

ns is the number of species. The nondimensional form of chemical source terms are 

used in this study.  

In this study, one and two temperature models are used.  For one temperature flow, 

𝑇𝑓, temperature value to obtain forward reaction rate in Equation 2.21, and 𝑇𝑏, 

temperature value to obtain backward reaction rate in Equation 2.23 are chosen as 

a translational temperature. However, modelling dissociation reactions only with a 

translational temperature will overestimate the total dissociation because of the time 

difference between translational and vibrational modes to reach maximum values 

[35].  Therefore, there are many studies to couple vibrational relaxation and 

dissociation reactions to consider the effects of the vibrational modes on 

dissociation reactions. First of all, Park introduced the controlling temperature 

which is the geometrical average of vibrational and translational temperatures [20].  

The controlling temperature can be written in general form as Equation 2.28.   

 𝑇𝑐 = 𝑇𝑡𝑟
𝑝𝑇𝑣

𝑞
 (2.28) 

where the summation of p and q is 1. For the Park’s controlling temperature, p and 

q equals to 0.5. Also, controlling temperature is used only in the computation of the 

forward reaction rates of species. Backward reaction rate computation is done by 

using translational temperature because vibrational relaxation is an important 

parameter for diatomic species. However, for dissociative recombination, 
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vibrational temperature is used for calculating backward reaction rate of electron 

impact ionization and electron impact dissociation reactions which generate 

electrons as a products [31].   

The other coupling method implemented in this study was introduced by Sharma at 

al. [22]. This method was derived from SSH (Schwartz, Slawsky, and Herzfeld) 

theory and it states that higher order vibrational states have fast exchange with 

dissociation reactions. The dependence of controlling temperature to vibrational 

temperature is reduced in this method, where p is 0.7 and q is 0.3. The sensitivity 

of the chosen coupling, Z, can be measured with Equation 2.29.  

 
𝑍(𝑇, 𝑇𝑣) =

𝑘𝑓(𝑇, 𝑇𝑣)

𝑘𝑓(𝑇)
 

(2.29) 

The comparisons between coupling methods can be obtained by using Equation 

2.29. Although, the Park’s controlling temperature is based on experimental data 

from a shock tube, there is no certain ways to verify coupling methods on a physical 

basis [8]. Also, coupling methods are other important source of uncertainties. The 

various coupling factors are examined in this study with different p and q values.     

 

2.4 Vibrational Nonequilibrium 

The total change in vibrational states of diatomic molecules are obtained by 

summing over all diatomic species vibrational energy, Equation 2.30.  

 𝐸𝑣 =∑𝐸𝑣,𝑠𝜌𝑠
𝑠

  (2.30) 

Species vibrational energy is obtained by using Equation 2.31.  It is based on the 

assumption which each diatomic species is equilibrated with one common 

vibrational temperature. 
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Ev,s =

Rsθv,s

(e
θv,s
Tv − 1)

  (2.31) 

where θ is the characteristic vibrational temperature and θv,s =
hν

k⁄ . h is the 

Planck constant, k is the Boltzmann constant.  The characteristic vibrational 

temperature of species are given in Table A.1.  The characteristic vibrational 

temperature of atoms are zero because the existence of vibrational states requires 

relative motion of atoms with respect to each other by chemical bonds. The energy 

equation is obtained by integrating specific heat constant at constant volume for 

vibrational states, Cv,v,s , Equation 2.32, up to temperature T.  

 

Cv,v,s =

{
 
 

 
 Rs (

θv,s
Tv

)
2

e
θv,s
Tv

(e
θv,s
Tv − 1)

2          for molecules

                                
                              0                        for atoms and electrons 

 

 

 
(2.32) 

 

When the ratio of the characteristic vibrational temperature to vibrational 

temperature approaches zero, Cv values approach R, thus; equipartition theory holds 

and vibrational energy states are fully excited [22]. Although, electronic energy 

states require more energy than vibrational energy state to excite, vibrational and 

electronic energy modes are assumed as equilibrated with one temperature, Tv.  

The vibrational source term basically includes three terms which are the exchange 

of vibrational –translational modes, exchange of vibrational modes –chemical 

reactions and exchange of vibrational energy of different species, Equation 2.33. 

  w𝑣̇ =  �̇�𝑣−𝑐 + �̇�𝑣−𝑡 + �̇�𝑣−𝑣  (2.33) 

The �̇�𝑣−𝑐 term is used to model increase and decrease in vibrational energy due to 

chemical reactions. Generally, the dissociation reactions decrease the vibrational 

energy, and recombination reactions add more vibrational states. There are two 
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basic models to effects of reactions on the vibrational energy levels. These methods 

are known as preferential and nonpreferential models. As in Figure 2.1., higher 

vibrational states are closer to dissociate than lower vibrational states. Therefore, 

the preferential models consider the degree of vibrational states in the calculation 

of effects of chemical reactions on vibrational energy levels. However, it is assumed 

that all vibrational states have the same effects on dissociation reaction according 

to nonpreferential models. The removed vibrational energy in preferential model is 

more than that in the nonpreferential model so vibrational temperature has lower 

values behind the shock and dissociation reactions occur slowly [32]. Also, the 

effects of each vibrational states are getting closer with an increasing kinetic energy 

of the flow. Therefore, nonpreferential methods are chosen in this study for the sake 

of simplicity. Then, the source term,�̇�𝑣−𝑐, can be obtained from multiplication of 

species chemical source terms, �̇�𝑠 and vibrational energies, Equation 2.34. To 

approach preferential model, Equation 2.34 is multiplied by a constant to obtain 

larger values, [30].  

 �̇�𝑣−𝑐 =∑�̇�𝑠𝐸𝑣,𝑠
𝑠

  (2.34) 

The second term, �̇�𝑣−𝑡 is used to model energy exchange between vibrational and 

translational energies. This source term calculation is based on assumptions that 

oscillations are harmonic and also relaxation occurs in between adjacent vibrational 

levels. The consideration of relaxation is also based on diatomic molecules in heat 

bath where molecules are in equilibrium at each energy mode. The vibrational 

relaxation can be written as Equation 2.35 by using Maxwell- Boltzmann 

distribution. The vibrational energy with translational temperature is used as local 

equilibrium state where the nonequilibrium try to reach. 

 
�̇�𝑣−𝑡 =

𝑑𝐸𝑣
𝑑𝑡

=∑
𝐸𝑣,𝑠(𝑇𝑡𝑟) − 𝐸𝑣,𝑠(𝑇𝑣)

𝜏𝑠

𝑛𝑠

𝑠

  (2.35) 

where 𝜏 is the relaxation time depending on pressure and temperature of heat bath.  

The most known relaxation time equation was developed by Landau –Teller 



 

31 

 

experimentally. Lee [33] offered the molar averaged relaxation time for Landau-

Teller model, Equation 2.36. 

 
𝜏𝑠 =

∑ 𝑋𝑠𝑠

∑
𝑋𝑠
𝜏𝑠𝑖𝑠

  (2.36) 

The relaxation time obtained experimentally by Millikan- White [34] for each 

species can be written as in Equation 2.37.  μ is the effective molecular weight. The 

unit of pressure is the atmosphere.  

 
τsi =

1

P
e[Asi(T

−1 3⁄ −0.015μsi
1 4⁄

)−18.42]
 

Asi ≈ 1.16𝑥10−3μsi
1 2⁄ 𝜃4 3⁄  

μsi =
MsMi

Ms +Mi
 

  

(2.37) 

 

Previous formulations are obtained by curve fitting up to 8000K.  For the higher 

temperatures, Millikan- White gives over predicted relaxation time because 

assumptions done for harmonic oscillators fail. Therefore, Equation 2.37 requires 

correlation term for higher temperatures.  Park [20] suggested molar averaged 

correction term based on limiting collision cross section, Equation 2.38.  

 
𝜏𝑃 =

1

𝑐𝑠𝜎𝑠𝑁
  (2.38) 

where c is the average molecular thermal speed and 𝜎 is limiting collision cross 

section founded empirically, Equation 2.39.  

 

𝑐𝑠 = √
8𝑅𝑢𝑇

𝜋𝑀𝑠
        and     𝜎𝑠 = 10−21 (

50000

𝑇𝑡𝑟
)
2

  (2.39) 

N is the number density of flow field. Park correlation was developed for nitrogen 

flow, however it is also used for other species. 



 

32 

 

The last term, �̇�𝑣−𝑣 is used to model vibrational energy exchange between 

molecules having different vibrational energy levels.  P is the exchange 

probabilities determined experimentally, and 𝑁𝑎 is the Avogadro numbers. 

 

�̇�𝑣−𝑣,𝑖 =∑[𝑁𝑎𝜎𝑠√
8

𝜋

𝑅𝑇

𝜇𝑠
(𝑃𝑠𝑖

𝜌𝑠
𝑀𝑠

𝐸𝑣,𝑠 − 𝑃𝑖𝑠
𝜌𝑠
𝑀𝑠

𝐸𝑣,𝑠)]

𝑛𝑠

𝑠

  (2.40) 

 

The influence of vibrational- vibrational energy exchange is lower than the other 

source terms for vibrational energy [32]. Therefore, the exchanges between 

vibrational states of molecules are ignored in this study.  

The vibrational temperature is obtained as in Equation 2.41 from Equation 2.31. 

However, this calculation misses trend of vibrational temperature. Therefore, 

Newton’s method is used to obtain solution in a few iteration steps.   

 

𝑇𝑣 = [
𝜃𝑣

𝑙𝑛 (
𝑅𝜃𝑣
𝐸𝑣

)
] 

 (2.41) 

 

The computation of vibrational temperature is the same with calculation of 

translational temperature. The calculation of the vibrational temperature with the 

Newton Raphson method is obtained as follows: 

To compute vibrational temperature, a function or the simply residual can be written 

as: 

 
𝑅(𝑇𝑣) = 𝑓(𝑇𝑣) =∑

𝑌𝑠Rsθv,s

(e
θv,s
Tv − 1)

𝑁𝑠

𝑠=1
− Ev  (2.42) 

 

The derivative of residual with respect to vibrational temperature: 
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𝜕𝑅

𝜕𝑇𝑣
=

𝜕𝑓

𝜕𝑇𝑣
=∑

Rsθv,s

(e
θv,s
Tv − 1)

𝑁𝑠

𝑠=1

[
 
 
 
 
𝜕𝑌𝑠
𝜕𝑇𝑣

+
𝑌𝑠θv,se

θv,s
Tv

𝑇𝑣2 (e
θv,s
Tv − 1)

]
 
 
 
 

−
∂Ev
𝜕𝑇𝑣

 

 

 (2.43) 

 

The derivative terms can be indicated as: 

 𝜕𝑌𝑠
𝜕𝑇𝑣

= 
𝑌𝑠
𝑛+1 − 𝑌𝑠

𝑛

𝑇𝑣
𝑛+1−𝑇𝑣

𝑛     and  
∂Ev
𝜕𝑇𝑣

=
𝐸𝑣
𝑛+1 − 𝐸𝑣

𝑛

𝑇𝑣
𝑛+1−𝑇𝑣

𝑛       (2.44) 

The mass fractions are assumed as equal to each other in each cell. Therefore, the 

first derivative term is zero.  

Substituting the function and its derivative into Equation 2.17 can be obtained as: 

 

𝑇𝑣
𝑛+1 = 𝑇𝑣

𝑛 −

∑
𝑌𝑠Rsθv,s

(e
θv,s
Tv − 1)

𝑁𝑠
𝑠=1 − Ev

∑
Rsθv,s

(e
θv,s
Tv − 1)

𝑁𝑠
𝑠=1

[
 
 
 
 

𝑌𝑠θv,se
θv,s
Tv

𝑇𝑣2 (e
θv,s
Tv − 1)

]
 
 
 
 

−
𝐸𝑣
𝑛+1 − 𝐸𝑣

𝑛

𝑇𝑣
𝑛+1−𝑇𝑣

𝑛

 

 (2.45) 

 

The final formulation can be written as Equation 2.46. 

 

𝑇𝑣
𝑛+1 = 𝑇𝑣

𝑛 +
𝐸𝑣
𝑛+1 − ∑

𝑅𝑠𝜃𝑣,𝑠𝑌𝑠
𝑒𝜃𝑣,𝑠 𝑇𝑣

𝑛⁄ − 1
𝑠

∑
𝑅𝑠𝜃𝑣,𝑠2 𝑌𝑠

𝑛+1𝑒𝜃𝑣,𝑠 𝑇𝑣
𝑛⁄

(𝑇𝑣
𝑛)2(𝑒𝜃𝑣,𝑠 𝑇𝑣

𝑛⁄ − 1)
2𝑠

 
 (2.46) 

 

The results for various situations are given in the following chapter. The 

comparisons and explanations of the results are also mentioned in next chapter. 
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 CHAPTER III 

 

 

 NUMERICAL MODELLING 

 

 

 

 

3.1 Introduction 

 

To achieve high accuracy, the physical model should be chosen in detail as much 

as possible. However, detailed physical formulation could be complex and difficult 

to model and to solve. Moreover, the consideration of nonequilibrium, real gas 

effects and chemical source terms increase the computational cost and numerical 

stiffness; thus, configurations of the numerical algorithm become difficult [17].  

Euler equations are the simplified version of Navier- Stokes equations by ignoring 

viscous and heat flux terms. The governing equations are given as in Equations 2.1-

5.  In this study, three dimensional steady Euler equations are used.  The Euler 

equations in Cartesian coordinate can be written as:  

 

 ∂F(w)

∂x
+
∂G(w)

∂y
+
∂H(w)

∂z
− 𝑆 = 0  (3.1) 

 

where w is the conservative flow variable vector, F, G and H are the flux vectors 

and S is the source term vector. These vectors can be written as: 
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𝑤 =

[
 
 
 
 
 
 
 
 
𝜌
𝜌𝑢
𝜌𝑣
𝜌𝑤
𝜌𝐸
𝜌1
⋮
𝜌𝑠
𝜌𝐸𝑣]

 
 
 
 
 
 
 
 

         𝐹 =

[
 
 
 
 
 
 
 
 

𝜌𝑈
𝜌𝑢𝑈 + 𝑃
𝜌𝑣𝑈
𝜌𝑤𝑈

(𝜌𝐸 + 𝑃)𝑈
𝜌1𝑈
⋮

𝜌𝑠𝑈
𝜌𝐸𝑣𝑈 ]

 
 
 
 
 
 
 
 

           𝐺 =

[
 
 
 
 
 
 
 
 

𝜌𝑉
𝜌𝑢𝑉

𝜌𝑣𝑉 + 𝑃
𝜌𝑤𝑉

(𝜌𝐸 + 𝑃)𝑉
𝜌1𝑉
⋮

𝜌𝑠𝑉
𝜌𝐸𝑣𝑉 ]

 
 
 
 
 
 
 
 

                                                                  

𝐹 =

[
 
 
 
 
 
 
 
 

𝜌𝑊
𝜌𝑢𝑊
𝜌𝑣𝑊

𝜌𝑤𝑊 + 𝑝
(𝜌𝐸 + 𝑃)𝑊

𝜌1𝑊
⋮

𝜌𝑠𝑊
𝜌𝐸𝑣𝑊 ]

 
 
 
 
 
 
 
 

                      𝑆 =

[
 
 
 
 
 
 
 
 
0
0
0
0
0
�̇�1

⋮
�̇�𝑠

�̇�𝑣]
 
 
 
 
 
 
 
 

 

  

 

 

 

(3.2) 

There u, v and w are the component of velocity and U, V, and W are the 

contravariant velocities. To close the system of equations, these coupled equations 

require one more equation which is the equation of state.  

In order to implement boundary conditions more accurately and efficiently the 

generalized coordinate system has been used. This chapter continues with 

transformation of physical space to computational domain, spatial discretization of 

flow variables and vectors.  After that, flux splitting and higher order reconstruction 

of flow variables are presented. Also, Newton- GMRES solver and boundary 

conditions are described. 

3.2 Spatial Discretization  

According to chosen topology, CFD codes are separated into two categories: 

structured and unstructured.  Although the unstructured grid generation requires 

less time and effort to generate cells around complex geometries, the structured grid 

generation generally has advantages in CPU time and accuracy. Moreover, residual 

calculation requires information from neighborhood cells. Therefore, unstructured 

grid needs storage of the indices or indicator of each cell to get information from 
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neighbor cells whereas it can be easily achieved by reducing or adding one to 

indices in structured topology. In this study, structured mesh are used to reduce 

numerical modeling complexity and to save accuracy. 

 

Figure 3.1.  The representation of physical space around Apollo Command Module 

In Figure 3.1, physical space around the sketch of Apollo Command Module is 

represented. The transformation from physical space (x, y, z) to computational 

space (η, ξ, ς) are achieved by metrics. The general transformation and inverse of it 

are obtained from the following equations. 

 
 𝑥 = 𝑥(𝜂, 𝜉, 𝜍)                           𝜂 = 𝜂(𝑥, 𝑦, 𝑧) 

𝑦 = 𝑦(𝜂, 𝜉, 𝜍)                           𝜉 = 𝜉(𝑥, 𝑦, 𝑧) 

 𝑧 = 𝑧(𝜂, 𝜉, 𝜍)                            𝜍 = 𝜍(𝑥, 𝑦, 𝑧) 

                                        

(3.3) 

The application of chain rule yields the following equation, Equation 3.4. The 

evaluation of metrics is required to solve governing equations.  



 

38 

 

     

𝜕𝐹

𝜕𝜂

𝜕𝜂

𝜕𝑥
+
𝜕𝐹

𝜕𝜉

𝜕𝜉

𝜕𝑥
+
𝜕𝐹

𝜕𝜍

𝜕𝜍

𝜕𝑥
+
𝜕𝐺

𝜕𝜂

𝜕𝜂

𝜕𝑦
+
𝜕𝐺

𝜕𝜉

𝜕𝜉

𝜕𝑦
+
𝜕𝐺

𝜕𝜍

𝜕𝜍

𝜕𝑧
+
𝜕𝐻

𝜕𝜂

𝜕𝜂

𝜕𝑧

+
𝜕𝐻

𝜕𝜉

𝜕𝜉

𝜕𝑧
+
𝜕𝐻

𝜕𝜍

𝜕𝜍

𝜕𝑧
     

       =
𝜕𝐹

𝜕𝜂
𝜂𝑥 +

𝜕𝐹

𝜕𝜉
𝜉𝑥 +

𝜕𝐹

𝜕𝜍
𝜍𝑥 +

𝜕𝐺

𝜕𝜂
𝜂𝑦 +

𝜕𝐺

𝜕𝜉
𝜉𝑦 +

𝜕𝐺

𝜕𝜍
𝜍𝑦 +

𝜕𝐻

𝜕𝜂
𝜂𝑧

+
𝜕𝐻

𝜕𝜉
𝜉𝑧 +

𝜕𝐻

𝜕𝜍
𝜍𝑧 

       = 𝑆 

 

 

 (3.4)                                

The transformation from body fitted physical space base on assumption that partial 

derivatives of physical space coordinates with respect to computational domain 

coordinates and vice versa are defined and are continuous.  Thus, following linear 

equations can be written as:   

 

   [
𝜕𝑥
𝜕𝑦
𝜕𝑧

]  = [

𝑥𝜂 𝑥𝜂 𝑥𝜂
𝑦𝜉 𝑦𝜉 𝑦𝜉
𝑧𝜍 𝑧𝜍 𝑧𝜍

] [

𝜕𝜂
𝜕𝜉
𝜕𝜍
] = [𝐽] [

𝜕𝜂
𝜕𝜉
𝜕𝜍
] ,   

  [

𝜕𝜂
𝜕𝜉
𝜕𝜍
] = [

𝜂𝑥 𝜂𝑦 𝜂𝑧
𝜉𝑥 𝜉𝑦 𝜉𝑧
𝜍𝑥 𝜍𝑦 𝜍𝑧

] [
𝜕𝑥
𝜕𝑦
𝜕𝑧

] = [𝐽−1] [
𝜕𝑥
𝜕𝑦
𝜕𝑧

] 

 

 (3.5)                                

𝐽 and 𝐽−1 are known as the Jacobian matrices of the transformation, and their 

elements are related each other as:  

 
[ 𝐽 ] =

𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 𝑜𝑓 𝑐𝑜𝑓𝑎𝑐𝑡𝑜𝑟 𝐽−1 

|𝐽−1|
=
𝜕(𝜂, 𝜉, 𝜍)

𝜕(𝑥, 𝑦, 𝑧)

=
1

𝑥𝜂(𝑧𝜍𝑦𝜉 − 𝑧𝜉𝑦𝜍) − 𝑥𝜉(𝑧𝜍𝑦𝜂 − 𝑧𝜂𝑦𝜍) + 𝑥𝜍(𝑧𝜉𝑦𝜂 − 𝑧𝜂𝑦𝜉)
 

 

 

(3.6) 
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Therefore, each metric (𝜂𝑥, 𝜂𝑦, 𝜂𝑧 , 𝜉𝑥, 𝜉𝑦, 𝜉𝑧 , 𝜍𝑥, 𝜍𝑦, 𝜍𝑧) can be written easily from 

Equation 3.6. Basically, Jacobian matrices are obtained from the ratio of the 

volumes of computational space to physical spaces [36].  Substituting metrics with 

Equation 3.4 yields:  

 ∂�̌�(w)

∂η
+

∂�̌�(w)

∂ξ
+

∂�̌�(w)

∂ς
− �̌� = 0 

(3.7)                                  

 

The flow variables, flux and source term vectors in computational space are written 

as in following equations. 

 

�̌� =
1

|𝐽|

[
 
 
 
 
 
 
 
 
𝜌
𝜌𝑢
𝜌𝑣
𝜌𝑤
𝜌𝐸
𝜌1
⋮
𝜌𝑠
𝜌𝐸𝑣]

 
 
 
 
 
 
 
 

        �̌� =
1

|𝐽|

[
 
 
 
 
 
 
 
 

𝜌𝑈
𝜌𝑢𝑈 + 𝑃𝜂𝑥
𝜌𝑣𝑈 + 𝑃𝜂𝑦
𝜌𝑤𝑈 + 𝑃𝜂𝑧
(𝜌𝐸 + 𝑃)𝑈

𝜌1𝑈
⋮

𝜌𝑠𝑈
𝜌𝐸𝑣𝑈 ]

 
 
 
 
 
 
 
 

      �̌� =
1

|𝐽|

[
 
 
 
 
 
 
 
 
0
0
0
0
0
�̇�1

⋮
�̇�𝑠

�̇�𝑣]
 
 
 
 
 
 
 
 

 

�̌� =
1

|𝐽|

[
 
 
 
 
 
 
 
 
 

𝜌𝑉
𝜌𝑢𝑉 + 𝑃𝜉𝑥
𝜌𝑣𝑉 + 𝑃𝜉𝑦
𝜌𝑤𝑉 + 𝑃𝜉𝑧
(𝜌𝐸 + 𝑃)𝑉

𝜌1𝑉
⋮

𝜌𝑠𝑉
𝜌𝐸𝑣𝑉 ]

 
 
 
 
 
 
 
 
 

             �̌� =
1

|𝐽|

[
 
 
 
 
 
 
 
 

𝜌𝑊
𝜌𝑢𝑊 + 𝑃𝜍𝑥
𝜌𝑣𝑊 + 𝑃𝜍𝑦
𝜌𝑤𝑊 + 𝑃𝜍𝑧
(𝜌𝐸 + 𝑃)𝑊

𝜌1𝑊
⋮

𝜌𝑠𝑊
𝜌𝐸𝑣𝑊 ]

 
 
 
 
 
 
 
 

 

     

  

 

 

(3.8) 

The transformed computational domain is discretized by using Finite Volume 

Method (FVM). In this method, computational spaces are divided into discrete 

control volumes and these control volumes do not overlap.  
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Figure 3.2.  Control volume and flux vectors around control volume 

The three dimensional control volume is shown in Figure 3.2. Flux vectors are 

evaluated at the surface of the control volume.  Basically, conservation laws 

physically state that net flux rate leaving the control volume must be equal to the 

rate of flux generated in the control volume. 

 δηF̌ = F̌
i+
1
2
,j,k

− F̌
i−
1
2
,j,k

 

δξǦ = Ǧ
i,j+

1
2
,k
− Ǧ

i,j−
1
2
,k

 

δςȞ = Ȟ
i,j,k+

1
2
− Ȟ

i,j,k−
1
2
 

 

 

(3.9)                                  

where 𝛿 is the distance between nodal points. The discretized form of the Equation 

3.7 can be written as in Equation 3.10.   

 𝜕η�̌�(�̌�)

∆η
+
𝜕ξ�̌�(�̌�)

∆ξ
+
𝜕ς�̌�(�̌�)

∂ς
− �̌� = 0 

 

(3.10)                                  
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The substitution Equation 3.9 in Equation 3.10 yields the following equation, 

Equation 3.11. Also, the computational domain is equally spaced in each direction. 

The chemical and vibrational source terms are computed at cell centers, therefore 

the discretization of the source vector is not necessary.  

 (F̌
i+
1
2
,j,k

− F̌
i−
1
2
,j,k
) + (Ǧ

i,j+
1
2
,k
− Ǧ

i,j−
1
2
,k
) + (Ȟ

i,j,k+
1
2
− Ȟ

i,j,k−
1
2
)

− �̌�𝑖,𝑗,𝑘 = 0 

(3.11)                                  

The flux calculation requires considering the interactions of neighborhood cells at 

the control volume surface.  There are many schemes to evaluate face values of 

fluxes such as: upwind, central differencing, second order upwind, power-law 

scheme and Quick schemes. In this study, first and higher order upwind schemes 

are used to make assumptions about variation of flow variables between the 

neighbor cell centers.  

The evaluation of fluxes at cell surfaces requires flow variable interpolation from 

left and right cells. The fluxes in the Equation 3.11 can be expanded as:  

 F̌
i+
1
2
,j,k

= �̌�+ (�̌�−
𝑖+
1
2
,𝑗,𝑘
) + �̌�− (�̌�+

𝑖+
1
2
,𝑗,𝑘
) 

F̌
i−
1
2
,j,k

= �̌�+ (�̌�−
𝑖−
1
2
,𝑗,𝑘
) + �̌�− (�̌�+

𝑖−
1
2
,𝑗,𝑘
) 

 

(3.12)                                  

The values of flow variables at cell surfaces are obtained by interpolation of the 

values. The order of the interpolation is an important factor on convergence. The 

simplest interpolation is the first order interpolation in which values are obtained 

from neighbor cells, Equation 3.13. 

 �̌�−
𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖,𝑗,𝑘  

�̌�+
𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖+1,𝑗,𝑘  

 

(3.13)                                  
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3.3 Higher Order Reconstruction  

In the previous parts, finite volume method and first order spatial discretization are 

presented. Flow variables are assumed as constant in each computational cell, and 

fluxes are computed at the interface of the cells. For the first order accurate 

interpolation, flow variables are obtained from left and right neighbor cells. 

Therefore, accuracy of the first order schemes are not good as higher order schemes, 

because higher order interpolation of flow variables base on the fact that flow 

variables are not constant in the computational cell volume [37]. 

The Monotonic Upwind Scheme for Conservation Laws (MUSCL) was developed 

by van Leer [37] to obtain second order spatial accuracy. MUSCL schemes can be 

written as: 

 
�̌�−

𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖,𝑗,𝑘 + 
1

4
[(1 − 𝜅)∇𝑖 + (1 + 𝜅)∆𝑖]          

�̌�+
𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖+1,𝑗,𝑘 −
1

4
[(1 − 𝜅)∆𝑖+1 + (1 + 𝜅)∇𝑖]  

 

(3.14)                                  

∇ and ∆ are the backward and forward operators, and they are defined as Equation 

3.15.  

   ∇𝑖 = �̌�𝑖,𝑗,𝑘− �̌�𝑖−1,𝑗,𝑘   ,   ∆𝑖= �̌�𝑖+1,𝑗,𝑘 − �̌�𝑖,𝑗,𝑘 (3.15)                                  

κ is an important factor on the order of accuracy and type of spatial discretization. 

κ has values in between -1 and 1.  

Higher order spatial discretization generates oscillations at regions where gradients 

are high due to shock, and numerical solver cannot handle these oscillations. Flux 

limiters are used to prevent oscillations from sharp changes. Flux limiters are 

functions of the local consecutive gradient parameter which is obtained by taking 

ratio of upstream flow variable gradient to downstream flow variable gradient, 

Equation 3.16. 
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𝑟𝑖 =

�̌�𝑖,𝑗,𝑘 − �̌�𝑖−1,𝑗,𝑘

�̌�𝑖+1,𝑗,𝑘 − �̌�𝑖,𝑗,𝑘
=
∇𝑖
∆𝑖
     

(3.16)                                  

 

The MUSCL scheme with limiter functions, 𝜙(𝑟 ) can be written as following 

equation: 

 
�̌�−

𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖,𝑗,𝑘 + 
𝜙(𝑟𝑖)

4
[(1 − 𝜅)∇𝑖 + (1 + 𝜅)∆𝑖]                 

�̌�+
𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖+1,𝑗,𝑘 −
𝜙(𝑟𝑖+1)

4
[(1 − 𝜅)∆𝑖+1 + (1 + 𝜅)∇𝑖+1]  

 

(3.17)                                  

 

When the flow field has large gradient of the flow variable, there are also big 

differences between forward and backward surface of the cells. Due to this large 

gradient, MUSCL scheme interpolation cannot work properly. Therefore, MUSCL 

scheme has undershoot or overshoot interpolation so oscillations and instabilities 

occur [36]. There are various flux limiters which are min-mod, Superbee, Van Leer, 

Van Albada and, Venkatakrishnan limiters to prevent oscillations.    

In this study, Van Albada [38] and the modified Van Albada limiter by 

Venkatakrishnan [39] are used.  The Van Albada flux limiter can be defined as: 

 
𝛷(𝑟𝑖) =

𝑟𝑖
2 + r𝑖

𝑟𝑖
2 + 1

 
(3.18)                                  

Basically, at the smooth regions, values of limiter should approach one, where flux 

limiters should be turned off. The flux limiter generates oscillations and instabilities 

at nearly smooth regions. Venkatakrishnan introduced modified Van Albada 

limiter; thus, MUSCL scheme do not apply limiter through almost smooth regions. 

Venkatakrishnan flux limiter can be described by the following equations where 

Equation 3.17 is rearranged as following Equation 3.19: 
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�̌�−

𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖,𝑗,𝑘 + 
1

2
𝜙(𝑟𝑖)∇𝑖= �̌�𝑖,𝑗,𝑘 +𝛹(𝑟𝑖)                       

�̌�+
𝑖+
1
2
,𝑗,𝑘

= �̌�𝑖+1,𝑗,𝑘 −
1

2
𝜙(𝑟𝑖+1)∆𝑖+1= �̌�𝑖+1,𝑗,𝑘 +𝛹(𝑟𝑖+1) 

 

(3.19)                                  

𝛹 values can be written for the left surface of the cells with two different  κ values. 

 
𝛹(𝑟𝑖) =

(∆𝑖
2 + 𝜖)∇𝑖 + (∇𝑖

2 + 𝜖)∆𝑖

∇𝑖
2 + ∆𝑖

2 + 2𝜖
                          𝑓𝑜𝑟 𝜅 = 0    

𝛹(𝑟𝑖) =
(2∆𝑖

2 + 𝜖)∇𝑖 + (∇𝑖
2 + 2𝜖)∆𝑖

∇𝑖
2 + ∆𝑖

2 − ∇𝑖∆𝑖 + 3𝜖
                       𝑓𝑜𝑟 𝜅 = 1/3 

 

(3.20)                                  

 

The small term (𝜖 = 1𝑥10−12) is added to the nominator and denominator to 

prevent division by zero at smooth gradient regions.  After completion of the spatial 

discretization, fluxes can be splitted.  

3.4 Flux Splitting 

The flux vectors, �̌�, �̌� and �̌� are homogenous functions of flow variable, �̌� 

according to the Euler theorem.  

 ∂�̌�

∂�̌�

∂�̌�

∂η
+

∂�̌�

∂�̌�

∂�̌�

∂ξ
+

∂�̌�

∂�̌�

∂�̌�

∂ς
= �̌�

∂�̌�

∂η
+ �̌�

∂�̌�

∂ξ
+ �̌�

∂�̌�

∂ς
= �̌� 

(3.21)                                  

�̌�, �̌� and �̌� are the Jacobian matrices. To solve linear system of equations 

eigenvalues and eigenvectors of Jacobian matrices should be obtained. At this point, 

matrix M having eigenvector as elements should be defined. 

 �̌�=𝑀�̌�𝛬�̌�𝑀�̌�
−1 and �̌� = 𝑀�̌�𝛬�̌�𝑀�̌�

−1�̌� (3.22)                                  

The splitting eigenvalue vector, 𝛬 according to positive and negative entries yields 

two new matrices composing 𝛬. For the Euler equations, eigenvalue splitting is 
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based on velocity splitting. The flux vector with splitted eigenvectors can be written 

as: 

 �̌� = 𝑀�̌� 𝛬�̌�
 − 𝑀�̌�

−1�̌� + 𝑀�̌� 𝛬�̌�
+ 𝑀�̌�

−1�̌� = �̌�−�̌� + �̌�+�̌� = �̌�− + �̌�+ 

�̌� = 𝑀�̌� 𝛬�̌�
 − 𝑀�̌�

−1�̌� + 𝑀�̌� 𝛬�̌�
+ 𝑀�̌�

−1�̌� = �̌�−�̌� + �̌�+�̌� = �̌�− + �̌�+ 

�̌� = 𝑀�̌�  𝛬�̌�
 − 𝑀�̌�

−1�̌� + 𝑀�̌�  𝛬�̌�
+ 𝑀�̌�

−1�̌� = �̌�−�̌� + 𝐶+�̌� = �̌�− + �̌�+ 

 

(3.23)                                  

At the cell faces, �̌�+ propagates information left to right and �̌�− values are obtained 

from the left face of the computational cells. Similarly, �̌�− propagates information 

right to left and �̌�+ values are obtained from the right face of the computational 

cells. In the computation of the splitted flux vector, corresponding splitted flow 

variables are used. Then, final formulation in (i, j, k) cell can be obtained as: 

 [�̌�+ (�̌�−
𝑖+
1
2
,𝑗,𝑘
) + �̌�− (�̌�+

𝑖+
1
2
,𝑗,𝑘
)]

− [�̌�+ (�̌�−
𝑖−
1
2
,𝑗,𝑘
) + �̌�− (�̌�+

𝑖−
1
2
,𝑗,𝑘
)] 

+ [�̌�+ (�̌�−
𝑖,𝑗+

1
2
,𝑘
) + �̌�− (�̌�+

𝑖,𝑗+
1
2
,𝑘
)]

− [�̌�+ (�̌�−
𝑖,𝑗−

1
2
,𝑘
) + �̌�− (�̌�+

𝑖,𝑗−
1
2
,𝑘
)] 

+[�̌�+ (�̌�−
𝑖,𝑗,𝑘+

1
2
) + �̌�− (�̌�+

𝑖,𝑗,𝑘+
1
2
)]

− [�̌�+ (�̌�−
𝑖,𝑗,𝑘−

1
2
) + �̌�− (�̌�+

𝑖,𝑗,𝑘−
1
2
)] = �̌�𝑖,𝑗,𝑘 

 

 

(3.24)                                  

 

The basic upwind flux splitting scheme is written as in Equation 3.24.  The aim of 

the flux vector splitting is to obtain proper physical propagation of the flow variable 

throughout flow. There are various flux splitting method developed for Euler 

equations. In this study, Van Leer, Steger- Warming and the Advection Upstream 

Splitting Method (AUSM) are used. 
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3.4.1 Van Leer Flux Splitting 

In this study, both ideal and real gas assumptions are used for flow field 

calculations.  There are some differences in the flux vectors with ideal and real gas 

assumptions.  Van Leer states that Steger-Warming splitting schemes are not 

differentiable at stagnation and sonic regions [40].  Van Leer scheme is based on 

Jacobian vector splitting, and derivatives are assumed as continuous.  

 𝑀 = 𝑀+ +𝑀− 

𝑀± = {
±
1

4
(𝑀 ± 1)2      |𝑀| ≤ 1

1

2
(𝑀 ± |𝑀|)   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 
 

(3.25)                                  

 

Van Leer splitting can be done according to Mach number splitting. For the 

supersonic flow, whole scalar value of Mach number is directed to downstream.  

For the subsonic regions, the Mach number splitting is done with respect to 

Equation 3.25.  

Splitted flux vector in the supersonic regions can be obtained as: 

 �̌�+ = �̌� and �̌�− = 0       for u ≥ a    

  �̌�− = �̌� and �̌�+ = 0       for u ≤ −a    

 

 
 

(3.26)                                  

Splitted flux vector in the subsonic regions is given by the following equation: 
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�̌�± = 𝜌𝑎
(𝑀 ± 1)2

𝛾

[
 
 
 
 
 
 
 
 
 
 

1

(
−�̌� ± 2𝑎

𝛾
) �̌�𝑥,1 + 𝑢

(
−�̌� ± 2𝑎

𝛾
) �̌�𝑥,2 + 𝑣

(
−�̌� ± 2𝑎

𝛾
) �̌�𝑥,3 + 𝑤

(
−�̌� ± 2𝑎

𝛾 + 1
) �̌� +

2𝑎2

𝛾 − 1
+
𝑢2 + 𝑣2 + 𝑤2

2 ]
 
 
 
 
 
 
 
 
 
 

 

 
 

 

 

 

(3.27)                                  

 

In the above equations, a is the Mach number. k is the directional cosine vectors 

and �̌� is the contravariant velocity, Equation 3.28.  

 
�̌�𝑥,𝑗 =

𝜂𝑥𝑗

√𝜂𝑥2 + 𝜂𝑦2 + 𝜂𝑧2
  , �̌�𝑦,𝑗 =

𝜉𝑥𝑗

√𝜉𝑥2 + 𝜉𝑦2 + 𝜉𝑧2
   ,

�̌�𝑧,𝑗 =
𝜍𝑧𝑗

√𝜍𝑥2 + 𝜍𝑦2 + 𝜍𝑧2
 

�̌�𝑥𝑗 = 𝑢�̌�𝑥𝑗,1 + 𝑣�̌�𝑥𝑗,2 + 𝑤�̌�𝑥𝑗,3 

 
 

 

(3.28)                                  

 

The previous formulation is written for ideal gas assumptions where gas has 

constant specific heat ratio. For the real gas assumption, specific heat constant 

varies in each cell; it is function of pressure and temperature.  Moreover, real gas 

effects are important during the chemical and vibrational nonequilibrium; thus, 

chemical and vibrational terms are included in the following formulation. For the 

real gas assumption, flux vector is assumed as: 

 �̌� = �̌� [𝜌, 𝑎,𝑀,
𝜌𝑖

𝜌⁄ , 𝐸, 𝐸𝑣]    (3.29)                                  

Speed of sound for ideal gas is simply obtained from  𝑎2 = 𝛾𝑅𝑇. For the real gas, 

speed of sound is obtained from: 
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𝑎2 =

𝜕𝑃

𝜕𝜌
+

𝑃

𝜌2
𝜕𝑃

𝜕𝑒
 

(3.30)                                  

The partial derivatives of pressure with respect to 𝜌 and e can be obtained from 

pressure equation,  𝑃 = (𝛾 − 1)𝜌𝑒. The specific heat constant is also function of 

density and energy, therefore Equation 3.30 can be written as: 

 
𝑎2 =

𝛾𝑃

𝜌
+ 𝑒 [(γ − 1)e

∂γ

∂e
+ ρ

∂γ

∂P
] = 𝛤(γ − 1)e 

(3.31)                                  

Liou, Leer and Shuen [40] introduces a new auxiliary variable, 𝛤 which is also 

function of density and energy. Also, specific heat constant is calculated in each 

cell at each iteration. Thus, Van Leer flux splitting algorithm for real gas with 

nonequilibrium physics are obtained as in Equation 3.32  by considering Leer [40] 

and  Grossman and Cinnella [41] studies. 

For subsonic regions, splitted flux vector can be written as:  

 

�̌�± = 𝜌𝑎(𝑀 ± 1)2

[
 
 
 
 
 
 
 
 
 
 
 
 
 

1

[𝑢 − �̌�𝑥,1(�̌� ± 2𝑎)
𝑃

𝜌𝑎2
]

[𝑣 − �̌�𝑥,2(�̌� ± 2𝑎)
𝑃

𝜌𝑎2
]

[𝑤 − �̌�𝑥,3(�̌� ± 2𝑎)
𝑃

𝜌𝑎2
]

𝐻 −𝑚(�̌� ± 𝑎)
2

𝜌1
𝜌⁄

⋮
𝜌𝑠

𝜌⁄

𝐸𝑣 ]
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 

 

 

(3.32)                                  

 

where m is given as 𝑚 =
ℎ 𝑎2⁄

1+2ℎ 𝑎2⁄
. It is suggested that choosing m values as 0 to 

obtain efficient and the simplest formulation [40]. In this study, m is chosen as zero. 

For supersonic regions, the same manner with ideal gas assumption is applicable. 
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3.4.2 Steger- Warming Flux Splitting 

Steger- Warming splitting is another upwind flux splitting method based on 

eigenvalue splitting. It simply splits with diagonalizing of Jacobian matrices with 

eigenvectors as in Equation 3.23. Euler equations have three eigenvalues at each 

direction: 𝑢, (𝑢 + 𝑎) and  (𝑢 − 𝑎). Splitted eigenvalues can be written as: 

 
𝜆1
± =

𝑢 ± |𝑢|

2
          𝜆2

± =
(𝑢 + 𝑎) ± |𝑢 + 𝑎|

2
  

  𝜆3
± =

(𝑢 − 𝑎) ± |𝑢 − 𝑎|

2
 

 

(3.33)                                  

For the ideal gas assumptions, Steger and Warming introduce a new splitting 

method as in Equation 3.34 in 1981 [42].  

 

�̌�± =
𝜌

2𝛾
 

[
 
 
 
 
 
 
 

[2(𝛾 − 1)𝜆1
± + 𝜆2

± + 𝜆3
±]

[2(𝛾 − 1)𝜆1
± + 𝜆2

± + 𝜆3
±]𝑢 + 𝑎(𝜆2

± − 𝜆3
±)�̌�𝑥,1

[2(𝛾 − 1)𝜆1
± + 𝜆2

± + 𝜆3
±]𝑣 + 𝑎(𝜆2

± − 𝜆3
±)�̌�𝑥,2

[2(𝛾 − 1)𝜆1
± + 𝜆2

± + 𝜆3
±]𝑤 + 𝑎(𝜆2

± − 𝜆3
±)�̌�𝑥,3

[2(𝛾 − 1)𝜆1
± + 𝜆2

± + 𝜆3
±]
𝑢2 + 𝑣2 + 𝑤2

2
+ 𝑎𝑈(𝜆2

± − 𝜆3
±) + 𝑎2

𝜆2
± + 𝜆3

±

𝛾 − 1 ]
 
 
 
 
 
 
 

 

 

 

(3.34)                                  

 

Steger- Warming flux splitting has discontinuities at sonic and at stagnation points 

in the calculation of derivations of flow vectors to flow variables. Therefore, there 

are oscillations at those discontinuous regions. To get rid of oscillations, a small 

number can be added to eigenvalue splitting as in Equation 3.35.  
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(3.36) 

 

𝜆1
± =

𝜆1 ±√𝜆1
2 + 𝜀2

2
   

(3.35)                                  

Steger-Warming flux-vector splitting scheme with extension to nonequilibrium 

flows can be obtained as implementations by Liou, Leer & Shuen [43] and 

Grossman & Cinnella [43] in their studies, as shown in Equation 3.36.  

 

F̌± =
1

a2
𝑥 

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 λ1

± P

ρ

∂P
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+
λ2
±
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P

ρ
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) +
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±
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P
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∂e
)
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ρ
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∂e
+
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±

2
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2
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P

ρ

∂P
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±
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ρ

∂P
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ρ
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+
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±
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P
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∂P
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±

2

(v + aǩx,2)
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P

ρ

∂P
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ρ

∂P
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+
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±

2
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2
(ρa2 −

P

ρ

∂P
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±

2
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P

ρ

∂P
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)

λ1
± (

P

ρ

∂P

∂e
𝐻 − ρa2) + λ2

±
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2
(ρa2 −

P

ρ

∂P
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) + λ3

±
(H − ua)

2
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P

ρ

∂P
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+
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±
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∂P
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±
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∂e
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⋮

𝜌𝑠
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ρ

∂P

∂e
+
λ2
±

2
(ρa2 −

P

ρ

∂P

∂e
) +

λ3
±

2
(ρa2 −

P

ρ

∂P

∂e
)]

]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The splitting for ideal gas assumptions can be derived from Equation 3.36 simply 

by taking the derivatives with respect to ideal gas equations. There are still 

discontinuities at sonic and stagnation points.  
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3.5 Flow Solver 

After the implementation of spatial discretization and flux splitting, the Newton 

GMRES method can be applied. The nonlinear governing equations can be written 

as in following Equation 3.37 where �̌� is the residual vector. 

 
�̌�(�̌�) =

∂�̌�(w)

∂η
+

∂�̌�(w)

∂ξ
+

∂�̌�(w)

∂ς
− �̌� = 0 

(3.37)                                  

The expansions of the Equation 3.37 with Taylor series and the elimination of 

second or higher terms yield below equation: 

 
�̌�𝑛+1(�̌�) = �̌�𝑛(�̌�) + (

𝜕�̌�

𝜕�̌�
)

𝑛

∆�̌�𝑛 
(3.38)                                  

Newton methods assume that at the next iteration level, flow variables exactly 

satisfy Euler equation, thus �̌�(𝑛 + 1) equals zero. The general form of Newton’s 

methods can be written as: 

 
(
𝜕�̌�

𝜕�̌�
)

𝑛

∆�̌�𝑛 = −�̌�𝑛(�̌�) 
(3.39)                                  

∆�̌� is the increment between flow variable at nth and (n+1)th iteration levels. The 

flow variable values at next iteration level can be found by adding increment to the 

value itself. 𝜕�̌� 𝜕�̌�⁄  is known as the Jacobian matrices which are evaluated by 

taking derivatives of residual vector with respect to flow vector. Newton method is 

based on the evaluation of Jacobian matrices to linearize the governing equation 

and solving the linearized equations implicitly. The complexity of the derivation 

and the construction of the Jacobian matrices is increased by nonequilibrium and 

real gas effects.  Therefore, Newton GMRES method is used in this study to 

eliminate the efforts to derive Jacobian matrices. The matrix free solvers are more 

effective in solving stiff equations in terms of computational and storage 

requirements [44].   
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Newton GMRES method is an inexact implementation of which satisfies linearity 

of equation by using GMRES methods. GMRES is the abbreviation for generalized 

minimal residual method and it is also known as Krylov subspace method.  Newton- 

GMRES method is an inexact Newton method where the value of local linear 

residual is reduced in each step [45]. The inexact Newton method should satisfy 

following condition: 

 
‖�̌�𝑛(�̌�) + (

𝜕�̌�

𝜕�̌�
)

𝑛

∆�̌�𝑛‖ = 𝜇‖�̌�𝑛(�̌�)‖ 
(3.40)                                  

μ is the forcing term and 𝜇 ∈ (0,1). If the forcing term is chosen as 0, the exact 

Newton method is obtained. Determining the forcing term has crucial importance 

on convergence characteristics of solver. To obtain faster convergence, μ can be 

chosen close to zero. However, small forcing terms resulted in small reduction of 

the norm; thus, solver tries to catch this small reduction hardly [46].  

In the GMRES part, evaluation of the Jacobian matrix is not necessary; however, 

Jacobian matrix and vector multiplication is required.  For the given non-linear 

system of equations, multiplication is obtained explicitly from the first order 

forward differencing as Equation 3.41.    

 
(
𝜕�̌�

𝜕�̌�
) . 𝑣 =

�̌�(�̌� + 𝜖𝑣) − �̌�(�̌�)

𝜖

 

 
(3.41)                                  

 The v is normalized vector updated in each iteration level to approach  ∆�̌�  . 𝜖 is 

small positive number calculated generally in each iteration level by dividing square 

root of machine epsilon to norm of the vector v.  With the manner of Equation 3.41, 

GMRES methods achieve matrix free calculation. 

The GMRES method is basically Krylov subspace method trying to solve linear 

system.  To simplify comprehensibility, chosen linear system can be written as in 

Equation 3.42.  The following formulation are derived from Bai, Hu and Reichel 

study [47]. 
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 Ax = B            (A ∈ 𝑅𝑛𝑥𝑛  , 𝐵 ∈ 𝑅𝑛, 𝑥 ∈ 𝑅𝑛) (3.42)                                  

In GMRES method, the initial approximate value, 𝑥0 and residuals are defined as:  

 𝑟0 = 𝑏 − 𝐴𝑥0 (3.43)                                  

The method tries to find a x value at each iteration.  

 𝑥1 = 𝑥0 + 𝑧0 ∈
 [𝑥0 + 𝐾𝑘(𝐴, 𝑟0)] 

‖𝑏 − 𝐴𝑥1‖ = 𝑚𝑖𝑛‖𝑏 − 𝐴(𝑥0 + 𝑧)‖ 

𝐾𝑘(𝐴, 𝑟0) = 𝑠𝑝𝑎𝑛 {𝑟0, 𝐴𝑟0, 𝐴
2𝑟0, … , 𝐴𝑘−1𝑟0} 

 

(3.44)                                  

 

𝐾𝑘(𝐴, 𝑟0) is the kth order Krylov subspace. After that, the Arnoldi process is applied 

with inputs k, 𝑥0 and 𝑟0 . The Arnoldi iteration is used to obtain the orthonormal 

bases for the Krylov subspace. As an output, Arnoldi iteration gives Hessenberg 

matrix The minimization process begins with computing orthonormal basis. 

 𝑉1 =
𝑟0
‖𝑟0‖

 

 

𝑉𝑘 = [𝑉1, 𝑉2, … , 𝑉𝑘] 

𝑉𝑘+1 = [𝑉1, 𝑉2, … , 𝑉𝑘+1] 

 

(3.45)                                  

𝑉𝑘  ∈ 𝑅𝑛 and 𝑉𝑘+1  ∈ 𝑅𝑛+1 are orthonormal vectors.  Arnoldi process gives the 

upper Hessenberg matrix, then the following Equation 3.46 can be written as:   

 𝐴𝑉𝑘 = 𝑉𝑚+1𝐻    where  𝐻 ∈ 𝑅(𝑛+1)𝑥𝑛 (3.46)                                  

Substituting Equation 3.46 into Equation 3.44 yields the final formulation of the 

Arnoldi process. 

 𝑚𝑖𝑛‖𝑟0 − 𝐴𝑧‖ = 𝑚𝑖𝑛‖‖𝑟0‖𝑒1 − 𝐻𝑦‖ (3.47)                                  
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where 𝑒1 = (1,0,0, … ,0)𝑇 , 𝑒1𝜖𝑅
𝑛+1 and 𝑧 = 𝑉𝑦.  To get upper Hessenberg matrix, 

series of Givens rotations are applied to dense Hessenberg matrix at the end of 

iteration.  The multiplication of the vector and Givens rotation matrix yields a 

rotation which results zero entries at j< i-3 indices.  Final form of Hessenberg matrix 

can be written as 

 

𝐻 =

[
 
 
 
 
 
 

ℎ11 ℎ12       … ℎ1𝑛
ℎ21 ℎ22       … ℎ2𝑛
0    ℎ32 ℎ33 … ℎ3𝑛
       0   ℎ43 …       
            0 ⋱ ⋮

⋮                   ⋱ ℎ𝑛𝑛
                        0 ℎ𝑛+1,𝑛]

 
 
 
 
 
 

 

 

(3.48)                                  

At the end of the Arnoldi iteration, the minimization of the norm value of residual 

vector becomes a least square problem.  The least square method tries to find 

optimum y to minimize z with QR factorization. QR factorization is a 

decomposition of Hessenberg matrix into product of orthogonal matrix, Q and 

triangular matrix, R.  

 𝐻 = 𝑄𝑅 (3.49)                                  

QR factorization is used to solve least square methods in a computationally efficient 

way. The QR factorization can be applied to Equation 3.47.  

 𝐻𝑦 = ‖𝑟0‖𝑒1 

𝐻𝑇𝐻𝑦 = 𝐻𝑇‖𝑟0‖𝑒1 

𝑅𝑇𝑄𝑇𝑄𝑅𝑦 = 𝑅𝑇𝑄𝑇‖𝑟0‖𝑒1 

𝑅𝑇𝑅𝑦 = 𝑅𝑇𝑄𝑇‖𝑟0‖𝑒1 

𝑅𝑦 = 𝑄𝑇‖𝑟0‖𝑒1 

 

 

 

(3.50)                                  
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At the end of the least square method, y is minimized and final x value is obtained. 

 𝑥𝑛 = 𝑥0 + 𝐻𝑦 (3.51)                                  

Preconditioners are not used in Newton GMRES implementation, in this study. 

Convergence of GMRES algorithm strictly depends on Jacobian characteristics of 

governing equations.  To have computationally effective method, preconditioner 

can be used. The effective preconditioners have close approximation to 

preconditioned matrix; hence, storage and construction of preconditioner are not 

supposed to create big computational cost. There are various preconditioners and 

application methods in literature; however, preconditioner are not used in this study 

to prevent computational complexity.  

 

3.6 Boundary Conditions  

In this section, boundary conditions of this current study are described.  To obtain 

proper solution for a flow field, boundary conditions must be defined according to 

the direction of the information propagation. Also ghost cells are used to obtain 

proper boundary conditions. One ghost cell layer is applied to outer part of the grid 

for the accurate implementation of the first order discretization. In this study, three 

boundary conditions are implemented:  far field, wall and symmetry line 

boundaries.  

For the far field boundary conditions, information from flow propagates to leave 

the computational domain. The values of ghost cells which are defined at outer 

boundary layer are defined as free stream values.  The flow variables at outer 

boundary cells are obtained by flow solver.  

For the wall boundary conditions, there should not be any mass and energy fluxes 

through the geometry; thus, flow tangency condition should be enforced.  

Therefore, normal velocities at the wall surface is assumed as zero and the 

tangential velocities are extrapolated from the interior cells. The flow variables: 
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species mass, total mass, total energy and vibrational energy values are extrapolated 

from the interior cells. At the wall, normal components are removed from the total 

values to obtain tangential values, as in Equation 3.52. 

 𝑈𝑛𝑜𝑟𝑚𝑎𝑙 = 𝑈𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟 . 𝑛 

(𝜌𝑢𝑗)
𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦

= (𝜌𝑢𝑗)
𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟

− 2𝜌𝑈𝑛𝑜𝑟𝑚𝑎𝑙𝑛
𝑗 

(3.52)                                  

n is the unit normal vectors to the wall. 𝑈𝑛𝑜𝑟𝑚𝑎𝑙 is obtained by multiplying normal 

vector with the velocity from the interior cells. Also, due to grid topology, front and 

wake of the geometry requires additional considerations. There is a symmetry line 

passing through the stagnation point, thus from free stream to leading edge and from 

trailing edge to far field points, values on both sides should be equal to each other. 

Corresponding velocities at z direction should be pointing at opposite directions for 

cells on both sides of this line.  Other flow variables have the same values at these 

cells which are laying on the left and right of this line.       

The symmetric boundary conditions are used to have less computational 

requirements. The symmetric characteristic of flow field allows to calculate flow 

on half of the computational domain.   At the each side of the symmetry plane, all 

flow variables are equal to each other except velocity. Tangential velocity 

components are also equal; however, normal component of velocities should be in 

reverse direction with the same magnitude.   
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 CHAPTER 4 

 

 

RESULTS AND DISCUSSIONS 

 

 

 

Three dimensional Apollo Command Module is chosen as a test case due to 

sufficient number of the experiment and flight data. The sketch of module is given 

in Figure 4.1. 

 

 

Figure 4.1.  Geometrical details of Apollo Command Module 
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Free stream conditions are given in the following table, Table 4.1. Different free 

stream conditions are applied in various cases; however, free stream temperature 

and pressure (at approximately 40 km altitude) remain the same in all computations.  

Table 4.1 Free stream values 

Parameter  Value 

Temperature (K) 220 

Pressure         (Pa) 664 

Mach 15 

Species (Case I) 2 (N2, N) 

Species (Case II) 5 (O2,N2,N,O,NO) 

Species (Case III) 11(O2,N2,N,O,NO, 

O+
2,N2

+,N+,O+,NO+,e) 

 

Three different number of species are examined; also, the effects of number of the 

reactions on flow characteristics are studied. In order to see effects of temperature 

on the reactions characteristics, different values of free stream Mach numbers are 

used.  

 

4.1 CFD Considerations 

A grid independency study has been performed in this study. The number of cells 

in the domains can be seen in Table 4.2. Moreover, oriented views of medium 

computational domain is given as in Figure 4.2. Although the first figure looks like 

two dimensional, it is the perspective view of three dimension figure. The obtained 
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figure is three dimensional. The representation of whole computational domain with 

coarse mesh can be seen in Figure 4.3.  

 

Table 4.2. List of meshes with different cell numbers 

Mesh i x j x k Number of cells 

Coarse 32x16x9 4608 

Medium 64x32x17 34816 

Fine  128x64x35 286720 

 

 

 

Figure 4.2 Orientation views of 3D computational domain on different planes 
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Table 4.3 Effects of mesh refinement study on computation time and stagnation 

condition 

Mesh CPU Time Maximum Pressure Maximum Temperature 

Coarse 23 minutes  156.7 kPa 4752 K 

Medium 5 days 13 hours 147.8  kPa 4740 K 

Fine 3 days 2 hours 

(250 iterations) 
X X 

 

 

Figure 4.3. 3D representation of coarse mesh 

 

The maximum pressure and temperature values are used to measure the effects of 

mesh refinement. To reach convergence criteria (||R||/||R0||< 10-12), coarse grid 

requires 23 minutes whereas medium grid requires 5 days 13 hours. The fine mesh 

solution completes 100 iterations in 3 days and 2 hours as given in Table 4.3. 

However, the fine mesh solution could not achieve high iteration number due to 

oscillations. Therefore, due to enormous CPU time and convergence characteristics 
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of the fine mesh, the fine mesh was not used in this study. Results are obtained by 

using the medium and coarse mesh size. 

 The maximum pressure and temperature values with different computational 

domain are given in Table 4.3. The difference in between the peak pressure values 

of the coarse and medium meshes is almost 9 kPa. The change is approximately % 

6. Also, difference in between temperature values is 12 K. Therefore, the medium 

mesh is a good choice to simulate flow field in this study. The most of the results 

are obtained by using the medium mesh. 

 

 

Figure 4.4. Comparisons of convergence characteristics on coarse and medium grid 

 

The convergence characteristics of the coarse and medium computational meshes 

can be seen in Figure 4.4. The residual histories of the fine mesh are not included 

in this figure because of stability and CPU time problems. As in the Figure 4.4, the 

coarse grid reaches predefined convergence criteria (10-12) in 1000 iterations; 

whereas, medium mesh requires 5 times larger iteration steps. 
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The first order and second order spatial discretizations are examined. In this study, 

the second order discretization could not work properly with the real gas 

assumptions and in hypersonic speed ranges. However, the second order 

discretization is achieved with ideal gas assumption for hypersonic speed range in 

our study. The residual histories with respect to iteration number of different 

discretization order are shown in Figure 4.5. Although different flux limiters are 

examined, oscillations still continue, and residual values stay high. Therefore, the 

first order spatial discretization are commonly used in this study to achieve stability 

of solver. 

 

 

Figure 4.5. Comparisons of convergence characteristics of first and second order 

spatial discretizations (M=10, α=20) 
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Figure 4.6 Comparisons of flux vector splitting methods with 5 species models 

(M=15, α=0) 

Moreover, two different flux vector splitting are considered in this study: Steger- 

Warming and Van Leer flux splitting. For these splittings, the non-dimensional 

density and Mach contours are shown respectively in Figure 4.6 and 4.7. There are 

small differences at stagnation point and the wake region.  Also, both splitting 

methods work properly with real gas assumption, chemical and vibrational 

nonequilibrium models.   
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Figure 4.7 Comparisons of flux vector splitting methods with 5 species models 

(M=15, α=0) 

Table 4.4 Number of flow variables with respect to different tests.  

Chosen solver Number of flow variables 

Ideal gas  5 : ρ, ρu, ρv, ρw, ρE 

Real gas, 2 species  6 : ρ, ρu, ρv, ρw, ρE, ρ1 

Real gas , 5 species  9 : ρ, ρu, ρv, ρw, ρE, ρ1, ρ2, ρ3, ρ4 

Real gas, 11 species 15: ρ, ρu, ρv, ρw, ρE, ρ1, ρ2, ρ3, ρ4….. ρ10 

Real gas, 2 species, 

(two temperature) 

 7 : ρ, ρu, ρv, ρw, ρE, ρ1, ρEv 

 

In this study, ideal and real gas assumptions are examined; also, real gas assumption 

is studied with different species number and different temperature models. The 

number of flow variable for each assumptions can be seen through Table 4.4.  

Three dimensional representation of flow field simulation can be seen through 

Figure 4.8, 4.9 and 4.10.  In Figure 4.8, nondimensional total density contours 

around the whole geometry are presented, and velocity vectors are also 

superimposed. At the last figure, nondimensional entropy distributions are shown 

at half of the computational domain. These two results are also obtained with 5 

species model for Mach 15. 
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Figure 4.8. Nondimensional density contours around the whole ACM (M=15, α=0) 

 

 

Figure 4.9 Nondimensional entropy distributions at half of the computational 

domain (M=15, α=0) 
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Figure 4.10 Temperature [K] contours at whole computational domain (M=15, α=0) 

 

4.2 Validation of Code Solver  

Computations are done for Apollo Command Module to validate the flow solver. 

Surface pressure around the module are compared with the wind tunnel tests results. 

The various results for the normalized pressure through stagnation line are given in 

Murray study [49]. These results are obtained from Bertin’s [49] and Marvin’s [51] 

wind tunnel experiments with helium gas.  
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Figure 4.11 Comparisons of normalized surface pressure obtained by second order 

discritization with experimental data [49]. 

The pressure values obtained by using higher order discritization and flux limiters 

are compared with experimental data as in Figure 4.11.  For  this case,  Mach 

number is 9, and angle of attack is zero. These results are obtained with the ideal 

gas assumption. The converce characteristics of the second order discretization is 

poor; therefore, there are big differences on the side surfaces.  

In Figure 4.12, the pressure distributions for different angle of attack values in 

Helium gas is represented at Mach 20 [51].  For this validation, Helium gas is used 

with real gas assumption, and chemical reactions are ignored. Figure 4.12 shows a 

good the consistency of pressure distributions between the experimental data and 

from current solver. The normalized pressure distributions at two different angle of 

attacks (α=0 and α=25) are compared in Figure 4.12 Moreover, the real gas 

assumption work properly to simulate pressure distributions  at high Mach values. 
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Figure 4.12 Comparisons of normalized pressure with experimental data (M=20) 

In Figure 4.13, pressure distributions with different approaches are compared with 

the experimental data. Experiments were done at Mach 10.18 with zero angle of 

attack. The results are obtained by solving governing equation by considering real 

gas assumption with different species number. The pressure distribution with two 

temperature model is also compared. It should be noted that the real gas assumption 

is efficient in the simulation of the flow field where ideal gas assumption holds. 
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Figure 4.13 Comparisons of normalized pressure distribution by experimentally and 

different computational models 

 

Figure 4.14 Comparisons of translational and vibrational temperature and Ermina’s 

computational results (right) [52] at stagnation line 
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There are not any available experimental and flight data for translational and 

vibrational temperature distributions around the ACM. Therefore, these 

temperature values are compared with Ermina’s study [52] as in Figure 4.14.  It can 

be seen that results are similar with Ermina’s results, and the peak values of both 

study are close to each other. These temperature distributions are obtained for Mach 

32.4.  

At this section, validity of the developed code solver is examined, and it can be seen 

obviously that the agreement between experimental and literature data is good. In 

the next section, flow field calculations are obtained with different models. 

 

4.3 Ideal Gas and Real Gas Results  

 

It was mentioned that the applicability of ideal gas assumptions is restricted with 

temperature. In the hypersonic speed range, the real gas assumption is more suitable 

compared to ideal gas assumption. There are important change in flow 

characteristics according to chosen models. First of all, the obtained shock stand of 

distance with real gas assumption is shorter than that of ideal gas assumption. In 

Figure 4.15, it can be seen that ideal and real gas assumptions affect the shock stand 

of distance. Moreover, real gas simulation gives smaller shock stand off distance 

than the ideal gas simulation.  
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Figure 4.15 Mach distributions along the stagnation line with ideal gas and real 

gas assumptions (M=5, α=0) 

The total density contours for various Mach numbers with ideal and real gas solver 

can be seen through Figure 4.16. Angle of attack is zero in this figure. There are big 

differences at the stagnation point for ideal and real gas assumptions. For the same 

Mach value (M=20), the peak total density is close to 7.5 for real gas assumption 

and it is approximately 4.2 for ideal gas assumption. 

In Figure 4.17, non-dimensional temperature values are compared where angle of 

attack is zero.  The importance of real gas assumption arises with increasing 

temperatures.  For low Mach values, ideal and real gas assumptions have almost 

same distributions around the geometry. However, there are big differences at 

temperature values around geometry for high Mach values. Therefore, it can be seen 

that real gas assumption is required for high temperature flow to achieve high 

accuracy. 
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Figure 4.16 Density contours with ideal and real gas assumptions (α=0) 

 

 

Figure 4.17 Temperature distributions with ideal and real gas assumptions (α=0) 
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Figure 4.18 Temperature contours with ideal gas assumption (M=15, α=0) 

 

 

Figure 4.19 Temperature contours with real gas assumption (M=15, α=0) 
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Temperature contours with ideal and real gas assumptions are given in Figure 4.18 

and Figure 4.19. Also, density contours are compared in Figure 4.20. 

 

Figure 4.20 Density contours with ideal and real gas assumptions (M=15, α=0) 

 

Lastly, assumptions change the performance of the solver. To reach the same 

residual value (10-6), each assumptions has different CPU time requirement as given 

in Table 4.5.  Computation time is getting larger with the detailed modelling as 

expected. 

 

Table 4.5 CPU time requirement for different assumptions with different species 

number 

Model CPU time requirement 

Ideal Gas without reactions 7 min 14 sec 

Real gas with 2 species 34 min 43 sec 

Real gas with  5 species 7 hours 48 min  

Real gas with 11 species 1 day 3 hours 



 

75 

 

 

To sum up, ideal gas assumption results in bigger shock standoff distance and 

temperature distributions around the geometry than real gas assumption. In the 

modelling of hypersonic flow field, real gas assumptions are commonly preferred 

to obtain correct physical modelling. 

 

4.4 Results for Chemical Nonequilibrium Models  

At this part, the effects of chemical nonequilibrium models on flow field 

characteristics are examined. The influences of forward and backward reaction 

calculations are investigated separately. 

 

4.4.1  Effects of Forward Reaction Rate Calculations 

 

Figure 4.21. Pressure distributions around the geometry with different forward 

reaction rate constants (M=15, α=0) 
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Figure 4.22 Temperature distribution with different forward reaction rate 

constants at stagnation line (M=15, α=0) 

 

Figure 4.23 Residual histories for different forward reaction rate constants (M=15, 

α=0) 
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In the Figure 4.21, non-dimensional pressure distribution is represented with 

different forward reaction rates. The figure on the right is given to analyze the 

effects of coefficients on the stagnation point. Also, in Figure 4.22, temperature 

distributions along stagnation line are shown. The differences can be distinguished 

easily around the geometry. The influence of different coefficients on convergence 

characteristics can be seen in Figure 4.23. Dunn- Kang and Park 85 coefficients 

cause more oscillations in convergence.  

In Figures 4.24 and 4.25, different coefficients to calculate forward reaction rate are 

compared by using species mass fractions. As in the figures, different mass 

fractions are obtained for different coefficients. There are big differences for 

species mass fractions, and there are not any certain way to choose the most 

accurate forward rate constants. These increase the uncertainty of modeling in 

chemical nonequilibrium. In this study, compatibility and stability effects of these 

coefficients are examined. Due to the numerical stiffness of modeling physical 

phenomena during atmospheric re-entries, all models cannot provide converged 

solutions.  Therefore, Gardiner’s and Park’s coefficients are mainly used in this 

study.  

 

  
 

Figure 4.24. O2 and O mass fractions along stagnation line with different forward 

reaction rate coefficients (M=15, α=0) 
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Figure 4.25 N2, N and NO mass fractions around the geometry with different 

forward reaction rate coefficients (M=15, α=0) 

The contours of species mass fractions around geometry with Gardiner’s 

coefficients can be seen in the following figure, Figure 4.26. It can be seen that 

dissociation reactions occur actively behind the geometry because of the 

temperature. 
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Figure 4.26 Species mass fractions around the geometry with Gardiner’s forward 

reaction rate constants for 5 species (Mach = 15)  
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4.4.2  Effects of Backward Reaction Rate Calculations 

There are two different backward reaction rate calculation methods based on 

calculation of equilibrium constants: Gibb’s free energy minimization and Park’s 

curve fitted fifth order polynomials. In Figure 4.27, it can be seen that backward 

reaction rate calculation has an important effect on the distributions of species.  

Also, there are not any available experimental or theoretical data to choose 

appropriate modelling. However, Gibb’s free energy minimization method is 

preferred in this study due to stability and applicability concerns. 

 

  

Figure 4.27 Species mass fractions around the geometry with different backward 

reaction rate calculation methods (M=15, α=0) 
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Figure 4.28. Species mass fractions around geometry with 11 species model (M=15, 

α=0) 
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In Figure 4.28, contours of species around geometry are shown. Around body 

temperature is so high; thus, dissociation and ionization reaction are more common 

in this region. Behind the geometry, flow slows down and temperature is still high; 

therefore, dissociation reactions occur actively. 

Lastly, there are five species (O2, N2, NO, N and O) which are both solved in both 

5 species and 11 species model. Therefore, to see effects of ionization and charge 

exchange reactions on these species, distributions of these species are compared in 

the following figure, Figure 4.29 and Figure 4.30.  Hence, it is obvious that 

ionization and exchange reactions change the distributions of species.   

 

 

Figure 4.29 Distribution of O2 and O along stagnation line with different reaction 

(M=15, α=0) 
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Figure 4.30 Distribution of N2, NO and N along stagnation line with different            

reaction numbers (M=15, α=0) 

 

From Figure 4.29 and 4.30, it can be seen that ionization reactions reduce mass 

fraction of N, NO and O. The main reason for this is that ionization energy of 

molecules: O2 and N2 are higher than that of atoms O and N respectively. Therefore, 

there is a reduction in the mass fraction of species whose ionization energy is low. 
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4.5 Results for Vibrational Nonequilibrium Models  

 

In this section, the effects of vibrational nonequilibrium and coupling of vibrational 

temperature with dissociation reactions are examined. In the following figures, it is 

assumed that flow field contains only oxygen. The translational-rotational and 

vibrational-electronic temperatures are obtained as in Figure 4.31. The modelled 

reactions are dissociations of oxygen. To couple vibrational temperature and 

dissociation reactions, Park’s average temperature is used. 

 

 

Figure 4.31 Translational and vibrational temperature variation (M=15, α=0) 

 

Moreover, it can be noticed that vibrational temperature values are not as high as 

translational temperature. The energy transfer between energy modes occurs at fine 

rate; thus, vibrational temperature values could not reach translational temperature.  
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Figure 4.32 Residual histories for one and two temperature models (M=15, α=0) 

 

The convergence characteristics of one and two temperature models have 

differences as shown in Figure 4.32. Two temperature models solver faces with 

oscillations and it requires more CPU time. The required CPU time to reach the 

same convergence for the one and two temperature models solver are 34 minutes 

and 2 hours 51 minutes, respectively.  

The coupling methods for vibrational temperature and dissociation reactions are 

studied in Figure 4.33. There are different assumptions to consider vibrational 

temperature on dissociation reactions. The most known method is Park’s average 

temperature. The different coupling methods change the distribution of oxygen 

slightly. Again, there is not any certain way to prove accuracy of coupling methods. 

However, it was mentioned that one temperature model overestimates dissociation 

rate. Also, p and q in the controlling temperature, 𝑇𝑐 = 𝑇𝑡𝑟
𝑝𝑇𝑣

𝑞
 can be changed. 

Therefore, the reduction in the p term gives reduced dissociation reactions as in 

Figure 4.33.  
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Figure 4.33 Different coupling methods for vibrational temperature and 

dissociation reactions (M=15, α=0)

 

Figure 4.34 Translational and vibrational temperature variations for diatomic 

oxygen and nitrogen (M=15, α=0) 
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Figure 4.35 Translational temperature contours with Park’s two temperature model 

(M=15, α=0) 

 

Figure 4.36 Vibrational temperature contours with Park’s two temperature model 

(M=15, α=0) 
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The vibrational temperature variation for nitrogen molecules are also given in 

Figure 4.34.  The characteristic vibrational temperature of nitrogen molecules are 

greater than that of oxygen molecules. Therefore, vibrational relaxation rate of 

nitrogen is slower; it cannot achieve high temperature values of heat bath 

temperature. Also, vibrational and translational temperature contours around the 

ACM are given in Figure 4.35 and Figure 4.36. Also, the following figures are 

obtained by using Park’s average temperature assumption where p is 0.5, and q is 

0.5.  
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 CHAPTER 5 

 

 

CONCLUSION AND RECOMMENDATIONS 

 

 

 

The purpose of this study is to model hypersonic flow field around the Apollo 

Command Module during re-entry to the Earth’s atmosphere by considering 

chemical and vibrational nonequilibrium. The real and ideal gas assumptions are 

compared, and it can be seen that real gas assumption is essential to simulate 

hypersonic re-entry flow. The ideal gas assumptions lose their accuracy at high 

temperature; thus, they affect flow characteristics especially shock standoff 

distance and peak temperature values.  At the modelling of chemical 

nonequilibrium part, different methods and coefficients are studied. Seven different 

forward reaction rate constants are compared, and two different backward reaction 

rate calculation methods are also examined. There are not any certain way to prove 

accuracy of these methods. Therefore, stability and coherence of methods are 

considered to choose the most efficient models. Also, different species numbers and 

reaction numbers are investigated. For the vibrational nonequilibrium part, two 

temperature models are used to obtain vibrational and translational temperature 

contours. Moreover, coupling between vibrational temperature and dissociation 

reactions are examined by considering harmonic oscillator assumption. At these 

parts, it can be seen that the chosen physical models affects flow regime properties. 

Also, stiffness of real gas and nonequilibrium flow are high, convergence could not 

obtained for each combinations of models. Lastly, mesh refinement, higher order 

discretization and different flux splitting methods are studied. Higher order spatial 

discretization is not applicable for hypersonic flow field simulation with real gas 

assumptions. Also, Steger- Warming and Van-Leer flux splitting are investigated.  
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For the future studies, vibrational nonequilibrium modelling can be investigated. 

Currently, harmonic oscillator assumption is used; however, inharmonic oscillator 

models should be used to have more accurate modelling. Also, vibrational energy 

exchange between molecules can also be considered.  The electronic energy and 

rotational energy modes can be solved in addition to translational and vibrational 

energy modes.  Moreover, flow field is assumed as weakly ionized; however, for 

the most of the re-entries to Earth’s atmosphere plasma field around the geometry 

occurs. Therefore, simulation of flow field can be done by considering plasma 

dynamics effects. Lastly, solver applicability range can be increased from 

continuum regime to translational regime by using statistical methods.  
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APPENDIX A 

 

 

DATA FOR CHEMICAL NONEQUILIBRIUM 

 

 

 

Table A.1 Molecular weight of the species 

 

     Species                     Molecular weight 

                                           (kg/mol) 

 Characteristic 

Temperature (K) 

O2   0.032    2239. 

N2   0.028    3395. 

NO   0.030    2817.   

N   0.014    0.  

O   0.016    0. 

O2
+   0. 0319994514  2239. 

N2
+   0. 0279994514  3395. 

NO+   0. 0299994514  2817. 

N+   0. 0139994514  0. 

O+   0. 0159994514  0. 

e   5.486x10-7   0. 

 

 



 

 

 

9
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Table A2 Thermochemical coefficient of species taken by NASA Glenn research center [44] 
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Table A.2 continued. 
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The forward reaction rate constants for 5 species and 17 reactions, 

 

Table A.3 Gardiner Model [17] 

Reactions 

number 

Reactions 𝐴𝑖  [
𝑚3

𝑚𝑜𝑙𝑠⁄ ] 𝛽𝑖 [−] 𝐸𝑖
𝑅𝑢 
⁄   [𝐾] 

1 O2 + N ⇄  2O + N 1.82E+12 -1. 59380. 

2 O2 + NO ⇄  2O + NO 1.82E+12 -1. 59380. 

3 O2 + N2  ⇄  2O + N2 3.64E+12 -1. 59380. 

4 2O2  ⇄  2O + O2 1.64E+13 -1. 59380. 

5 O2 +O ⇄ 3O 4.56E+13 -1. 59380. 

6 𝑁2 + 𝑁 ⇄  3𝑁 1.60E+16     -1.6 113200. 

7 𝑁2 + 𝑁𝑂 ⇄  2𝑁 + 𝑁𝑂 1.40E+15     -1.6 113200. 

8 2𝑁2  ⇄ 2𝑁 + 𝑁2 3.70E+15 -1.6 113200. 

9 𝑁2 + 𝑂2  ⇄  2𝑁 + 𝑂2 1.40E+15 -1.6 113200. 

10 𝑁2 + 𝑂 ⇄  2𝑁 + 𝑂 1.40E+15 -1.6 113200. 

11 𝑁𝑂 + 𝑁 ⇄  2𝑁 + 𝑂 4.00E+14 -1.5 75510. 

12 𝑁𝑂 + 𝑁𝑂 ⇄ 𝑁 + 𝑂 + NO 4.00E+14 -1.5 75510. 

13 𝑁𝑂 + N2 ⇄ 𝑁 + 𝑂 + N2 8.00E+14 -1.5 75510. 

14 𝑁𝑂 + O2  ⇄  𝑁 + 𝑂 + O2 8.00E+14 -1.5 75510. 

15 𝑁𝑂 + 𝑂 ⇄  𝑁 + 2𝑂 8.00E+14 -1.5 75510. 

16 𝑁2 + 𝑂 ⇄  𝑁𝑂 + 𝑁 3.80E+03 1.0 20820. 

17 𝑁𝑂 + 𝑂 ⇄  𝑂2 + 𝑁 1.82E+8 0. 38370. 
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Table A.4 Dunn & Kang [15] and Gupta [14] models 

 

 

 

 

RN 

Dunn & Kang model Gupta model 

Ai [
m3

mols⁄ ] βi [−] Ei
Ru 
⁄   [K] Ai [

m3

mols⁄ ] βi [−] Ei
Ru 
⁄   [K] 

1 3.60E+12 -1. 59500. 3.61E+12 -1. 59400. 

2 3.60E+12 -1. 59500. 3.61E+12 -1. 59400. 

3 7.20E+12 -1. 59500. 3.61E+12 -1. 59400. 

4 3.24E+13 -1. 59500. 3.61E+12 -1. 59400. 

5 9.00E+13 -1. 59500. 3.61E+12 -1. 59400. 

6 4.08E+16     -1.5 113000. 4.15E+16     -1.5 113100. 

7 1.90E+11     -0.5 113000. 1.92E+11     -0.5 113100. 

8 4.70E+11 -0.5 113000. 1.92E+11 -0.5 113100. 

9 1.90E+11 -0.5 113000. 1.92E+11 -0.5 113100. 

10 1.90E+11 -0.5 113000. 1.92E+11 -0.5 113100. 

11 3.90E+14 -1.5 75500. 3.97E+14 -1.5 75600. 

12 3.90E+14 -1.5 75500. 3.97E+14 -1.5 75600. 

13 7.80E+14 -1.5 75500. 3.97E+14 -1.5 75600. 

14 7.80E+14 -1.5 75500. 3.97E+14 -1.5 75600. 

15 7.80E+14 -1.5 75500. 3.97E+14 -1.5 75600. 

16 7.00E+07 0. 38000. 6.75E+07 0. 37500. 

17 3.20E+03 1. 19700. 3.18E+03 1. 19700. 
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Table A.5 Curve fit [45] and Park 85 [46] models 

 

 

 

RN 

Curve fit model Park 85 model 

Ai [
m3

mols⁄ ] βi [−] Ei
Ru 
⁄   [K] Ai [

m3

mols⁄ ] βi [−] Ei
Ru 
⁄   [K] 

1 2.00E+14 -1.18 59500. 8.25E+12 -1. 59500. 

2 1.072E+14 -1.23 59500. 2.75E+13 -1. 59500. 

3 1.072E+14 -1.23 59500. 2.75E+13 -1. 59500. 

4 1.072E+14 -1.23 59500. 2.75E+13 -1. 59500. 

5 2.00E+14 -1.18 59500. 8.25E+13 -1. 59500. 

6 2.95E+16     -1.54 113200. 1.11E+16     -1.6 113200. 

7 2.74E+13     -0.99 113200. 3.70E+15    -1.6 113200. 

8 2.74E+13 -0.99 113200. 3.70E+15 -1.6 113200. 

9 2.74E+13 -0.99 113200. 3.70E+15 -1.6 113200. 

10 2.95E+16 -1.54 113200. 1.11E+16 -1.6 113200. 

11 5.14E+13 -1.02 75600. 2.30E+11 -0.5 75500. 

12 5.14E+13 -1.02 75600. 2.30E+11 -0.5 75500. 

13 5.14E+13 -1.02 75600. 4.60E+11 -0.5 75500. 

14 5.00E+14 -0.984 75600. 4.60E+11 -0.5 75500. 

15 5.00E+14 -0.984 75600. 8.00E+11 -0.5 75500. 

16 1.70E+08 -0.0975 38000. 3.18E+07 0.1 37700. 

17 5.00E+04 0.69 19400. 2.16E+02 1.29 19220. 
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Table A.6 Park 87 [9] and Park 90 [16] models 

 

 

 

 

RN 

Park 87 model Park 90 model 

Ai [
m3

mols⁄ ] βi [−] Ei
Ru 
⁄   [K] Ai [

m3

mols⁄ ] βi [−] Ei
Ru 
⁄   [K] 

1 2.90E+17 -2.00 59750. 1.00E+16 -1.50 59500. 

2 9.68E+16 -2.00 59750. 2.00E+15 -1.50 59500. 

3 9.68E+16 -2.00 59750. 2.00E+15 -1.50 59500. 

4 9.68E+16 -2.00 59750. 2.00E+15 -1.50 59500. 

5 2.90E+17 -2.00 59750. 1.00E+16 -1.50 59500. 

6 1.60E+16     -1.60 113200. 3.00E+16     -1.6 113200. 

7 4.98E+15     -1.60 113200. 7.00E+15    -1.6 113200. 

8 3.70E+15 -1.60 113200. 7.00E+15 -1.6 113200. 

9 3.70E+15 -1.60 113200. 7.00E+15 -1.6 113200. 

10 4.98E+16 -1.60 113200. 3.00E+16 -1.6 113200. 

11 7.95E+17 -2.00 75500. 5.00E+11 0.0 75500. 

12 7.95E+17 -2.00 75500. 5.00E+11 0.0 75500. 

13 7.95E+17 -2.00 75500. 5.00E+11 0.0 75500. 

14 7.95E+17 -2.00 75500. 1.10E+11 0.0 75500. 

15 7.95E+17 -2.00 75500. 1.10E+11 0.0 75500. 

16 6.44E+11 -1.00 38370. 6.40E+07 -1.0 38400. 

17 8.37E+06 0.00 19450. 8.40E+02 0.0 19400. 
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The forward reaction rate constants for 11 species and 49 reactions, 

 

Table A.7 Forward reaction rates are obtained from Park study [8]. 

Reactions 

number 

Reactions 𝐴𝑖  [
𝑚3

𝑚𝑜𝑙𝑠⁄ ] 𝛽𝑖 [−] 𝐸𝑖
𝑅𝑢 
⁄   [𝐾] 

1,2,3 O2 +M ⇄ 2O +M 

M=N2, O2, NO 

 

2.00E+15 

 

-1.50 

 

59500. 

4,5 O2 +M ⇄ 2O +M 

M= N, O 

 

1.00E+16 

 

-1.50 

 

59500. 

6,7,8 O2 +M ⇄  2O + M 

M= N2
+, O2

+, NO+ 

 

2.00E+15 

 

-1.50 

 

59500. 

9,10 O2 +M ⇄  2O +M 

M= N+, O+ 

 

1.00E+16 

 

-1.50 

 

59500. 

11,12,13 N2 +M ⇄ 2N +M 

M=N2, O2, NO 

 

7.00E+15 

 

-1.60 

 

113200. 

14,15 N2 +M ⇄  2N + M 

M= N, O 

 

3.00E+16 

 

-1.60 

 

113200. 

16,17,18 N2 +M ⇄  2N + M 

M= N2
+, O2

+, NO+ 

 

7.00E+15 

 

-1.60 

 

113200. 

19,20 N2 +M ⇄  2N + M 

M= N+, O+ 

 

3.00E+16 

 

-1.60 

 

113200. 

21,22,23 𝑁𝑂 +M ⇄  N + O +M 

M=N2, O2, NO 

 

5.00E+09 

 

0.0 

 

75500. 

24,25 𝑁𝑂 +M ⇄  N + O +M 

M= N, O 

 

1.11E+11 

 

0.0 

 

75500. 

26,27,28 𝑁𝑂 +M ⇄ N + O +M 

M= N2
+, O2

+, NO+ 

 

5.00E+09     

 

0.0 

 

75500. 

29,30 𝑁𝑂 +M ⇄  N + O +M 

M= N+, O+ 

 

1.11E+11     

 

0.0 

 

75500. 

31 𝑁2 + 𝑒 ⇄  2𝑁 + 𝑒 1.20E+19 -1.6 113200. 

32 𝑁 + 𝑒 ⇄ 𝑁+ + 2𝑒 2.50E+28 -3.82 168600. 

33 𝑂 + 𝑒 ⇄  𝑂+ + 2𝑒 3.90E+27 -3.78 158500. 

34 𝑁2 + 𝑂 ⇄  𝑁𝑂 + 𝑁 6.40E+11 -1.0 38400. 

35 𝑁𝑂 + 𝑂 ⇄   𝑂2 + 𝑁 8.40E+06 -0.0 19450. 

36 𝑁 + 𝑂 ⇄  𝑁𝑂+ + 𝑒 8.80E+02 1.0 31900. 

37 𝑁 + 𝑁 ⇄  𝑁2
+ + 𝑒 4.40E+01 1.5 67500. 

38 𝑂 + 𝑂 ⇄  𝑂2
+ + 𝑒 7.10E-04 2.70 80600. 
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39 𝑂+ + 𝑁2  ⇄  𝑁2
+ + 𝑂 9.10E+05 0.36 22800. 

40 𝑂+ + 𝑁𝑂 ⇄  𝑁+ + 𝑂2 1.40E-01 1.90 26600. 

41 𝑁𝑂+ + 𝑂2  ⇄  𝑂2
+ + 𝑁𝑂 2.40E+07 0.41 32600. 

42 𝑁𝑂+ + 𝑁 ⇄  𝑁2
+ + 𝑂 7.20E+07 0.0 35500. 

43 𝑁𝑂+ + 𝑂 ⇄  𝑁+ + 𝑂2 1.00E+06 0.5 77200. 

44 O2
+ + N ⇄  N+ + O2 8.70E+07 0.14 28600. 

45 O2
+ + N2  ⇄  𝑁2

+ + O2 9.90E+06 0.0 40700. 

46 𝑁𝑂+ + 𝑁 ⇄ 𝑂+ + 𝑁2 3.40E+07 -1.08 12800. 

47 𝑁𝑂+ + 𝑂 ⇄ 𝑂2
+ + 𝑁 7.20E+06 0.29 48600. 

48 𝑂2
+ + 𝑂 ⇄ 𝑂+ + 𝑂2 4.00E+06 -0.09 18000. 

49 𝑁+ + 𝑁2  ⇄  𝑁2
+ + 𝑁 1.00E+06 0.5 11200. 

 

 

 

Table A.8  Equilibrium coefficients for 5 species and 17 reactions [14] 

 

 

 

 


