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ABSTRACT

FAUX RICCATI EQUATION TECHNIQUES FOR FEEDBACK CONTROL OF
NONLINEAR AND TIME-VARYING SYSTEMS

Prach, Anna
Ph.D., Department of Aerospace Engineering

Supervisor : Prof. Dr. Ozan Tekinalp

Co-Supervisor : Prof. Dr. Dennis S. Bernstein

May 2015, 150 pages

Rapid development of nonlinear control theory for application to challenging and
complex problems is motivated by the fast technological development and demand
for highly accurate control systems. In infinite-horizon nonlinear optimal control the
essential difficulty is that no efficient analytical or numerical algorithm is available to
derive exact expressions for optimal controls.

This work concerns the numerical investigation of faux Riccati equation methods for
control of nonlinear and linear time-varying (LTV) systems. These methods are at-
tractive due to their simplicity and potentially wide applicability. Considered methods
include state-dependent Riccati equation (SDRE) control and forward-propagating
Riccati equation (FPRE) control. In SDRE control the instantaneous dynamics ma-
trix is used within an algebraic Riccati equation solved at each time step. FPRE
control solves the differential algebraic Riccati equation forward in time rather than
backward in time as in classical optimal control.

While applications and theoretical developments of the SDRE technique are widely
reflected in the literature, FPRE is a newly developed approach, which is heuristic
and suboptimal in the sense that neither stability nor optimal performance is guaran-
teed. This approach requires development of a theoretical framework that addresses
practical aspects of FPRE design, and provides conditions and guidelines for im-
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plementation. This work presents the basic properties of the solution of the FPRE
for LTI plants in comparison with the solution of the backward-propagating Riccati
equation (BPRE), shows the duality between FPRE and BPRE, and investigates sta-
bilizing properties of FPRE. Pareto performance tradeoff curves are used to illustrate
the suboptimality of the FPRE as well as the dependence on the initial condition of
the Riccati equation.

When applied to nonlinear systems, faux Riccati equation techniques entail pseudo-
linear models of nonlinear plants that use either a state-dependent coefficient (SDC)
or the Jacobian of the vector field. To investigate the strengths and weaknesses of
SDRE and FPRE methods, this work presents a numerical study of various nonlinear
plants under full-state-feedback and output-feedback control.

Within the scope of FPRE, an internal model principle is used for command following
and disturbance rejection problems for LTV and nonlinear systems. The performance
of this approach is investigated numerically by considering the effect of performance
weightings, the initial conditions of the difference Riccati equations, plant initial con-
ditions and domain of attraction, and the choice of SDC. Numerical studies include
an inverted pendulum, a two-mass system, Mathieu equation, Van der Pol oscillator,
ball and beam, rotational- translational actuator, and a fixed-wing aircraft.

Keywords: Optimal control, Riccati equation, nonlinear systems, linear time-varying
systems, pseudo-linear model, output feedback, internal-model control.
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ÖZ

DOĞRUSAL OLMAYAN VE ZAMAN BAĞLI SİSTEMLER İÇİN FAUX
RİCCATİ DENKLEMİ TEKNİKLERİ

Prach, Anna
Doktora, Bölümü

Tez Yöneticisi : Prof. Dr. Ozan Tekinalp

Ortak Tez Yöneticisi : Prof. Dr. Dennis S. Bernstein

Mayıs 2015 , 150 sayfa

Doğrusal olmayan kontrol teorisinin hızlı gelişimini, zor ve karmaşık problemlere
uygulanmasını teknolojinin hızlı gelişimi ve hassas kontrol sistemlerine olan ihtiyaç-
lar motive etmektedir. Sonsuz ufuk doğrusal olmayan optimal kontrol probleminde,
çözümü kesin ve verimli analitik ve numerik çözüm algoritmalarının eksik olmaması
bir problem olarak karşımıza çıkmaktadır.

Bu çalışmanın konusu, faux Ricatti denklemi metodlarının doğrusal olmayan ve doğ-
rusal LTV sistemlere uygulmasıdır. Bu metodların avantajı kolay uygulanabilirlikleri
ve basit olmalarıdır. Kullanılan yöntemler, SDRE kontrol ve FPRE kontrol yöntem-
leridir. SDRE kontrolde anlık dinamik matrisler her zaman adımında Riccati denkle-
minin çözümünde kullanılır. FPRE kontrolu ise dinamik Riccati denklemini, optimal
kontrol probelminde olduğu gibi zamanda geriye doğru değil, ileriye doğru çözer.

SDRE tekniği teorisi ve uygulamaları literatüre yansımıştır. Oysa FPRE daha yeni
geliştirilmekte olup, hem heuristik hem de suboptimaldir, çünkü halen ne stabilite
ne de optimal performans garanti edilmektedir. FPRE yönteminin teorisinin, pratik
uygulaması kullanım yöntem ve şartlarının geliştirilmesi gerekmektedir. Bu çalışma,
FPRE yönteminin LTI sistemlere uygulanmasındaki çözümlerin özelliklerini, BPRE
ile karşılaştırılmasını, ve stabilite özelliklerinin belirlenmesini konu almaktadır. Pa-
reto performans eğrileri kullanılarak FPREin suboptimalitesi ve başlangiç noktasınına
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bağımlılığı gösterilmiştir.

Doğrusal olmayan sistemlere uygulandığında faux Riccati denklemi teknikleri pseudo-
doğrusal modeller oluşturur, ve SDC veya vector alanının Jacobianını kullanır. SDRE
ve FPRE yöntemlerinin kuvvetli ve zayıf yönlerini görmek için bu çalışma, doğru-
sal olmayan sistemlerde tam durum ve çıktı durum geri beslemesini numerik olarak
inceler.

FPRE yönteminde, doğrusal olmayan ve LTV sistemlerde emir takibi ve bozan sinyal
reddi için bir internal model kullanılmıştır. Kontrolcü performansı numerik olarak
incelenmiş, bunun için performans ağrılıklarına, Riccati denkleminin çözümündeki
başlangıç noktasına, etki alanına ve SDC seçimine bakılmıştır. Numerik çalışmalar,
ters sarkaç, iki kütleli bir sistem, Mathieu denklemi, Van der Pol osilatörü, top ve tah-
terevalli problemi, döner ve ilerleyen aktuatör problemi ve sabit kanat uçak modelleri
kullanılarak yapılmıştır.

Anahtar Kelimeler: Optimal Kontrol, Riccati denklemi, doğrusal olmayan sistem-
ler, doğrusal zamana göre değişken sistemler, pseudo-doğrusal model, çıktı beslemeli
kontrol, internal-model kontrolü.
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CHAPTER 1

INTRODUCTION

One of the foundational principles of optimal control theory is that optimal control

laws must be propagated backwards in time. For linear-quadratic control, this means

that the solution of the Riccati equation must be obtained from backward integration

from a final-time condition [69, 81]. These features are a direct consequence of the

transversality conditions of optimal control, which imply that a free final state implies

a fixed final adjoint state [110, 89]. In addition, the principle of dynamic program-

ming and associated Hamilton-Jacobi-Bellman equation is an inherently backward-

propagating methodology [6].

The need for backward propagation means that, in practice, the control law must be

computed in advance, stored, and then implemented forward in time. The control law

may be either open-loop or closed-loop (as in the linear-quadratic case), but, in both

cases, must be computed in advance. Fortunately, the dual case of optimal observers,

such as the Kalman filter, is based on forward propagation of the error covariance and

thus is more amenable to practical implementation.

For linear time-invariant (LTI) plants, a practical suboptimal solution is to implement

the asymptotic control law based on the algebraic Riccati equation (ARE). For plants

with linear time-varying (LTV) dynamics, perhaps arising from linearization of a non-

linear plant about a specified trajectory, the main drawback of backward propagation

is the fact that the future dynamics of the plant must be known. To circumvent this

requirement, at least partially, various forward-propagating control laws have been

developed, such as receding horizon control and model predictive control [86], [99],

[85], [72]. Although these techniques require that the future dynamics of the plant
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be known, the control law is determined over a limited horizon, and thus the user

can tailor the control law based on the available modeling information. Of course, all

such control laws are suboptimal over the entire horizon.

An alternative approach to linear-quadratic control is to modify the sign of the Riccati

equation and integrate forward, in analogy with the Kalman filter. This approach,

which is described in [28, 27, 121], requires knowledge of the dynamics at only the

present time. As shown in [121], stability is guaranteed for plants with symmetric

closed-loop dynamics as well as for plants with sufficiently fast dynamics. However, a

proof of stability for larger classes of plants remains open. Finally, the reinforcement

learning approach of [83] is also based on forward integration, as is the "cost-to-

come" technique in [119].

The basic features and convergence properties of the solution of the backward-propagating

Riccati equation (BPRE) are given in [81, 19, 20, 21]. However, properties of the so-

lution of the forward-propagating Riccati equation (FPRE), are not covered in the

literature. This work presents analytical expressions for the solution of the FPRE,

examines its basic features, and uses Lyapunov methods for time-varying systems to

prove convergence of the FPRE control law for LTI systems.

1.1 Faux Riccati Techniques

Nonlinear control has seen extensive progress during the last several decades through

the development of a wide range of techniques, such as HJB methods [1], backstep-

ping [79], sliding mode [22, 118], nested saturations [115, 117, 23], and feedback

linearization [78, 25, 26, 62]. The HJB equation provides the solution to the opti-

mal control problem for nonlinear systems; however, solving the HJB equation is

challenging due to its nonlinear and spatially distributed nature. Approximate HJB

solutions are given in [55, 4, 77, 1].

While these techniques are generally confined to full-state feedback, under some con-

ditions, such as passivity, output feedback control of nonlinear systems is feasible. In

many applications, however, control of nonlinear systems without benefit of the full

state remains a serious challenge. In particular, difficulties arise in constructing non-
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linear observers that can be used in conjunction with a nonlinear separation principle.

This work considers nonlinear full-state-feedback and output-feedback compensation

for nonlinear and time-varying systems by taking advantage of the confluence of sev-

eral ideas and techniques, all of which are, to varying degrees, heuristic.

The focus is on nonlinear dynamics ẋ = f(x) +B(x)u that can be factorized into the

product of a state-dependent coefficient (SDC) matrix function and the state vector,

which results in the pseudo-linear dynamics ẋ = A(x)x+ B(x)u. This factorization

allows the use of linear control techniques while capturing the nonlinearities of the

system. These systems have been widely studied using the state-dependent Riccati

equation (SDRE) formulation, where an algebraic Riccati equation (ARE) is solved

at each time instant [33, 36, 106, 87, 30, 48].

1.1.1 SDRE Control

SDRE is a nonlinear control technique that exploits the SDC formulation. Introduced

in [93, 122, 53, 34, 35], the effectiveness of SDRE control is demonstrated by numer-

ous applications for designing nonlinear controllers, observers, and filters [88, 87, 24,

125]. SDRE is also widely used in aerospace applications [92, 37, 111, 10, 12, 98].

With the nonlinear dynamics given in SDC form, SDRE minimizes a performance

index with a quadratic-like structure. A suboptimal full-state-feedback control law is

obtained by solving an algebraic state-dependent Riccati equation. The SDRE nonlin-

ear regulator has the same structure as the infinite-horizon linear quadratic regulator

(LQR). The non-uniqueness of the SDC parameterization creates extra degrees of

freedom that can be used to enhance controller performance [30]. One of the main

advantages of SDRE control is that the user can adjust the tradeoffs between control

effort and state errors by tuning the penalty (weighting) matrices, which, in general,

can be state-dependent.

Reference [29] presents theory on the existence of solutions as well as stability and

optimality properties associated with SDRE controllers for the nonlinear regulation

problem. Estimation of stability regions of SDRE is discussed in [47], whereas global

stability for second-order systems under SDRE control is given in [46]. The most
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complete survey [31] summarizes theoretical developments on SDRE nonlinear reg-

ulation; provides an extensive literature survey on the results, proofs of all theorems

concerning SDRE nonlinear regulator theory; covers systematic design tools, success-

ful applications of SDRE to various platforms; presents practical aspects of SDRE

design and real-time implementation, and discusses issues that are open for investi-

gation.

Implementation of SDRE requires that stabilizability and detectability conditions be

satisfied at each time instant, and global guarantees of stability and performance are

not available. The dual case of estimation for nonlinear systems can also be addressed

[88, 24, 8]. If A and B are also time varying, that is, A(x, t) and B(x, t), then ARE

can also be solved at each time step, leading to a frozen-time Riccati equation (FTRE)

formulation [95].

1.1.2 FPRE Control

An alternative approach to SDRE, a forward-propagating Riccati equation (FPRE)

technique, is proposed in [28, 121]. The idea behind this approach is to remove the

minus sign in the backward-propagating regulator Riccati equation and propagate it

forward as in the case of the differential estimator Riccati equation. FPRE is a natural

dual to the Kalman filter error-covariance update, which also propagates forward in

time. This approach is not guaranteed to be optimal or even stabilizing. In [121] it is

shown that symmetry of the closed-loop dynamics is a sufficient condition for closed-

loop stability. In addition, [121] shows that, for FPRE, stabilizability is achieved for

some plants with sufficiently fast time-varying dynamics, and that stability for output-

feedback FPRE holds for LTV systems. Unlike SDRE, for FPRE, stabilizability and

detectability conditions need not be satisfied at each instant of time.

While state-dependent coefficient parameterizations provide a heuristic technique that

can be used to apply linear control techniques to nonlinear control problems, there is

another approach that is more established, at least within the context of estimation.

Referring to the extended Kalman filter (EKF), which uses the Jacobian (linearization

along the trajectory) of the vector field for the error covariance update [39, 56]. While
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the Jacobian is routinely used for the EKF, it apparently has not been used for control,

although there is nothing that prevents its use within the context of either SDRE or

FPRE. By the same token, although SDC has been used for SDRE-based estimation

[58, 5], SDC does not appear to have been studied within the context of the Kalman

filter with differential error-covariance update. Of course, the Jacobian cannot be used

if the vector field is not differentiable, just as the SDC cannot be used if the vector

field cannot be factored. Together, SDRE and FPRE with either SDC or Jacobian

pseudo-linear models constitute “faux Riccati" techniques.

Whether the SDC or Jacobian is used for control and estimation within either the

FPRE or SDRE, the resulting regulator and estimator can be combined to form an

observer-based compensator. This “forced separation” is, of course, ad hoc, and there

is no guarantee that the resulting closed-loop system is asymptotically stable, either

locally or globally. Note that, within the context of output feedback, the SDC and

Jacobian must be evaluated at the state estimate, which introduces additional error.

Having laid out the various elements of faux Riccati control techniques, the goal is

to illustrate several variations of this technique for full-state-feedback and output-

feedback compensation, and provide numerical experiments that are intended to mo-

tivate further investigation of this approach. One of the basic questions that these nu-

merical experiments are aimed at concerns the relative accuracy of SDRE and FPRE.

In addition, comparing the accuracy of the SDC and Jacobian for both SDRE and

FPRE is of interest of this work.

1.2 Output Feedback for Nonlinear and LTV Systems

Output-feedback control of LTV and nonlinear systems is a problem of fundamental

importance. In many applications, the assumption of linearity and the ability to mea-

sure all states can be satisfied to a sufficient extent that both aspects need not be dealt

with simultaneously. In some applications, however, plant nonlinearity cannot be ig-

nored, and the available measurements are a strictly proper subset of the dominant

states. In reality, all systems are nonlinear, and the inevitable presence of unmodeled

dynamics means that full-state feedback is an idealization confined to textbooks.
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From a theoretical point of view, output-feedback control of nonlinear systems re-

mains a challenging and largely unsolved problem. The source of at least some of the

difficulty stems from the lack of observer-regulator separation in the nonlinear case;

in special cases, however, these difficulties can be overcome [3, 73]. Separation aside,

constructing nonlinear observers and state estimators for nonlinear systems is itself a

challenging problem that continues to attract considerable attention [66, 91].

Among the available techniques for output-feedback control of nonlinear systems

are passivity-based methods [18]. Flatness-based techniques are also applicable as-

suming that multiple derivatives of the measurement can be obtained [120]. Model

predictive control techniques implemented with nonlinear observers provide another

option [50, 84, 38].

In view of the practical need for output-feedback control of nonlinear systems, the

paucity of rigorous techniques has motivated interest in heuristic methods. Tradi-

tionally, gain-scheduling techniques based on local linearizations are widely used in

practice [105]. A closely related technique consists of parameterized linearizations in

the form of linear parameter-varying (LPV) models [103].

Another heuristic class of nonlinear controllers is based on reformulating the non-

linear dynamics ẋ = f(x, u) in the “faux linearization” form ẋ = A(x)x + B(x)u,

whereA(x) andB(x) are state-dependent coefficients. The regulator gain can then be

used in a separation structure by solving the dual estimator algebraic Riccati equation

with the state x in the state-dependent coefficients A(x) and B(x) replaced by the

state estimate x̂ [88, 24].

A variation of SDRE is to replace the algebraic Riccati equations with differential

Riccati equations. For the estimator, this presents no difficulty since the Kalman

filter propagates forward in time. The only distinction is thus the use of the state-

dependent coefficient A(x̂) in place of the Jacobian used in the extended Kalman

filter. For the regulator, however, the optimal gain is obtained by propagating the

differential Riccati equation backward in time [21]. Unfortunately, this is not feasible

for nonlinear systems due to the fact that the future state estimate is not known.

To overcome the problem of backward propagation of the differential regulator Ric-
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cati equation and the need to know the future state estimate, FPRE technique is con-

sidered. When combined with the dual estimator with estimate-dependent coeffi-

cients, FPRE provides a heuristic technique for output-feedback control of nonlinear

systems [96].

A related application of FPRE is control of linear time-varying (LTV) plants without

future knowledge of the time-varying plant matrices [121, 95]. If A(t) and B(t)

are known in advance, then classical optimal control methods can be used over a

finite horizon. If A(t) and B(t) are known over a limited future interval but the

objective is stabilization, then receding horizon techniques can be used [112]. For

periodically time-varying systems, stabilization and control for all time is considered

in [11]. However, in some applications, knowledge of the future dynamics is not

available. This is the case for LPV models, where A(ρ(t)) and B(ρ(t)) depend on a

time-varying parameter ρ(t) whose future time variation is not known.

For LTV plants, the heuristic nature of FPRE stems from the fact that the differential

regulator Riccati equation is not guaranteed to be stabilizing. For the case of the

differential estimator Riccati equation, a quadratic Lyapunov function can be used

to prove stability, and this provides the foundation for the stability of the Kalman

filter when used as an observer for LTV plants. In the differential regulator Riccati

equation, the analogous technique does not yield stability due to the fact that the

time-varying matrices A(t) and C(t) are replaced by AT(t) and BT(t), respectively.

In the LTI case, this replacement makes no difference since the spectra of A − FC
and (A − FC)T are identical. As shown in [121], however, asymptotic stability of

the state transition matrix of A(t) − F (t)C(t) does not imply asymptotic stability

of the state transition matrix of (A(t) − F (t)C(t))T. Consequently, for LTV plants,

there is no guarantee of stability through a duality argument. For nonlinear plants, the

use of the state-dependent coefficient A(x̂(t)) compounds the heuristic nature of the

technique.

7



1.3 Internal Model Principle

To achieve simultaneous command following and disturbance rejection for a given

class of signals, the classical internal model principle (IMP) is applied. IMP of con-

trol theory states that asymptotic command following and disturbance rejection re-

quire a model of the exogenous signal in the feedback loop. In [63], the controller

contains both an embedded internal model that tracks the reference trajectory and a

stabilizing component that drives the tracking error to zero, and an internal model

approach assumes that the uncertainty and disturbance belong to a family of trajec-

tories generated by a dynamical system. In [63], necessary and sufficient conditions,

which comprise the regulator equations that characterize the internal model property,

are derived for the existence of a solution of the robust asymptotic tracking problem.

The most basic example of IMP in linear feedback control is the fact that an integra-

tor in the controller suffices to reject step disturbances, whereas an integrator in either

the plant or controller suffices to follow step commands. Both statements are con-

sequences of the final value theorem, while analogous statements apply to ramp and

harmonic disturbances and commands. The fundamental nature of IMP is reflected

by its extensive application to linear controller synthesis [65, 44, 124, 40, 41, 43, 42,

51, 52, 123, 7]. Within the context of nonlinear feedback control, IMP is developed

in [17, 62].

This work revisits IMP-based control within the context of output feedback control of

nonlinear systems. In particular, to circumvent the difficulties associated with output

feedback, where the vector field f(x) is assumed to be factorizable as A(x)x. Due to

the fact that SDRE is based on a pointwise-in-time solution of the algebraic Riccati

equation, only the FPRE technique is used for IMP-based control since it does not

require pointwise stabilizability and detectability.

This work takes advantage of IMP within the context of full-state-feedback and output-

feedback control of nonlinear systems. In order to do this, firstly the nonlinear plant

is cascaded with an internal model of the reference command. Then regulator and ob-

server FPRE’s are solved in order to construct an observer-based compensator (OBC)

for the cascaded plant. The implemented controller is thus an output-feedback OBC
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whose order is n + 2nim, where n is the order of the plant and nim is the order of

the internal model. In this work the methodology for IMP-based FPRE control is

presented for discrete-time systems.

This approach to IMP-based control of nonlinear systems with output feedback is

heuristic in several respects. First, there is no guarantee that a stabilizing IMP-based

controller for a nonlinear plant will drive the command-following error to zero. Next,

there is no guarantee that the FPRE has a solution for all time, much less a stabi-

lizing solution. Finally, the separation structure of the output-feedback OBC, which

is copied from output-feedback, observer-based compensation of linear plants, is not

guaranteed to asymptotically stabilize the nonlinear plant even if the regulator and

observer dynamics are both asymptotically stable.

Despite these obstacles, this work takes an experimental approach motivated by the

fact that output-feedback control of nonlinear systems remains a challenging and

largely open problem. The performance of FPRE is investigated under various choices

of controller tuning parameters. These parameters include the state and control weights,

the initial conditions of the forward-propagating Riccati equations, and the choice of

the state-dependent coefficient matrices. Also the initial conditions of the plant are

varied in order to estimate the domain of attraction of FPRE and its dependence on

the convergence of the state of the observer-based compensator.

1.4 Tracking Problem

The last problem considerd is a tracking control for nonlinear systems. Many con-

trollers developed for trajectory tracking of nonlinear systems rely on approximations

or linearizations [89, 107, 102]. In [32], a recursive approximation theory is applied

to solve the nonlinear optimal tracking control problem. [70] presents an approxi-

mate dynamic-programming-based approach for approximate solution of the infinite

horizon optimal tracking problem for control affine nonlinear systems with quadratic

cost. An optimal tracking technique for regulation and tracking for nonlinear stochas-

tic systems based on the SDRE for finite-horizon control of nonlinear systems is given

in [74], and is implemented with an observer in [76, 75],
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The classical finite-horizon optimal tracking problem for LTV systems [89, 2] in-

volves solving two differential equations, a matrix differential Riccati equation for

P (t), and a non-homogeneous vector differential equation for g(t), which are propa-

gated backward-in-time with given final-time conditions, and require prior knowledge

of the system dynamics and the command input. With a focus on a classical tracking

problem formulation, SDRE and FPRE methods are utilized for a tracking problem

for nonlinear systems. In addition to tracking, a disturbance rejection problem with

known disturbance is considered, and leads to additional terms in the vector differen-

tial equation.

For SDRE and FPRE control, the classical finite-horizon optimal tracking control law

is extended to nonlinear systems given in SDC form. For SDRE method, the matrix

differential Ricati equation is replaced by the ARE with state-dependent coefficients,

and the non-homogeneous vector differential equation is replaced by an algebraic vec-

tor equation with state-dependent coefficients, which is done under the assumptions

of slow command inputs and setting ġ(t) = 0. For FPRE control, the backward-

propagating matrix differential Ricati equation and the vector differential equation

are replaced by corresponding forward-in-time equations with state-dependent coef-

ficients. This involves introducing initial conditions P (0) and g(0) for P (t) and g(t),

respectively.

Despite the heuristic nature of these methods, the advantages of SDRE and FPRE

tracking controllers reside in their simple structure and the possibility of real-time

implementation. Additional degrees of freedom come from the non-uniqueness of

SDC parameterization of nonlinear system, and weighting matrices.

1.5 Numerical Investigation

A collection of plants, which have been considered in the literature for alternative

control methods, is used for numerical investigation. These plants include the two-

mass system, Mathieu equation, Van der Pol oscillator, ball and beam, and rotational-

translational actuator. For the ball-and-beam system, full-state-feedback control laws

are derived in [59, 104, 114], while output-feedback control laws are considered in
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[116]. Likewise, for the rotational-translational actuator (RTAC), full-state-feedback

control laws are derived in [16, 64, 113], and an observer-based controller using dis-

sipativity techniques is given in [113].

In some examples, a discrete-time setting is adopted in order to avoid clouding the

numerics with issues of integration accuracy. The main numerical issue that using

discrete-time allows to avoid is the finite escape time. For the continuous-time cases,

it appeared that the solution of FPRE using numerical integration techniques, could

blow up in finite time, and this caused sensitivity to the integration methods. Use of

discrete-time setting is for convenience only since all of the techniques are valid for

continuous-time systems. To do this, continuous-time examples are discretized at a

fixed step size. The resulting discrete-time model is adopted as the truth model for

the purposes of the subsequent investigation. The accuracy of the discrete-time model

relative to the underlying continuous-time system does not concern us here since that

aspect is irrelevant to the objective of the investigation.

Application of tracking SDRE and FPRE control is illustrated by designing a flight

controller for a fixed-wing aircraft. Linear control systems for an aircraft usually

require linearization of the aircraft nonlinear dynamics for each flight condition, and

then use gain scheduling [90, 61]. However, this approach is often not desirable for

highly maneuverable flight. One of the benefits of a nonlinear controller for an aircraft

is that a single controller can be used for the entire flight envelope. Nonlinear dynamic

inversion control laws for aircraft flight control are demonstrated in [71, 82, 15, 108].

Disadvantages of model inversion control are that the input matrix must be square

and invertible, the control gains may be large, and the dynamics may be uncertain.

A tracking controller for a fixed-wing unmanned aerial vehicle (UAV) uses an SDC

model, which reflects the nonlinearities of a fixed-wing aircraft dynamics and thus al-

lows the use of a single controller throughout the flight envelope. Another advantage

of SDRE and FPRE controllers is that the weighting matrices can be used to adjust

the tradeoff between the control effort (actuator deflections and thrust) and the state

error. The goal of this controller is to control the attitude and altitude of an aircraft by

giving the corresponding commands. A dual-loop structure for the controller allows

reduction in the dimensions of the SDC matrices, which minimizes the computational
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effort. SDC models for the inner and outer loops capture the nonlinearities in the ac-

tual aircraft model, whereas the inner-loop controller handles the modeling mismatch

present in the inner-loop SDC model. The performance of these controllers is val-

idated through simulation using a nonlinear UAV model. Two simulation cases are

considered, namely, uniform atmosphere and light turbulence.

1.6 Original Contribution and Organization

Original contribution of this thesis contains derivation of analytical expressions for

the solution of FPRE for LTI systems and prove its convergence, which places FPRE

on rigorous foundation for LTI plants. Numerically investigation of capabilities of

FPRE for nonlinear and LTV systems is performed for full-state feedback and output

feedback. For output feedback, attainable frequencies and amplitudes for RTAC with

two measurements, and the domain of attraction for ball and beam with two measure-

ments are explored. SDRE and FPRE techniques are extended to classical feedfor-

ward control law for tracking and disturbance rejection for nonlinear systems. Also,

FPRE is extended to command following and disturbance rejection using internal-

model-control principle.

This work is organized as follows. Chapter 2 reviews main results associated with

the properties of the BPRE and FPRE solutions, and provides proof on the exponen-

tial convergence of FPRE solution using Lyapunov methods. Chapter 3 reviews the

problem of command following and disturbance rejection for LTI systems, focusing

on the linear-quadratic control and IMP-based control for SISO systems. In Chapter

4 application of FPRE control for stabilization, command following and disturbance

rejection for LTV systems is given. Chapter 5 gives a review of SDRE control for non-

linear systems, which includes SDRE regulation and tracking SDRE control. Chapter

6 covers application of FPRE control for nonlinear systems with numerical investi-

gation of performance, robustness and domain of attraction. Application of tracking

SDRE and FPRE controls for a fixed-wing aircraft is given in Chapter 7. Finally,

Chapter 8 contains the concluding remarks.
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CHAPTER 2

INFINITE-HORIZON LINEAR-QUADRATIC CONTROL BY

FORWARD PROPAGATION OF THE DIFFERENTIAL

RICCATI EQUATION

In view of the need for forward-integration techniques for control that depend only

on the present dynamics, this chapter revisits linear-quadratic control for LTI plants.

The chapter starts with a review of the basic features of the backward-propagating

Riccati equation (BPRE), including the convergence of the Riccati solution to the

ARE solution as the final time approaches infinity. These results are based on [81, 19,

20, 21]. Stronger assumptions on the plant and cost weightings are adopted in order

to simplify the analysis. In particular, it is assumed that (A,B) is controllable and

(A,C) is observable, whereas in [19, 20, 21, 80] the weaker assumptions that (A,B)

is stabilizable and (A,C) is detectable are invoked.

Next, the forward-propagating Riccati equation (FPRE) is introduced. FPRE is anal-

ogous to BPRE but different due to the absence of the minus sign along with an initial

condition rather than a final condition. It is shown that the results for BPRE have a

dual form for the case of FPRE. In order to emphasize the similarities and differences

relative to the case of BPRE, this section is written in a parallel fashion.

Although BPRE and FPRE can be viewed as dual equations, a crucial difference is

the fact that BPRE is meaningful over only a finite horizon, whereas FPRE can be

extended to infinity. This fact raises the question as to whether the FPRE control law

is stabilizing. Since the solution of FPRE converges exponentially to the solution of

ARE, it seems reasonable to conjecture that this is true. The main contribution is
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thus to prove this fact. Since the control laws and Lyapunov function are both time-

varying, Lyapunov methods for time-varying systems are used. The required results

can be found in [57].

2.1 Backward-propagating Riccati equation control

For t ∈ [0, tf ], consider the LTI plant

ẋ(t) = Ax(t) +Bu(t), x(0) = x0, (2.1)

where A ∈ Rn×n, B ∈ Rn×m, and (A,B) is stabilizable, with the finite-horizon

quadratic cost function

J(u) = xT(tf)Pfx(tf) +

∫ tf

0

[xT(t)R1x(t) + uT(t)R2u(t)] dt, (2.2)

where R1, Pf ∈ Rn×n are positive semidefinite and R2 ∈ Rm×m is positive definite.

If (A,R1) is observable, then the control u : [0, tf ] → Rm that minimizes (2.2) is

given by [89].

u(t) = K(t)x(t), (2.3)

where

K(t)
4
= −R−1

2 BTP (t) (2.4)

and P : [0, tf ]→ Rn×n satisfies the backwards-in-time differential Riccati equation

−Ṗ (t) = ATP (t) + P (t)A− P (t)SP (t) +R1, P (tf) = Pf , (2.5)

where S 4= BR−1
2 BT. For t ∈ [0, tf ], the closed-loop dynamics are given by

ẋ(t) = Acl(t)x(t), (2.6)

where Acl(t)
4
= A+BK(t) = A− SP (t). Note that (2.5) can be written as

−Ṗ (t) = AT
cl(t)P (t) + P (t)Acl(t) + P (t)SP (t) +R1, P (tf) = Pf . (2.7)

For tf =∞, the infinite horizon cost is

J(u) =

∫ ∞
0

[xT(t)R1x(t) + uT(t)R2u(t)] dt, (2.8)
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and the optimal feedback law u : [0,∞)→ Rm is given by

u(t) = K̄x(t), (2.9)

where K̄ 4
= −R−1

2 BTP̄ and, assuming that (A,R1) has no unobservable eigenvalues

on the imaginary axis, P̄ is the unique positive-semidefinite stabilizing solution of the

algebraic Riccati equation

ATP̄ + P̄A− P̄SP̄ +R1 = 0. (2.10)

For t ∈ [0,∞), the asymptotically stable closed-loop dynamics are given by

ẋ(t) = Āx(t), (2.11)

where Ā 4
= A+BK̄ = A− SP̄ . Note that (2.10) can be written as

ĀTP̄ + P̄ Ā+ P̄SP̄ +R1 = 0. (2.12)

Under stronger assumptions on A,B, and R1 the following result is obtained.

Proposition 1. Assume that (A,B) is controllable and (A,R1) is observable. Then

P̄ is positive definite and, for all t > 0,

W (t)
4
=

∫ t

0

eĀsS eĀ
Tsds (2.13)

is positive definite. Furthermore, for all t2 > t1 > 0,

P̄ ≤ W̄−1 < W−1(t2) < W−1(t1), (2.14)

where

W̄
4
= lim

t→∞
W (t) =

∫ ∞
0

eĀsS eĀ
Tsds (2.15)

is positive definite and satisfies

ĀW̄ + W̄ ĀT + S = 0. (2.16)

Proof. Corollary 12.19.2 of [9] implies that P̄ is positive definite. Multiplying (2.12)

on both sides by P̄−1 yields

ĀP̄−1 + P̄−1ĀT + P̄−1R1P̄
−1 + S = 0. (2.17)
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Subtracting (2.16) from (2.17) yields

Ā(P̄−1 − W̄ ) + (P̄−1 − W̄ )ĀT + P̄−1R1P̄
−1 = 0.

Since Ā is asymptotically stable, it follows that

P̄−1 − W̄ =

∫ ∞
0

eĀsP̄−1R1P̄
−1eĀ

Ts ds ≥ 0.

Hence,

W̄ ≤ P̄−1. (2.18)

Now, let t2 > t1 > 0. Then

W (t2)−W (t1) =

∫ t2

0

eĀsS eĀ
Tsds−

∫ t1

0

eĀsS eĀ
Tsds

=

∫ t2

t1

eĀsS eĀ
Tsds

= eĀt1
∫ t2

t1

eĀ(s−t1)S eĀ
T(s−t1)ds eĀ

Tt1

= eĀt1
∫ t2−t1

0

eĀsS eĀ
Tsds eĀ

Tt1

= eĀt1 W (t2 − t1) eĀ
Tt1 . (2.19)

Since (A,B) is controllable, it follows that (Ā, B) is controllable, and thus W (t) > 0

for all t > 0. Therefore,W (t2−t1) > 0, and thus (2.19) implies thatW (t1) < W (t2).

Hence, W−1(t2) < W−1(t1). Furthermore, W (t2) < W̄ , and thus W̄ is positive

definite. Hence, (2.18) implies that P̄ ≤ W̄−1 < W−1(t2).

Theorem 1. Assume that (A,B) is controllable and (A,R1) is observable. Then, for

all t ∈ [0, tf ], the solution P (t) of (2.5) is given by

P (t) = P̄ + eĀ
T(tf−t)(Pf − P̄ )

[
I +W (tf − t)(Pf − P̄ )

]−1
eĀ(tf−t), (2.20)

where W (tf − t) is given by (2.13). Furthermore, for all t ∈ [0, tf ], P (t) is positive

semidefinite, and, for all t ≥ 0,

lim
tf→∞

P (t) = P̄ . (2.21)

Now assume that Pf − P̄ is nonsingular. Then, for all t ∈ [0, tf ],

P (t) = P̄ + eĀ
T(tf−t)

[
(Pf − P̄ )−1 +W (tf − t)

]−1
eĀ(tf−t), (2.22)
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and

P (t) = P̄ + Z−1(t), (2.23)

where Z : [0, tf ]→ Rn×n defined by

Z(t)
4
= eĀ(t−tf)

[
(Pf − P̄ )−1 + W̄

]
eĀ

T(t−tf) − W̄ (2.24)

is nonsingular and satisfies

Ż(t) = ĀZ(t) + Z(t)ĀT − S. (2.25)

Proof. For all 0 ≤ t < tf , Proposition 1 implies that P̄ < W−1(tf − t). Therefore,

for all t ∈ [0, tf),

det
[
I +W (tf − t)(Pf − P̄ )

]
= (det W (tf − t))det

[
W−1(tf − t)− P̄ + Pf

]
> 0,

and thus I + W (tf − t)(Pf − P̄ ) is nonsingular. In fact, I + W (tf − t)(Pf − P̄ ) is

nonsingular for all t ∈ [0, tf ].

To show that (2.20) is symmetric, note that, for all t ∈ [0, tf ],[
I + (Pf − P̄ )W (tf − t)

]
(Pf − P̄ ) = (Pf − P̄ )

[
I +W (tf − t)(Pf − P̄ )

]
,

and thus

(Pf − P̄ )
[
I +W (tf − t)(Pf − P̄ )

]−1
=
[
I + (Pf − P̄ )W (tf − t)

]−1
(Pf − P̄ )

=
[
I +W (tf − t)(Pf − P̄ )

]−T
(Pf − P̄ )

=
[
(Pf − P̄ )

[
I +W (tf − t)(Pf − P̄ )

]−1
]T

.

To show that, for all t ∈ [0, tf ], P (t) is positive semidefinite, rewrite (2.5) as

Ṗ (t) = −AT
cl(t)P (t)− P (t)Acl(t)− P (t)SP (t)−R1. (2.26)

Then, for all t ∈ [0, tf ], P (t) satisfies

P (t) = Φ(t, tf)PfΦ
T(t, tf) +

∫ tf

t

Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s) ds, (2.27)
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which is positive semidefinite, where, for all t, s ∈ [0, tf ], the state transition matrix

Φ(t, s) of the dual closed-loop system satisfies ∂
∂t

Φ(t, s) = −AT
cl(t)Φ(t, s), Φ(t, t) =

I . To show that (2.27) is the solution of (2.26), note that, by Leibniz’s rule,

Ṗ (t) =
∂

∂t
Φ(t, tf)PfΦ

T(t, tf) + Φ(t, tf)Pf
∂

∂t
ΦT(t, tf)

+

∫ tf

t

∂

∂t
Φ(t, s)(P (s)SP (s) +R1)ΦT(t, s) ds

+

∫ tf

t

Φ(t, s)(P (s)SP (s) +R1)
∂

∂t
ΦT(t, s) ds

− Φ(t, t)(P (t)SP (t) +R1)ΦT(t, t)

= −AT
cl(t)Φ(t, tf)PfΦ

T(t, tf)− Φ(t, tf)PfΦ
T(t, tf)Acl(t)

−
∫ tf

t

AT
cl(t)Φ(t, s)(P (s)SP (s) +R1)ΦT(t, s) ds

−
∫ tf

t

Φ(t, s)(P (s)SP (s) +R1)ΦT(t, s)Acl(t) ds

− P (t)SP (t)−R1

= −AT
cl(t)

(
Φ(t, tf)PfΦ

T(t, tf) +

∫ tf

t

Φ(t, s)(P (s)SP (s) +R1)ΦT(t, s) ds

)
−
(

Φ(t, tf)PfΦ
T(t, tf) +

∫ tf

t

Φ(t, s)(P (s)SP (s) +R1)ΦT(t, s) ds

)
Acl(t)

− P (t)SP (t)−R1

= −AT
cl(t)P (t)− P (t)Acl(t)− P (t)SP (t)−R1.

To show that (2.20) satisfies (2.5), note that d
dt
W (tf − t) = −eĀ(tf−t)SeĀ

T(tf−t), and
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thus

Ṗ (t) = −ĀTeĀ
T(tf−t)(Pf − P̄ )

[
I +W (tf − t)(Pf − P̄ )

]−1
eĀ(tf−t)

− eĀT(tf−t)(Pf − P̄ )
[
I +W (tf − t)(Pf − P̄ )

]−1
eĀ(tf−t)Ā

− eĀT(tf−t)(Pf − P̄ )
[
I +W (tf − t)(Pf − P̄ )

]−1

·
[

d

dt
W (tf − t)

]
(Pf − P̄ )

[
I +W (tf − t)(Pf − P̄ )

]−1
eĀ(tf−t)

= −ĀT(P (t)− P̄ )− (P (t)− P̄ )Ā

+ eĀ
T(tf−t)(Pf − P̄ )

[
I +W (tf − t)(Pf − P̄ )

]−1
eĀ(tf−t)S

· eĀT(tf−t)(Pf − P̄ )
[
I +W (tf − t)(Pf − P̄ )

]−1
eĀ(tf−t)

= −ĀT(P (t)− P̄ )− (P (t)− P̄ )Ā+ (P (t)− P̄ )S(P (t)− P̄ )

= −ĀTP (t)− P (t)Ā+ P (t)SP (t)− P (t)SP̄ − P̄SP (t)−R1

+ ĀTP̄ + P̄ Ā+ P̄SP̄ +R1

= −ĀTP (t)− P (t)Ā+ P (t)SP (t)− P (t)SP̄ − P̄SP (t)−R1

= −ATP (t)− P (t)A+ P (t)SP (t)−R1.

Since, for all t ≥ 0, eĀT(tf−t) → 0 as tf → ∞, it follows from (2.20) that, for all

t ≥ 0,

lim
tf→∞

P (t) = P̄ + lim
tf→∞

[
eĀ

T(tf−t)(Pf − P̄ )
[
I +W (tf − t) (Pf − P̄ )

]−1
eĀ(tf−t)

]
= P̄ + lim

tf→∞
eĀ

T(tf−t)
(

lim
tf→∞

[
(Pf − P̄ )

[
I +W (tf − t) (Pf − P̄ )

]−1
])

· lim
tf→∞

eĀ(tf−t) = P̄ .

Now assume that Pf − P̄ is nonsingular. Then (2.20) implies (2.22). To show that
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(2.23) is equivalent to (2.22), note that[
eĀ

T(tf−t)
[
(Pf − P̄ )−1 +W (tf − t)

]−1
eĀ(tf−t)

]−1

= e−Ā(tf−t)
[
(Pf − P̄ )−1 +

∫ tf−t

0

eĀsSeĀ
Tsds

]
e−Ā

T(tf−t)

= eĀ(t−tf)
[
(Pf − P̄ )−1 +

∫ ∞
0

eĀsSeĀ
Tsds

]
eĀ

T(t−tf)

− e−Ā(tf−t)
∫ ∞
tf−t

eĀsSeĀ
Tsdse−Ā

T(tf−t)

= eĀ(t−tf)
[
(Pf − P̄ )−1 + W̄

]
eĀ

T(t−tf)

−
∫ ∞
tf−t

eĀ(s−tf+t)SeĀ
T(s−tf+t)ds

= eĀ(t−tf)
[
(Pf − P̄ )−1 + W̄

]
eĀ

T(t−tf) − W̄

= Z(t).

Therefore, Z(t) is nonsingular, and

Z−1(t) = eĀ
T(tf−t)

[
(Pf − P̄ )−1 +W (tf − t)

]−1
eĀ(tf−t),

which shows that (2.22) and (2.23) are equivalent.

To show that (2.24) satisfies (2.25), note that (2.16) implies that

Ż(t) = ĀeĀ(t−tf)
[
(Pf − P̄ )−1 + W̄

]
eĀ

T(t−tf) + eĀ(t−tf)
[
(Pf − P̄ )−1 + W̄

]
eĀ

T(t−tf)ĀT

= Ā(Z(t) + W̄ ) + (Z(t) + W̄ )ĀT

= ĀZ(t) + Z(t)ĀT + ĀW̄ + W̄ ĀT

= ĀZ(t) + Z(t)ĀT − S. �

Note that (2.20) implies that

P (0) = P̄ + eĀ
Ttf (Pf − P̄ )

[
I +W (tf) (Pf − P̄ )

]−1
eĀtf (2.28)

and

P (tf) = P̄ + eĀ
T(tf−tf)(Pf − P̄ )

[
I +W (tf − tf) (Pf − P̄ )

]−1
eĀ(tf−tf)

= P̄ + Pf − P̄ = Pf . (2.29)

The expression for P (t) given by (2.23) - (2.25) is based on [67], pages 418–419.

The expression for P (t) given by (2.20) can be viewed as a superposition formula.

For details, see [109].
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Example 2.1. Consider the asymptotically stable plant

A =

 0 1

−0.5 −1.5

 , B =

 0

1

 (2.30)

and the unstable plant

A =

 0 1

−8 6

 , B =

 0

1

 , (2.31)

with R1 = I and R2 = 1 for both plants. For (2.30), P̄ is given by

P̄ =

 1.6 0.6

0.6 0.6

 , (2.32)

and for (2.31), P̄ is given by

P̄ =

 97.1 0.06

0.06 12.1

 . (2.33)

For both plants consider Pf given by

Pf =

 5 0

0 5

 . (2.34)

Figure 2.1 illustrates Theorem 1 for the plants (2.30), (2.31), with Pf given by (2.34)

and tf equal to 5 sec, 10 sec, and 15 sec. Norm denotes the largest singular value.

For the asymptotically stable plant (2.30), (a) shows the convergence of P (t) to P̄ for

each fixed t as tf approaches infinity, whereas (b) shows the convergence of P (t) to

P̄ for the unstable plant (2.31) for each fixed t as tf approaches infinity. �

Proposition 2. Assume that Pf < P̄ . Then, for all t ∈ [0, tf), (Pf−P̄ )−1+W (tf−t) <
0 and P (t) < P̄ . If, in addition, Pf satisfies

ATPf + PfA− PfSPf +R1 ≥ 0, (2.35)

then, for all t ∈ [0, tf), Pf ≤ P (t).

Proof. It follows from (2.14) and the fact that Pf ≥ 0 that, for all t ∈ [0, tf),

P̄ − Pf ≤ P̄ < W−1(tf − t).
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Figure 2.1: Example 2.1. Illustrative results for Theorem 1.

Therefore, since P̄ − Pf > 0, it follows that, for all t ∈ [0, tf),

W (tf − t) < (P̄ − Pf)
−1 = −(Pf − P̄ )−1.

Therefore, for all t ∈ [0, tf), (Pf − P̄ )−1 + W (tf − t) is negative definite, and thus

(2.22) implies that, for all t ∈ [0, tf), P (t) < P̄ .

Next, note that (2.35) can be written as

(Ā+ SP̄ )TPf + Pf(Ā+ SP̄ )− PfSPf +R1

= −ĀT(P̄ − Pf)− (P̄ − Pf)Ā− (P̄ − Pf)S(P̄ − Pf) ≥ 0,

which implies

(P̄ − Pf)S(P̄ − Pf) ≤ −ĀT(P̄ − Pf)− (P̄ − Pf)Ā. (2.36)

Multiplying (2.36) on the left and right by eĀs(P̄ − Pf)
−1 and (P̄ − Pf)

−1eĀ
Ts, re-

spectively, yields

eĀsSeĀ
Ts ≤ −eĀsĀ(P̄ − Pf)

−1eĀ
Ts − eĀs(P̄ − Pf)

−1ĀTeĀ
Ts,

= − d

ds
eĀs(P̄ − Pf)

−1eĀ
Ts.

Hence,

W (tf − t) =

∫ tf−t

0

eĀsSeĀ
Tsds

≤ −
∫ tf−t

0

d

ds
eĀs(P̄ − Pf)

−1eĀ
Tsds

= (P̄ − Pf)
−1 − eĀ(tf−t)(P̄ − Pf)

−1eĀ
T(tf−t).
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Thus,

(P̄ − Pf)
−1 ≤ e−Ā(tf−t)[(P̄ − Pf)

−1 −W (tf − t)]e−Ā
T(tf−t). (2.37)

Since, for all t ∈ [0, tf), (P̄ − Pf)
−1 −W (tf − t) is positive definite, (2.37) implies

eĀ
T(tf−t)[(P̄ − Pf)

−1 −W (tf − t)]−1eĀ(tf−t) ≤ P̄ − Pf ,

which is equivalent to

Pf ≤ P̄ + eĀ
T(tf−t)[(Pf − P̄ )−1 +W (tf − t)]−1eĀ(tf−t) = P (t). �

For n = 1, now it is shown that Pf < P̄ implies that (2.35) holds. Therefore, in the

scalar case, (2.35) need not be invoked as an assumption in Proposition 2. Define

a
4
= A, b 4= B, pf

4
= Pf , p̄

4
= P̄ , r1

4
= R1, and s 4= S, and assume R2 = 1. Then

s = b2, and the left hand side of (2.35) can be written as

−b2p2
f + 2apf + r1 = −b2p2

f + 2apf + r1 − (−b2p̄2 + 2ap̄+ r1)

= b2(p̄2 − p2
f )− 2a(p̄− pf)

= b2(p̄− pf)(p̄+ pf)− 2a(p̄− pf). (2.38)

Furthermore, the solution p̄ of (2.10) is given by

p̄ =
1

b2
(a+

√
a2 + b2r1). (2.39)

Since p̄− pf > 0, dividing (2.38) by p̄− pf and using (2.39) yields

b2(p̄+ pf)− 2a = b2pf + a+
√
a2 + b2r1 − 2a

= b2pf +
√
a2 + b2r1 − a

> 0, (2.40)

which implies (2.35). The following example shows that, for n ≥ 2, Pf < P̄ does not

imply (2.35).

Example 2.2. Consider the unstable plant

A =

 0 1

−0.34 1.2

 , B =

 0

1

 (2.41)
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with R1 = I and R2 = 1. For this plant, P̄ is given by

P̄ =

 2.48 0.71

0.71 3.17

 . (2.42)

Consider two choices of Pf , namely,

Pf =

 0.8 0.3

0.3 1.2

 (2.43)

and

Pf =

 2 0.1

0.1 0.5

 . (2.44)

For Pf given by (2.43), condition (2.35) is satisfied, whereas, for Pf given by (2.44),

condition (2.35) is not satisfied. Figure 2.2 illustrates Proposition 2 for the unstable

plant (2.41) with Pf given by (2.43) and (2.44), and tf = 5 sec. λmin denotes the

minimum eigenvalue. For Pf given by (2.43), (a) shows that (2.35) is satisfied, and,

for all t ∈ [0, 5] sec, Pf ≤ P (t) < P̄ , whereas, for Pf given by (2.44), (b) shows that

(2.35) is not satisfied, for all t ∈ [0, 5] sec, P (t) < P̄ , and, for all t ∈ [3.2, 5] sec,

Pf ≤ P (t) does not hold.
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(a) (2.35) holds
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(b) (2.35) does not hold

Figure 2.2: Example 2.2. Illustrative results for Proposition 2.

Numerical examples suggest that (2.35) is a necessary condition for Pf ≤ P (t) on

[0, tf). Proof of this conjecture is open.

The following result complements Proposition 2.
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Proposition 3. Assume that P̄ < Pf . Then, for all t ∈ [0, tf), (Pf−P̄ )−1+W (tf−t) >
0 and P̄ < P (t). If, in addition, Pf satisfies

ATPf + PfA− PfSPf +R1 ≤ 0, (2.45)

then, for all t ∈ [0, tf), P (t) ≤ Pf .

If Pf > P̄ , then (2.22) implies that, for all t ∈ [0, tf ], P (t) is positive semidefinite,

and thus (2.27) is not needed. In fact, if Pf > P̄ , then it follows from (2.22) that, for

all t ∈ [0, tf), P (t) is positive definite. Unfortunately, it does not seem to be possible

to avoid using (2.27) for arbitrary positive-semidefinite Pf .

2.2 Forward-propagating Riccati equation control

The FPRE control law replaces (2.5) with the forward-in-time differential Riccati

equation [121]

Ṗ (t) = ATP (t) + P (t)A− P (t)SP (t) +R1, P (0) = P0, (2.46)

where P0 is positive semidefinite. Note that (2.46) can be written as

Ṗ (t) = AT
cl(t)P (t) + P (t)Acl(t) + P (t)SP (t) +R1, P (0) = P0, (2.47)

which differs from (2.5) due to the minus sign and the initial condition. Otherwise,

(2.3) and (2.6) remain unchanged. However, the FPRE control law is not guaranteed

to minimize (2.2).

Theorem 2. Assume that (A,B) is controllable and (A,R1) is observable. Then, for

all t > 0, I + W (t)(P0 − P̄ ) is nonsingular, and the positive-semidefinite solution

P (t) of (2.46) is given by

P (t) = P̄ + eĀ
Tt(P0 − P̄ )

[
I +W (t)(P0 − P̄ )

]−1
eĀt, (2.48)

where W (t) is given by (2.13) and, for all t ≥ 0,

lim
t→∞

P (t) = P̄ . (2.49)

If P0 − P̄ is nonsingular, then, for all t ≥ 0,

P (t) = P̄ + eĀ
Tt
[
(P0 − P̄ )−1 +W (t)

]−1
eĀt (2.50)
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and

P (t) = P̄ + Z−1(t), (2.51)

where, Z : [0,∞)→ Rn×n defined by

Z(t)
4
= e−Āt

[
(P0 − P̄ )−1 + W̄

]
e−Ā

Tt − W̄ (2.52)

is nonsingular and satisfies

Ż(t) = −ĀZ(t)− Z(t)ĀT + S. (2.53)

Proof. To show that, for all t > 0, I +W (t)(P0 − P̄ ) is nonsingular, note that, from

Proposition 1, P̄ < W−1(t). Therefore, for all t > 0,

det
[
I +W (t)(P0 − P̄ )

]
= (det W (t))det

[
W−1(t)− P̄ + P0

]
> 0.

Thus, for all t > 0, I + W (t)(P0 − P̄ ) is nonsingular. In fact, for all t ≥ 0, I +

W (t)(P0 − P̄ ) is nonsingular.

To show that (2.48) is symmetric, note that, for all t ≥ 0,

[
I + (P0 − P̄ )W (t)

]
(P0 − P̄ ) = (P0 − P̄ )

[
I +W (t)(P0 − P̄ )

]
.

Thus

(P0 − P̄ )
[
I +W (t)(P0 − P̄ )

]−1
=
[
I + (P0 − P̄ )W (t)

]−1
(P0 − P̄ )

=
[
I +W (t)(P0 − P̄ )

]−T
(P0 − P̄ )

=
[
(P0 − P̄ )

[
I +W (t)(P0 − P̄ )

]−1
]T

.

To show that, for all t ≥ 0, P (t) is positive semidefinite, note that it follows from

(2.47) that

P (t) = Φ(t, 0)P0ΦT(t, 0) +

∫ t

0

Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s)ds (2.54)

is positive semidefinite, where, for all t, s ∈ [0,∞), the state transition matrix Φ(t, s)

of the closed-loop system satisfies ∂
∂t

Φ(t, s) = AT
cl(t)Φ(t, s),Φ(t, t) = I . To show
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that (2.54) satisfies (2.47), note that, by Leibniz’s rule

Ṗ (t) =
∂

∂t
Φ(t, 0)P0ΦT(t, 0) + Φ(t, 0)P0

∂

∂t
ΦT(t, 0)

+

∫ t

0

∂

∂t
Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s) ds

+

∫ t

0

Φ(t, s) [P (s)SP (s) +R1]
∂

∂t
ΦT(t, s) ds+ P (t)SP (t) +R1

= AT
cl(t)Φ(t, 0)P0ΦT(t, 0) + Φ(t, 0)P0ΦT(t, 0)Acl(t)

+

∫ t

0

AT
cl(t)Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s) ds

+

∫ t

0

Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s)Acl(t) ds+ P (t)SP (t) +R1

= AT
cl(t)

[
Φ(t, 0)P0ΦT(t, 0) +

∫ t

0

Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s) ds

]
+

[
Φ(t, 0)P0ΦT(t, 0) +

∫ t

0

Φ(t, s) [P (s)SP (s) +R1] ΦT(t, s) ds

]
Acl(t)

+ P (t)SP (t) +R1

= AT
cl(t)P (t) + P (t)Acl(t) + P (t)SP (t) +R1. (2.55)

Next to be shown is that (2.48) satisfies (2.46). Note that d
dt
W (t) = eĀtSeĀ

Tt, and

thus

Ṗ (t) = ĀTeĀ
Tt(P0 − P̄ )

[
I +W (t)(P0 − P̄ )

]−1
eĀt

+ eĀ
Tt(P0 − P̄ )

[
I +W (t)(P0 − P̄ )

]−1
eĀtĀ

− eĀTt(P0 − P̄ )
[
I +W (t)(P0 − P̄ )

]−1 d

dt
W (t)(P0 − P̄ )

·
[
I +W (t)(P0 − P̄ )

]−1
eĀt

= ĀT(P (t)− P̄ ) + (P (t)− P̄ )Ā− (P (t)− P̄ )S(P (t)− P̄ )

= ĀTP (t) + P (t)Ā− P (t)SP (t) + P (t)SP̄ + P̄SP (t) +R1

− (ĀTP̄ + P̄ Ā+ P̄SP̄ +R1)

= ĀTP (t) + P (t)Ā− P (t)SP (t) + P (t)SP̄ + P̄SP (t) +R1

= ATP (t) + P (t)A− P (t)SP (t) +R1.
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Since eĀTt → 0 as t→∞, it follows from (2.48) that

lim
t→∞

P (t) = P̄ + lim
t→∞

[
eĀ

Tt(P0 − P̄ )
[
I +W (t) (P0 − P̄ )

]−1
eĀt
]

= P̄ +
(

lim
t→∞

eĀ
Tt
)(

lim
t→∞

[
(P0 − P̄ )

[
I +W (t) (P0 − P̄ )

]−1
])

lim
t→∞

eĀt

= P̄ .

Now, assume that P0 − P̄ is nonsingular. Then (2.50) follows from (2.48). To show

that (2.51) is equivalent to (2.50), note that[
eĀ

Tt
[
(P0 − P̄ )−1 +W (t)

]−1
eĀt
]−1

= e−Āt
[
(P0 − P̄ )−1 +

∫ t

0

eĀsS eĀ
Tsds

]
e−Ā

Tt

= e−Āt
[
(P0 − P̄ )−1 +

∫ ∞
0

eĀsS eĀ
Tsds

]
e−Ā

Tt

− e−Āt
∫ ∞
t

eĀsS eĀ
Tsds e−Ā

Tt

= e−Āt
[
(P0 − P̄ )−1 + W̄

]
e−Ā

Tt

−
∫ ∞
t

eĀ(s−t)S eĀ
T(s−t)ds

= e−Āt
[
(P0 − P̄ )−1 + W̄

]
e−Ā

Tt − W̄

= Z(t).

Therefore, for all t > 0, Z(t) is nonsingular, and

Z−1(t) = eĀ
Tt
[
(P0 − P̄ )−1 +W (t)

]−1
eĀt,

which implies that (2.50) and (2.51) are equivalent.

To show that (2.52) satisfies (2.53), note that (2.16) implies that

Ż(t) = −Āe−Āt
[
(P0 − P̄ )−1 + W̄

]
e−Ā

Tt − e−Āt
[
(P0 − P̄ )−1 + W̄

]
e−Ā

TtĀT

= −Ā(Z(t) + W̄ )− (Z(t) + W̄ )ĀT

= −ĀZ(t)− Z(t)ĀT − ĀW̄ − W̄ ĀT

= −ĀZ(t)− Z(t)ĀT + S. �

Note that (2.48) implies that

P (0) = P̄ + eĀ
T0(P0 − P̄ )

[
I +W (0) (P0 − P̄ )

]−1
eĀ0

= P̄ + P0 − P̄ = P0 (2.56)
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and

P (tf) = P̄ + eĀ
Ttf (P0 − P̄ )

[
I +W (tf) (P0 − P̄ )

]−1
eĀtf . (2.57)

Example 2.3. Consider the plants given by (2.30) and (2.31), with R1 = I and

R2 = 1, where P̄ is given by (2.32) and (2.33), respectively, and P0 is equal to Pf

given by (2.34). Figure 2.3 illustrates Theorem 2 for the plants (2.30), (2.31) with P0

equal to Pf given by (2.34). The norm is the largest singular value. The solutions are

valid on [0,∞). For the asymptotically stable plant (2.30), (a) shows the convergence

of P (t) to P̄ as t goes to infinity, whereas (b) shows the convergence of P (t) to P̄

for the unstable plant (2.31) as t goes to infinity. Note that the FPRE solutions P (t)

given in Figure 2.3 (a) and (b) on the interval [0, 10] are the mirror image of the

corresponding BPRE solutions P (t) in Figure 2.1 (a) and (b) on the same interval.

However, unlike the BPRE solution, the FPRE solution can be extended to [0,∞).
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(b) Plant (2.31)

Figure 2.3: Example 3.2. Illustrative results for Theorem 2.

The following result is the FPRE version of Proposition 2.

Proposition 4. Assume that P0 < P̄ . Then, for all t ∈ [0,∞), (P0−P̄ )−1+W (t) < 0

and P (t) < P̄ . If, in addition, P0 satisfies

ATP0 + P0A− P0SP0 +R1 ≥ 0, (2.58)

then, for all t ∈ [0,∞), P0 ≤ P (t).
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Proof. From (2.14) and the fact that P0 ≥ 0, it follows that, for all t ∈ [0,∞),

P̄ − P0 ≤ P̄ < W−1(t).

Therefore, since P̄ − P0 is positive definite, it follows that, for all t ∈ [0,∞),

W (t) < (P̄ − P0)−1 = −(P0 − P̄ )−1.

Therefore, for all t ∈ [0,∞), (P0− P̄ )−1 +W (t) is negative definite, and thus (2.50)

implies that, for all t ∈ [0,∞), P (t) < P̄ .

Next, note that (2.58) can be written as

(Ā+ SP̄ )TP0 + P0(Ā+ SP̄ )− P0SP0 +R1

= −ĀT(P̄ − P0)− (P̄ − P0)Ā− (P̄ − P0)S(P̄ − P0) ≥ 0,

which implies

(P̄ − P0)S(P̄ − P0) ≤ −ĀT(P̄ − P0)− (P̄ − P0)Ā. (2.59)

Multiplying (2.59) on the left and right by eĀs(P̄ − P0)−1 and (P̄ − P0)−1eĀ
Ts, re-

spectively, yields

eĀsSeĀ
Ts ≤ −eĀsĀ(P̄ − P0)−1eĀ

Ts − eĀs(P̄ − P0)−1ĀTeĀ
Ts,

= − d

ds
eĀs(P̄ − P0)−1eĀ

Ts.

Hence,

W (t) =

∫ t

0

eĀsSeĀ
Tsds

≤ −
∫ t

0

d

ds
eĀs(P̄ − P0)−1eĀ

Tsds,

= (P̄ − P0)−1 − eĀt(P̄ − P0)−1eĀ
Tt.

Thus,

(P̄ − P0)−1 ≤ e−Āt[(P̄ − P0)−1 −W (t)]e−Ā
Tt. (2.60)

Since, for all t ∈ [0,∞), (P̄ −P0)−1−W (t) is positive definite, (2.60) can be written

as

eĀ
Tt[(P̄ − P0)−1 −W (t)]−1eĀt ≤ P̄ − P0,
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which is equivalent to

P0 ≤ P̄ + eĀ
Tt[(P0 − P̄ )−1 +W (t)]−1eĀt = P (t). �

For n = 1, now it is to be show that P0 < P̄ implies that (2.58) holds. Therefore, in

the scalar case, (2.58) need not be invoked as an assumption in Proposition 4. Define

a
4
= A, b 4= B, p0

4
= P0, p̄ 4= P̄ , r1

4
= R1, and s 4= S, and assume R2 = 1. Then

s = b2, and the left hand side of (2.58) can be written as

−b2p2
0 + 2ap0 + r1 = −b2p2

0 + 2ap0 + r1 − (−b2p̄2 + 2ap̄+ r1)

= b2(p̄2 − p2
0)− 2a(p̄− p0)

= b2(p̄− p0)(p̄+ p0)− 2a(p̄− p0). (2.61)

Since p̄− p0 > 0, dividing (2.61) by p̄− p0 and using (2.39) yields

b2(p̄+ p0)− 2a = b2p0 + a+
√
a2 + b2r1 − 2a

= b2p0 +
√
a2 + b2r1 − a

> 0, (2.62)

which implies (2.58).

The following example shows that, for n ≥ 2, P0 < P̄ does not imply (2.58).

Example 2.4. Consider the unstable plant

A =

 0 1

−1.5 2.5

 , B =

 0

1

 (2.63)

with R1 = I and R2 = 1, where P̄ is given by

P̄ =

 8.8 0.3

0.3 5.3

 . (2.64)

Consider two choices of P0, namely,

P0 =

 0.6 −0.5

−0.5 1.4

 (2.65)

and

P0 =

 2 1.8

1.8 4

 . (2.66)
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For P0 given by (2.65), condition (2.58) is satisfied, whereas, for P0 given by (2.66),

condition (2.58) is not satisfied. Figure 2.4 illustrates Proposition 4 for the plant (2.63)

with P0 given by (2.65) and (2.66). The solutions are shown for the time interval [0, 5]

sec and are valid on [0,∞). λmin denotes the minimum eigenvalue. For P0 given by

(2.65), (a) shows that (2.58) is satisfied, and, for all t ∈ [0, 5], P0 ≤ P (t) < P̄ ,

whereas, for P0 given by (2.66), (b) shows that (2.58) is not satisfied, and, for all

t ∈ [0, 5], P (t) < P̄ , and, for all t ∈ [0, 2.4] sec, P0 ≤ P (t) does not hold. �
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Figure 2.4: Example 2.4. Illustrative results for Proposition 4.

Numerical examples suggest that (2.58) is a necessary condition for P0 ≤ P (t) on

[0,∞). Proof of this conjecture is open.

The following result, which complements Proposition 4, is the FPRE version of

Proposition 3.

Proposition 5. Assume that P̄ < P0. Then, for all t ∈ [0,∞), (P0−P̄ )−1+W (t) > 0

and P̄ < P (t). If, in addition, P0 satisfies

ATP0 + P0A− P0SP0 +R1 ≤ 0, (2.67)

then, for all t ∈ [0,∞), P (t) ≤ P0.

If P0 > P̄ , then (2.50) implies that P (t) is positive semidefinite for all t ∈ [0,∞),

and thus (2.54) is not needed. In fact, if P0 > P̄ , then it follows from (2.50) that. for

all t ∈ [0,∞), P (t) is positive definite. Unfortunately, it does not seem to be possible

to avoid using (2.54) for arbitrary positive-semidefinite P0.
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2.2.1 Lyapunov Analysis of the Forward-Propagating Riccati Equation

Several definitions and a result from [57], which are to be used, are stated below.

Definition 1. Let a > 0 and γ : [0, a) → [0,∞). Then γ is of class K if γ(0) = 0

and γ is continuous and strictly increasing.

Definition 2. Let f : [0,∞) × Rn → Rn. The solution x(t) ≡ 0 of the system

ẋ(t) = f(t, x(t)) is Lyapunov stable if, for all ε > 0, there exists δ = δ(ε) > 0 such

that, if ‖x(0)‖ < δ, then, for all t ≥ 0, ‖x(t)‖ < ε.

Definition 3. Let f : [0,∞) × Rn → Rn. The solution x(t) ≡ 0 of the system

ẋ(t) = f(t, x(t)) is asymptotically stable if it is Lyapunov stable and there exists

δ > 0 such that, if ||x(0)|| < δ, then limt→∞ x(t) = 0.

Theorem 3. Let f : [0,∞)× Rn → Rn and assume that, for all t ≥ 0 x0 ∈ Rn,

ẋ(t) = f(t, x(t)), x(0) = x0 (2.68)

has a unique continuously differentiable solution. Furthermore, assume that there

exist continuously differentiable functions V : [0,∞) × Rn → R and W : [0,∞) ×
Rn → R, and class K functions α, β, and γ such that Ẇ (t, x) is bounded from above,

and

V (t, 0) = 0, t ∈ [0,∞), (2.69)

α(‖x‖) ≤ V (t, x), t ∈ [0,∞)× Rn, (2.70)

W (t, 0) = 0, t ∈ [0,∞), (2.71)

β(‖x‖) ≤ W (t, x), t ∈ [0,∞)× Rn, (2.72)

V̇ (t, x) ≤ −γ(W (t, x)), t ∈ [0,∞)× Rn, (2.73)

where

V̇ (t, x)
4
=
∂V

∂t
(t, x) +

∂V

∂x
(t, x)f(t, x) (2.74)

and

Ẇ (t, x)
4
=
∂W

∂t
(t, x) +

∂W

∂x
(t, x)f(t, x). (2.75)

Then the zero solution x(t) ≡ 0 to (2.68) is asymptotically stable.
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Theorem 4. Assume that (A,B) is controllable, R1 is positive definite, and consider

the plant (2.1) with the control law (2.3) and feedback gain (2.4), where, for all t ∈
[0,∞), P (t) is the positive-semidefinite solution of the forward propagating Riccati

equation (2.46). Then limt→∞ x(t) = 0.

Proof. Consider the Lyapunov function candidate

V (t, x)
4
= xTP (t)x, (2.76)

which satisfies (2.69). Since P (t) converges to P̄ as t→∞ and P̄ is positive definite,

there exist T1 > 0 and α1 > 0 such that, for all t > T1, λmin(P (t)) > α1 . Therefore,

for all t > T1 and x ∈ Rn,

V (t, x) ≥ α(‖x‖), (2.77)

where α : [0,∞)→ [0,∞) defined by

α(z)
4
= α1z

2 (2.78)

is of class K. Hence, V (t, x) satisfies (2.70) with [0,∞) replaced by [T1,∞).

Define

E(t)
4
= P (t)− P̄ = eĀ

Tt(P0 − P̄ )
[
I +W (t) (P0 − P̄ )

]−1
eĀt (2.79)

and

f(t, x)
4
= (A− SP (t))x. (2.80)

Then, for all t ≥ 0 and x ∈ Rn, (2.74) implies that

V̇ (t, x) = xTṖ (t)x+ xT(A− SP (t))TP (t)x+ xTP (t)(A− SP (t))x

= xT[2ATP (t) + 2P (t)A− 3P (t)SP (t) +R1]x

= xT[2(ATP̄ + P̄A− P̄SP̄ +R1)− P̄SP̄ −R1

+ 2ATE(t) + 2E(t)A− 3P̄SE(t)− 3E(t)SP̄ − 3E(t)SE(t)]x

= −xT[P̄SP̄ +R1 −Q(t)]x

≤ −xT[R1 −Q(t)]x, (2.81)

where

Q(t)
4
= 2[ATE(t) + E(t)A]− 3[P̄SE(t) + E(t)SP̄ + E(t)SE(t))] (2.82)
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is symmetric. Since E(t)→ 0 as t→∞, it follows that Q(t)→ 0 as t→∞. Since

R1 is positive definite, there exist T2 > T1 and α2 > 0 such that, for all t > T2,

R1 −Q(t) > α2I . Therefore, for all t > T2 and x ∈ Rn,

V̇ (t, x) ≤ −W (t, x), (2.83)

where

W (t, x)
4
= α2x

TP̄ x, (2.84)

which satisfies (2.71). Furthermore, for all t > T2 and x ∈ Rn,

W (t, x) ≥ β(‖x‖), (2.85)

where β : [0,∞)→ [0,∞) defined by

β(z)
4
= α2λmin(P̄ )z2 (2.86)

is of class K. Hence, W (t, x) satisfies (2.72) with [0,∞) replaced by [T2,∞).

To show that, for all t ∈ [0,∞) and x ∈ Rn, Ẇ (t, x) is bounded from above, note

that (2.75) implies that

Ẇ (t, x) = α2

[
xT(A− SP (t))TP̄ x+ xTP̄ (A− SP (t))x

]
= α2x

T(AT
cl(t)P̄ + P̄Acl(t))x. (2.87)

Since P (t) converges to P̄ as t→∞, it follows that

lim
t→∞

(AT
cl(t)P̄ + P̄Acl(t)) = ĀTP̄ + P̄ Ā. (2.88)

Note that, from (2.12),

ĀTP̄ + P̄ Ā = −(P̄SP̄ +R1) < 0. (2.89)

Hence, there exists T4 > T3 such that, for all t > T4, Acl(t)P̄ + P̄Acl(t) < 0, and

thus (2.87) implies that, for all t > T4 and x ∈ Rn, Ẇ (t, x) ≤ 0. Therefore, for all

t > T4 and x ∈ Rn, Ẇ (t, x) is bounded from above.

To show that V (t, x) satisfies (2.73) note that (2.83) implies that

V̇ (t, x) ≤ −γ(W (t, x)), (2.90)
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where γ : [0,∞)→ [0,∞) defined by

γ(z)
4
= z (2.91)

is of class K.

As a result, (2.69) – (2.73) hold with [0,∞) replaced by [T4,∞). Then, Theorem 3

implies that, for all t ∈ [T4,∞), x(t)→ 0 as t→ 0. �

Note that Theorem 4 does not provide Lyapunov stability since the conditions for

Lyapunov stability of Theorem 3 are stated for [0,∞), whereas the proof of Theorem

4 shows that (2.69) – (2.73) hold with [0,∞) replaced by [T4,∞).

2.3 How Suboptimal Is FPRE?

Example 2.5. Consider a linearized model of an inverted pendulum mounted on a

moving cart. The objective is to bring the pendulum to the upward vertical position.

Control is performed by applying a force to the cart. For this system, the state vector

is defined as x = [x ẋ θ θ̇]T, where x, ẋ are the horizontal position and velocity of

the cart, respectively, and θ, θ̇ are the angular position and angular velocity of the

pendulum, respectively. The upward vertical position of the pendulum corresponds

to θ = 0 rad. The linearized dynamics of this plant are given by

A =


0 1 0 0

0 −(J+ml2)b
J(M+m)+Mml2

m2gl2

J(M+m)+Mml2
0

0 0 0 1

0 −mlb
J(M+m)+Mml2

mgl
J(M+m)+Mml2

0

 , B =


0

J+ml2

J(M+m)+Mml2

0

ml
J(M+m)+Mml2

 . (2.92)

Values of the parameters are given in Table 2.1.

Initial conditions for the state vector are given as x(0) = 0.1 m, ẋ(0) = 0 m/sec,

θ(0) = 0.2618 rad, and θ̇(0) = 0 rad/sec. Thus, the initial state vector is x(0) =

[0.1 0 0.2618 0]T. For BPRE consider the final state weightings Pf = 0 and

Pf = I . For FPRE consider two initial conditions, namely, P0 = P̄ + I and P0 = I ,
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where the solution P̄ of ARE (2.10) is given by

P̄ =


1.94 1.37 −3.93 −0.77

1.37 2.20 −6.85 −1.33

−3.93 −6.85 40.04 7.22

−0.77 −1.33 7.22 1.39

 . (2.93)

Table 2.1: Inverted Pendulum Model Parameters

Parameter Value Units
Mass of the cart (M ) 0.5 kg
Mass of the pendulum (m) 0.2 kg
Friction coefficient of the cart (b) 0.1 N/(m-sec)

Mass moment of inertia of the pendulum (J) 0.006 kg-m2

Length to pendulum center of mass (l) 0.3 m
Gravitational acceleration (g) 9.8 m/sec2

Let R1 = I , and R2 = 1. Figures 2.5 shows the state responses for the BPRE

controller for the plant (2.92) with tf = 15 sec and the final state weightings Pf = I

and Pf = 0.

Figure 2.6 (a), (b), (c) show the state responses for the FPRE controller for (2.92)

with the initial conditions P0 = I , P0 = 0, and P0 = P̄ + I , respectively. Results

are valid for t ∈ [0,∞). Note that P0 = P̄ + I provides better response than P0 = I

and P0 = 0 The convergence of P (t) to P̄ for BPRE and FPRE is shown in terms

of ||P (t)− P̄ || in Figure 2.7. Norm denotes the maximum singular value. (a) shows

the convergence of P (t) to P̄ for BPRE for each fixed t as tf approaches infinity with

Pf = I and Pf = 0, whereas (b) shows that for results for FPRE with P0 = I , P0 = 0,

and P0 = P̄ + I . For BPRE the solutions are shown for tf equal to 5, 10, and 15 sec,

whereas for FPRE the solutions are valid on [0,∞).

To compare the performance of FPRE and BPRE, Pareto performance tradeoff curves

are used to illustrate the efficiency of each control technique in terms of the state and
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Figure 2.5: Example 2.5. State trajectories for BPRE for the inverted pendulum on a

cart.

control costs

Js(x0, u)
4
=

∫ tf

0

xT(t)R1x(t) dt+ xTPf x (2.94)

and

Jc(x0, u)
4
=

∫ tf

0

uT (t)u(t) dt. (2.95)

For the Pareto plot, let R2 range from 0.1 to 10. For comparison, the Pareto perfor-

mance curve of the linear-quadratic controller (LQ) is also illustrated. Figure 2.8 (a)

and (b) show the Pareto curves for LQ, BPRE, and FPRE with final state weightings

Pf = I and Pf = 0, respectively. The initial conditions for FPRE are P0 = I , P0 = 0,

and P0 = P̄ + I . BPRE provides more efficient performance tradeoff curves than

FPRE. For FPRE, the initial condition P0 = P̄ + I yields a better Pareto curve than

P0 = I and P0 = 0.

Next, consider the Lyapunov function candidate and its derivative given by (2.76)

and (2.74), respectively. Figure 2.9 (a) and (b) show the Lyapunov function candidate

V (t, x) and its derivative V̇ (t, x) for FPRE for (2.92) with initial time conditions

P0 = I , P0 = 0, and P0 = P̄ + I . (b) shows that V̇ (x, t) is positive in an initial time

interval, which illustrates the fact that FPRE does not guarantee Lyapunov stability.
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Figure 2.6: Example 2.5. State trajectories for FPRE for the inverted pendulum on a

cart.
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Figure 2.7: Example 2.5. The convergence of P (t) to P̄ for BPRE and FPRE.

2.3.1 Transient Responses of BPRE and FPRE

In this section, the effect of the final time weighting Pf and the initial condition P0 on

the transient response of the closed-loop system for BPRE and FPRE, respectively, is

shown. In particular, the focus is on the case of unstable plants for which the closed-

loop dynamics are unstable during the latter part of the time interval for BPRE and
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Figure 2.8: Example 2.5. Pareto performance tradeoff curves.
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Figure 2.9: Example 2.5. Lyapunov-function candidate and its derivative.

the early part for FPRE.

Example 2.6. Consider the unstable plant

A =

 0 1

−10 7

 , B =

 0

1

 , (2.96)

with R1 = I , R2 = 1, and x(0) = [3 2]T. For BPRE, let Pf = 0, which implies

that Acl(tf) = A is unstable. Consider tf = 3 sec and tf = 10 sec. For FPRE, let

P0 = 0, which implies that Acl(0) = A is unstable. The state trajectories, the norm of

P (t) − P̄ , and the spectral abscissa of Acl(t) for BPRE BPRE for the unstable plant

(2.96) with Pf = 0 are shown in Fig. 2.10. (a) shows that, for tf = 3 sec, the state

trajectories diverge at tf due to the fact that the closed-loop dynamics are unstable

for t ∈ [1.4, 3] sec, as shown by the spectral abscissa of the closed-loop system in

(e). For tf = 10 sec, (b) shows that the state trajectories asymptotically approach the

origin due to the initially stable dynamics for t ∈ [0, 8] sec, as shown by the spectral
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abscissa of the closed-loop system in (f). (c) shows that, for tf = 3 sec, P (t) is not

close to P̄ , whereas (d) shows that, for tf = 10 sec, P (t) is close to P̄ The state

trajectories, the norm of P (t) − P̄ , and the spectral abscissa of Acl(t) for FPRE for

the unstable plant (2.96) with P0 = 0 are shown in Fig. 2.11. Results are given for

t ∈ [0, 10] sec, and are valid for t→∞. (a) shows that the state trajectory has a large

transient due to the initially unstable closed-loop dynamics for t ∈ [0, 2], as shown by

the spectral abscissa of the closed-loop system in (c). (b) shows that P (t) approaches

P̄ as t→∞
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Figure 2.10: Example 2.6. State trajectories, maximum singular value of P (t) − P̄ ,

and spectral abscissa of Acl(t) for BPRE.
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CHAPTER 3

COMMAND FOLLOWING AND DISTURBANCE REJECTION

CONTROL FOR LTI SYSTEMS

3.1 Review of Linear Quadratic Optimal Control

The tracking problem arises when it is desired that the output of the closed-loop

system tracks a given reference command. Linear quadratic regulation theory for a

tracking problem is given in [89, 2]. In addition to a tracking control, a disturbance

rejection problem is considered in this work.

3.1.1 Linear Quadratic Tracking and Disturbance Rejection: Finite-Time Case

Consider the LTI plant

ẋ(t) = Ax(t) +Bu(t) +D1d(t), x(0) = x0, (3.1)

yr(t) = Hx(t), (3.2)

where x(t) ∈ Rn, u(t) ∈ Rm, d(t) ∈ Rp, yr(t) ∈ Rl, A ∈ Rn×n, B ∈ Rn×m,

D1 ∈ Rn×p, and H ∈ Rl×n. Assume that (A,B) is stabilizable. Let r(t) ∈ Rl be

a command signal, and the control objective is to make the output yr(t) to track the

command signal r(t) and reject a disturbance d(t), that is, ||r(t) − yr(t)|| → 0 as

t → tf . It is assumed that the state x(t) is measurable, and the command signal r(t)

and disturbance d(t) are known over the interval [0, tf ]. Define the tracking error as

z(t) = r(t)− yr(t) = r(t)−Hx(t), (3.3)
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and consider a finite-horizon quadratic cost function

J(u)
4
=

1

2
zT(tf)Pfz(tf) +

1

2

∫ tf

0

[zT(t)R1z(t) + uT(t)R2u(t)]dt, (3.4)

where R1, Pf ∈ Rl×l are positive semidefinite and R2 ∈ Rm×m is positive definite.

Let the Hamiltonian defined by

H(x, u, t, λ)
4
=

1

2
[r(t)−Hx(t)]TR1[r(t)−Hx(t)]

+
1

2
uT(t)R2u(t) + λT(t)[Ax(t) +Bu(t) +D1d(t)]. (3.5)

The optimal control is obtained from ∂H
∂u

= 0, and results in

u(t) = −R−1
2 BTλ(t). (3.6)

In terms of Hamiltonian, the state equation is obtained from ∂H
∂λ

, and with the optimal

control (3.6), is given by

ẋ(t) =
∂H

∂λ
= Ax(t)−R−1

2 BTλ(t) +D1d(t). (3.7)

The costate equation is given by

λ̇(t) = −∂H
∂x

= −HTR1Hx(t)− ATλ(t) +HTR1r(t). (3.8)

Define

S
4
= BR−1

2 BT ∈ Rn×n, (3.9)

W
4
= HTR1 ∈ Rn×l, (3.10)

V
4
= HTR1H ∈ Rn×n, (3.11)

(3.12)

then combining (3.7) and (3.8), results in ẋ(t)

λ̇(t)

 =

 A −S
−V −AT

 x(t)

λ(t)

+

 0n×l

W

 z(t) +

 D1

0n×n

 d(t) (3.13)

with the boundary conditions

x(0) = x0, (3.14)
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and

λ(tf) =
∂

∂x(tf)

[
1

2
zT(t)Pfz(t)

]
=

∂

∂x(tf)

[
1

2
(r(tf)−Hx(tf))

T(t)Pf(r(tf)−Hx(tf))

]
= HTPfHx(tf)−HTPfr(tf). (3.15)

Let λ(t) be given by

λ(t) = P (t)x(t)− g(t), (3.16)

where P (t) ∈ Rn×n and g(t) ∈ Rn that satisfy (3.13) are to be determined. Differen-

tiating (3.16) yields

λ̇(t) = Ṗ (t)x(t) + P (t)ẋ(t)− ġ(t), (3.17)

and using (3.13), (3.17) can be written as

−V x(t)−AT[P (t)x(t)− g(t)] +Wr(t)

= Ṗ (t)x(t) + P (t)[Ax(t)− S(P (t)x(t)− g(t)) +D1d(t)]− ġ(t).

(3.18)

Rearranging (3.18) results in[
Ṗ (t) + P (t)A+ ATP (t)− P (t)SP (t) + V

]
x(t)

−
[
ġ(t) + ATg(t)− P (t)Sg(t) +Wr(t)− P (t)D1d(t)

]
= 0. (3.19)

From (3.19) it follows that, for all t ∈ [0, tf ], P (t) must satisfy the matrix differential

Riccati equation

−Ṗ (t) = P (t)A+ ATP (t)− P (t)SP (t) + V, (3.20)

and, for all t ∈ [0, tf ], g(t) must satisfy the vector differential equation

−ġ(t) =
(
AT − P (t)S

)
g(t) +Wr(t)− P (t)D1d(t). (3.21)

The boundary condition P (tf) for (3.20) and g(tf) for (3.21), are obtained using (3.15)

and (3.16), and given by

P (tf) = HTPfH, (3.22)

g(tf) = HTPf r(tf). (3.23)
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Next, using (3.16), the optimal control (3.6) can be written as

u(t) = −R−1
2 BT (P (t)x(t)− g(t)) = K(t)x(t) +R−1

2 BTg(t), (3.24)

where K(t) = −R−1
2 BTP (t), and P (t) and g(t) satisfy (3.20) and (3.21), respec-

tively.

3.1.2 Linear Quadratic Tracking and Disturbance Rejection: Infinite-Time Case

The results obtained in the section above are extended to the case of infinite time. For

an LTI plant (3.1), and a tracking error (3.3), let the performance index given by

J(u)
4
=

1

2

∫ ∞
0

[zT(t)R1z(t) + uT(t)R2u(t)]dt, (3.25)

Next, the results obtained for the finite-time case with tf →∞ are used. As tf →∞,

the solution P (t) of (3.20) converges to P̄ , which is a unique solution of the algebraic

Riccati equation

P̄A+ ATP̄ − P̄SP̄ + V = 0, (3.26)

and solution g(t) of (3.21) converges to ḡ(t), which is a solution of the following

algebraic equation

− ˙̄g(t) =
(
AT − P̄S

)
ḡ(t) +Wr(t)− P̄D1d(t). (3.27)

Under assumption Pf = 0, the boundary condition is ḡ(tf) = 0. More details about

(3.27) are given in [2].

Approximately Optimal Tracking. Assuming that r(t) and d(t) in (3.27) are slow

varying, and using approximation ˙̄g(t) = 0 [2], yields(
AT − P̄S

)
ḡ(t) +Wr(t)− P̄D1d(t) = 0, (3.28)

from which ḡ(t) is found as

ḡ(t) = −
(
AT − P̄S

)−1
Wr(t) +

(
AT − P̄S

)−1
P̄D1d(t). (3.29)

Using (3.26) and (3.29), the control law (3.24) becomes

u(t) = Kx(t) +Krr(t) +Kdd(t), (3.30)
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where

K = −R−1
2 BTP̄ , (3.31)

Kr = −R−1
2 BT

(
AT − P̄S

)−1
W, (3.32)

Kd = R−1
2 BT

(
AT − P̄S

)−1
P̄D1. (3.33)

The results above depend on the full-state feedback assumption, namely, that the state

x is directly measurable. If the full-state is not available, then a state estimator need

to be constructed using an output y. More details on the observer design are given in

[2]. Linear quadratic optimal control involves backward-in-time integration of (3.21)

and, therefore, the command signal r(t) and disturbance d(t) must be known over the

interval [0, tf ]. If this knowledge is not available, then the control cannot be achieved.

Next, an Internal-model-based command following and disturbance rejection control

is introduced. This control does not require advance knowledge of neither the com-

mand r(t) nor disturbance d(t).

3.2 Internal-Model-Based Command Following and Disturbance Rejection for

LTI SISO Systems

In this section the internal model principle is applied for the command following and

disturbance rejection problem. The control formulation is given in discrete time.

3.2.1 Full-State-Feedback

Consider the discrete-time LTI plant

xk+1 = Axk +Buk +D1dk, (3.34)

yr,k = Hxk, (3.35)

where xk ∈ Rn, uk ∈ R, dk ∈ R, yr,k ∈ R, A ∈ Rn×n, B ∈ Rn, D1 ∈ Rn, and

H ∈ R1×n. For full-state-feedback control, it is assumed that xk is measured. Let
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rk ∈ R be the command, and define the command-following error

z
4
= r − yr. (3.36)

The signals r and d are assumed to be linear combinations of steps, ramps, and si-

nusoids. The goal is to have the command-following error z converge to zero in the

presence of the disturbance d. This goal is facilitated by an internal model of the

command r and disturbance d of the form

xim,k+1 = Aim xim,k +Bimzk, (3.37)

where xim,k ∈ Rnim is the state of the internal model.

Figure 3.1 shows the internal-model-based full-state-feedback control architecture,

where G is the transfer function of the plant (3.34), Gim is the transfer function of

the internal model (3.37), and Kim and K are full-state-feedback gains. These com-

ponents are described in more detail below. Augmenting (3.34), (3.35) with (3.37)

Figure 3.1: Internal-model-based, full-state-feedback controller.

yields

xa,k+1 = Aaxa,k +Bauk +

 0n×1

Bim

 rk +

 D1

0nim×1

 dk, (3.38)

where

xa,k
4
=

 xk

xim,k

 , Aa
4
=

 A 0n×nim

−BimH Aim

 , Ba
4
=

 B

0nim×1

 . (3.39)

Defining uim
4
= Kimxim, the control u is given by

uk = Kaxa,k = Kxk +Kimxim,k = Kxk + uim,k, (3.40)

where Ka = [K Kim] ∈ Rm×(n+nim) is the full-state-feedback gain.
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3.2.1.1 ARE Control Law

For algebraic Riccati Equation (ARE) control, consider the cost

J(u) =
∞∑
k=0

(xT
a,kR1xa,k + uT

kR2uk), (3.41)

where R1 ∈ R(n+nim)×(n+nim) is positive semidefinite and R2 is a positive number.

The optimal constant feedback gain Ka is given by

Ka = −(BT
a P̄aBa +R2)−1BT

a P̄aAa, (3.42)

where P̄a ∈ R(n+nim)×(n+nim) satisfies the ARE

P̄a = AT
a P̄aAa − AT

a P̄aBa(BT
a P̄aBa +R2)−1BT

a P̄aAa +R1. (3.43)

3.2.1.2 FPRE Control Law

For forward Propagating Riccati Equation (FPRE) control, the constant feedback gain

(3.42) is replaced by the time-varying feedback gain

Ka,k = −(BT
a Pa,kBa +R2)−1BT

a Pa,kAa, (3.44)

where Pa,k ∈ R(n+nim)×(n+nim) satisfies the difference Riccati equation

Pa,k+1 = AT
a Pa,kAa − AT

a Pa,kBa(BT
a Pa,kBa +R2)−1BT

a Pa,kAa +R1 (3.45)

with the positive-semidefinite initial condition Pa,0, where R1 ∈ R(n+nim)×(n+nim) is

positive semidefinite and R2 is a positive number.

The solution Pa,k of (3.45) converges exponentially to P̄a. This is demonstrated nu-

merically in subsection 2.6 and proved in [97] for the continuous-time case. Because

knowledge of the future dynamics is not needed, FPRE control will be used in later

sections for LTV and nonlinear plants.

3.2.2 Convergence Analysis

The final value theorem is used to analyze the convergence of the error z for the

internal-model-based full-state-feedback controller in the case where Ka is constant.
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Although this treatment is classical, the goal is to set the stage for the later application

to LTV and nonlinear plants. Consider the reformulation of Fig. 3.1 shown in Fig. 3.2,

where Gc is the transfer function of the internal model with the feedback gain Kim,

that is,

Gc(z)
4
= Kim(zI − Aim)−1Bim, (3.46)

and G̃ 4
= [Gu Gd] is the transfer function of the plant (3.34), (3.35) from [u d]T to yr

with the feedback gain K, where

Gu(z)
4
= H(zI − (A+BK))−1B, (3.47)

Gd(z)
4
= H(zI − (A+BK))−1D1. (3.48)

Figure 3.2: Reformulation of Fig. 3.1 for final value theorem analysis.

Let r̂ denote the z-transform of r, and similarly for other signals. Then,

ẑ = r̂ − ŷr, ŷr = G̃

 û

d̂

 = Guû+Gdd̂. (3.49)

Thus,

ẑ = r̂ −Guû−Gdd̂ = r̂ −GuGcẑ −Gdd̂, (3.50)

and (3.50) can be written as

ẑ =
1

1 +GuGc

r̂ − Gd

1 +GuGc

d̂. (3.51)

Let Gu = Nu

Du
and Gc = Nc

Dc
, note that Gd = Nd

Du
, and let r̂ = nr

dr
and d̂ = nd

dd
. Then,

ẑ =
DuDc

DuDc +NuNc

nr

dr

− DcNd

DuDc +NuNc

nd

dd

. (3.52)

Next, since (3.37) is an internal model of r and d, it follows that internal models of

the command r and disturbance d are present in the dynamics Dc of Gc. Therefore,
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Dc = d̃rdr = d̃ddd, where d̃r and d̃d are polynomials, and thus

ẑ =
Dud̃rnr

DuDc +NuNc

− d̃dNdnd

DuDc +NuNc

. (3.53)

Assuming that DuDc +NuNc is asymptotically stable, the final value theorem yields

lim
k→∞

zk = lim
z→1

(z− 1)ẑ = lim
z→1

[
(z− 1)Dud̃rnr

DuDc +NuNc

− (z− 1)d̃dNdnd

DuDc +NuNc

]
= 0. (3.54)

3.2.3 Internal Models

For the case where the command and disturbance are steps, the internal model is an

integrator given by

Aim = 1, Bim = 1, Cim = 1. (3.55)

For the case where the command and disturbance are ramps, the internal model is a

double integrator given by

Aim =

 0 1

−1 2

 , Bim =

 0

1

 , Cim =
[

1 0
]
. (3.56)

For the case where the command and disturbance are harmonic with the same fre-

quency Ω, the internal model is an undamped oscillator with frequency Ω given by

Aim =

 0 1

−1 2 cos(Ω)

 , Bim =

 0

1

 , Cim =
[

1 0
]
. (3.57)

The matrix Cim is used for output feedback, but is not needed for full-state feedback.

If the command and disturbance are harmonic with frequencies Ω1 and Ω2, respec-

tively, then the internal model is 4th order and consists of the cascade of two un-

damped oscillators with frequencies Ω1 and Ω2. Likewise, if the command is a step

and the disturbance is harmonic with frequency Ω (or vice versa), then the internal

model is 3rd order and consists of the cascade of an integrator and an undamped

oscillator with frequency Ω.

In internal-model-based control, neither the height of a step command or disturbance

nor the amplitude or phase shift of a harmonic command or disturbance need to be

known. However, the frequencies of a harmonic command and a harmonic distur-

bance must be known.
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3.2.4 Discrete-Time Models

Each example in this thesis is based on a continuous-time model. In order to ob-

tain discrete-time models for feedback control, Euler integration is applied to the

continuous-time system. For each example, Ts is chosen sufficiently small that the

open-loop unit step response of the Euler-discretized model is numerically close to

the open-loop step response of the continuous-time model computed by the Matlab

ODE45 routine. In order to remove the issue of integration accuracy from the nu-

merical investigation, the Euler-discretized model is then viewed as the truth model

for control, and the performance of each control law is considered only within the

context of the discretized model. Evaluation of the performance of the control laws

on the underlying continuous-time system is outside the scope of the thesis.

Consider the continuous-time system

ẋ(t) = Acontx(t) +Bcontu(t) +D1,contd(t), (3.58)

y(t) = Ccontx(t). (3.59)

Using Euler integration, the discrete-time version of (3.58), (3.59) is given by

xk+1 = xk + TsAcontxk + TsBcontuk + TsD1,contdk, (3.60)

yk = Ccontxk, (3.61)

where Ts is the sample time, xk
4
= x(kTs), uk

4
= u(kTs), dk

4
= d(kTs), and yk

4
=

y(kTs). Then, the discrete-time matrices A, B, C, D1 are given by

A = I + TsAcont, B = TsBcont, C = Ccont, D1 = TsD1,cont. (3.62)

Example 3.1. Full-State-Feedback Control of the Two-Mass System with Har-

monic Command and Harmonic Disturbance

Consider the continuous-time LTI system in Fig. 3.3, which represents massesm1 and

m2 connected by a spring with stiffness k and dashpot with damping b. The control

force f is applied to m2, and the goal is to control the position q1 of m1. Consider the

case of an unmatched disturbance, where the disturbance d is applied to m1 as shown
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in Fig. 3.3. The equations of motion are given by

m1q̈1 + b(q̇1 − q̇2) + k(q1 − q2) = d, (3.63)

m2q̈2 + b(q̇2 − q̇1) + k(q2 − q1) = f. (3.64)

For the state vector x 4
= [q1 q̇1 q2 q̇2]T, the continuous-time matrices in (3.58) are

given by

Acont =


0 1 0 0

− k
m1
− b
m1

k
m1

b
m1

0 0 0 1

k
m2

b
m2

− k
m2
− b
m2

 , Bcont =


0

0

0

1

 , D1,cont =


0

1

0

0

 .
(3.65)

Let Ts = 0.1 sec, and use (3.62) to obtain discrete-time matrices A, B, D1.

Figure 3.3: Example 3.1. Two-mass system.

To command the position q1 of mass m1, let yr = q1. Let m1 = 1 kg, m2 = 0.5 kg,

k = 2 N/m, b = 0.3 N-s/m, and x0 = [0.2 m, 0 m/sec,−0.1 m, 0 m/sec]T. For

these parameters, the damped natural frequency is 2.45 rad/sec, and the damping

ratio is 7.5%.

Consider the harmonic command rk = 0.5 sin(Ω1k) m and the harmonic disturbance

dk = cos(Ω2k) N, with Ω1 = 0.1 rad/sample and Ω2 = 0.5 rad/sample. For

Ts = 0.1 sec, these discrete-time frequencies correspond to the continuous-time fre-

quencies 1 rad/sec and 5 rad/sec, respectively. The internal model is given by the

cascade of two undamped oscillators (3.57) whose frequencies are equal to the fre-

quencies of the command and disturbance.

Let R1 = In+nim
, R2 = 1, and Pa,0 = In+nim

. Figure 3.4 shows the closed-loop

response for the internal-model-based, full-state-feedback control of the two-mass
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system, and Fig. 3.5 shows the exponential convergence of Pa,k of FPRE to P̄a of

ARE. The norm is the maximum singular value
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Figure 3.4: Example 3.1. Closed-loop responses.
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Figure 3.5: Example 3.1. Convergence of Pa,k of FPRE to P̄a.

3.2.5 Output-Feedback

Consider the LTI system (3.34). Let yr,k
4
= Hxk and yk

4
= Cxk, and define the

measurement vector

ymeas,k =

 yr,k

yk

 =

 Hxk

Cxk

 = Cmeasxk, (3.66)

where Cmeas ∈ Rm×n, H ∈ R1×n, and C ∈ R(m−1)×n. If only one measurement is

available, then ymeas = yr and C is absent. The command-following error is defined

by (3.36).
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Figure 3.6 shows the internal-model-based output-feedback control architecture, where

G is the transfer function of the plant (3.34), (3.66), Gim is the transfer function of

the internal model, GOBC is the transfer function of the observer-based compensator,

and Gc is the transfer function of the augmented compensator. These components are

described below.

Figure 3.6: Internal-model-based output-feedback controller.

Augmenting (3.34), (3.66) with the SISO internal model yields

xim,k+1 = Aim xim,k +Bimzk, (3.67)

yim,k = Cim xim,k, (3.68)

where xim ∈ Rnim . The augmented plant is thus given by

xa,k+1 = Aaxa,k +Bauk +

 0n×1

Bim

 rk +

 D1

0nim×1

 dk, (3.69)

ya,k = Caxa,k, (3.70)

where

xa,k
4
=

 xk

xim,k

 ∈ Rn+nim , ya,k
4
=

 yk

yim,k

 ∈ Rm−1+nim ,

Aa
4
=

 A 0n×nim

−BimH Aim

 , Ba
4
=

 B

0nim×1

 , Ca
4
=

 C 0(m−1)×nim

01×n Cim

 .
(3.71)

A block diagram of the augmented plant (3.69), (3.70) is shown in Fig. 3.7.
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Figure 3.7: Augmented plant.

Next, for the augmented plant (3.69), (3.70), the observer-based compensator is used

x̂a,k+1 = (Aa +BaKa − FaCa)x̂a,k + Faya,k, (3.72)

uk = Kax̂a,k, (3.73)

where x̂a,k ∈ Rn+nim and Fa ∈ R(n+nim)×m. For ARE control, the constant regulator

feedback gain Ka is given by (3.42), whereas, for FPRE control, the time-varying

regulator feedback gain Ka,k is given by (3.44). The constant observer gain Fa for

ARE control, as well as the time-varying observer gain Fa,k for FPRE control, are

defined below.

3.2.5.1 ARE Observer-Based Compensator

For ARE control, the constant observer gain Fa is given by

Fa = AaQ̄aC
T
a (CaQ̄aC

T
a + V2)−1, (3.74)

where Q̄ ∈ R(n+nim)×(n+nim) satisfies

Q̄a = AaQ̄aA
T
a − AaQ̄aC

T
a (CaQ̄aC

T
a + V2)−1CaQ̄aA

T
a + V1, (3.75)

where V1 ∈ R(n+nim)×(n+nim) is positive semidefinite and V2 ∈ R is a positive number.

3.2.5.2 FPRE Observer-Based Compensator

For FPRE control, the time-varying observer gain Fa,k is given by

Fa,k = AaQa,kC
T
a (CaQa,kC

T
a + V2)−1, (3.76)
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where Qa,k ∈ R(n+nim)×(n+nim) satisfies

Qa,k+1 = AaQa,kA
T
a − AaQa,kC

T
a (CaQa,kC

T
a + V2)−1CaQa,kA

T
a + V1 (3.77)

with the positive-semidefinite initial condition Qa,0, where V1 ∈ R(n+nim)×(n+nim) is

positive semidefinite and V2 ∈ Rm×m is positive definite.

The observer-based compensator (3.72), (3.73) is cascaded with the internal model

(3.67), (3.68) to obtain the augmented compensator

xc,k+1 = Acxc,k +Bczk +

 Fa

0nim×(m−1)

 yk

01×1

 , (3.78)

uk = Ccxc,k, (3.79)

where

xc,k
4
=

 x̂a,k

xim,k

 ∈ Rn+2nim , Ac
4
=

 Aa +BaKa − FaCa FaCim

0nim×(n+nim) Aim

 ,
Bc

4
=

 0(n+nim)×1

Bim

 , Cc
4
=
[
Ka 01×nim

]
. (3.80)

If the only measurement is yr, then the last term in (3.78) is absent.

3.2.6 Convergence Analysis

Consider the reformulation of Fig. 3.6 shown in Fig. 3.8, whereG 4
=

 Gyru Gyrd

Gyu Gyd


is the transfer function of the plant (1), (35), where

Gyru(z)
4
= H(zI − A)−1B, Gyrd(z)

4
= H(zI − A)−1D1,

Gyu(z)
4
= C(zI − A)−1B, Gyd(z)

4
= C(zI − A)−1D1, (3.81)

and [yr y]T = G[u d]T. Furthermore, Gc
4
= [Gcz Gcy] is the transfer function of the

augmented compensator (45), (46), where u = Gc[z y]T and

Gcz(z)
4
= Cc(zI − Ac)

−1Bc, Gcy(z)
4
= Cc(zI − Ac)

−1

 Fa

0nim×(m−1)

 . (3.82)
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Figure 3.8: Reformulation of Fig. 3.6 for final value theorem analysis.

Since

ẑ = r̂ − ŷr, ŷr = Gyruû+Gyrdd̂, (3.83)

it follows that

ẑ = r̂ −Gyruû−Gyrdd̂

= r̂ −GyruGczẑ −GyruGcyŷ −Gyrdd̂. (3.84)

Since

ŷ = Gyuû+Gydd̂

= GyuGczẑ +GyuGcyŷ +Gydd̂, (3.85)

(3.85) implies that

ŷ = Φyzẑ + Φydd̂, (3.86)

where

Φyz
4
=

GyuGcz

1−GyuGcy

, Φyd
4
=

Gyd

1−GyuGcy

. (3.87)

Using (3.86), (3.84) can be written as

ẑ = r̂ −Gyru(Gczẑ +GcyΦyz)ẑ − (GyruGcyΦyd +Gyrd)d̂, (3.88)

which implies

ẑ =
1

1 +Gyru(Gcz +GcyΦyz)
r̂ − GyruGcyΦyd +Gyrd

1 +Gyru(Gcz +GcyΦyz)
d̂. (3.89)

Let Gyru = Nyru

Dyru
, Gcz = Ncz

Dcz
, and Gyu = Nyu

Dyu
, and note that Gyrd =

Nyrd

Dyru
, Gcy = Ncy

Dcz
,

and Gyd =
Nyd

Dyu
. Then,

Φyz =
NyuNcz

DyuDcz −NyuNcy

, Φyd =
NydDcz

DyuDcz −NyuNcy

. (3.90)
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Also, let r̂ = nr

dr
and d̂ = nd

dd
. Defining Ψ

4
= DyuDcz −NyuNcy and Γ

4
= DyruDczΨ +

NyrdNczΨ +NyrdNcyNyuNcz, (3.89) can be written as

ẑ =
DyruDczΨ

Γ
r̂ − (NyruNcyNyd +NyrdΨ)Dcz

Γ
d̂. (3.91)

Next, since (3.67) is an internal model of r and d, it follows that internal models of

the command r and disturbance d are present in the dynamics Dcz of Gcz. Therefore,

Dcz = d̃rdr = d̃ddd, where d̃r, and d̃d are polynomials. Hence,

ẑ =
DyruΨd̃rnr

Γ
− (NyruNcyNyd +NyrdΨ)d̃dnd

Γ
. (3.92)

Assuming that Γ is asymptotically stable, the final value theorem implies that

lim
k→∞

zk = lim
z→1

(z− 1)ẑ

= lim
z→1

[
(z− 1)DyruΨd̃rnr

Γ
− (z− 1)(NyruNcyNyd +NyrdΨ)d̃dnd

Γ

]
= 0.

(3.93)

Example 3.2. Output-Feedback Control of the Two-Mass System with Harmonic

Command and Harmonic Disturbance.

For output-feedback control of the two-mass system described in Example 3.1 by

(3.64), (3.65), let ymeas = yr = q1, and thus C is omitted.

Consider the same harmonic command and harmonic disturbance as in Example 3.1.

The internal model is given by the cascade of two undamped oscillators (3.57) whose

frequencies are equal to the frequencies of the command and disturbance. Let x0 =

[0.2 m, 0 m/sec,−0.1 m, 0 m/sec]T, and x̂a,0 = 0. Let R1 = In+nim
, R2 = 1,

V1 = R1, V2 = R2. Let Pa,0 = In+nim
and Qa,0 = In+nim

. Figure 3.9 shows

the closed-loop response of the internal-model-based, output-feedback control of the

two-mass system.
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Figure 3.9: Example 3.2. Closed-loop responses.
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CHAPTER 4

FPRE CONTROL FOR LTV SYSTEMS

4.1 FPRE Control for Stabilization of LTV Systems

In many applications the increasing demands on the performance and more rigorous

specifications implied over a wide range of operating envelope, diminish the value of

LTI models as good approximations of the actual plant. In these cases, LTV models

which capture the time dependent characteristics of the plant, can provide a more

accurate description of a system. Time dependence may reveal itself as small in

magnitude time-varying perturbations of the nominal parameters of a LTI model. In

such a case, the control problem can still be approached from a perspective of LTI by

designing a control law which is robust with respect to the time-varying parameter

perturbations. However, in many nonlinear systems time dependence is quite strong

and the linear time-invariant approach is no longer adequate for modeling and control.

In these situations a plant can be modeled by a linear ordinary differential equation

with time-varying coefficients.

The design of control laws for LTV plants of the form ẋ(t) = A(t)x(t) + B(t)u(t)

using quadratic optimization criteria yields compensators whose parameters are com-

puted by solving a time-dependent Riccati differential equation [13, 68, 14]. Another

study established a compensator design methodology for LTV systems similar to the

popular H∞ robust control approach for LTI plants, where the control objectives are

expressed in terms of induced gains of certain closed-loop sensitivity operators [45].

The implementation of these controllers, however, requires great computational ef-

fort and becomes less attractive when there are limitations on the time allowed for the
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control law computations.

In this section FPRE control is applied for stabilization of LTV systems. Introduced

in [121, 28], FPRE control requires a forward-in-time solution of the control Riccati

equation, and therefore it does not require advance knowledge of the dynamics A(t),

B(t), C(t). Hence, it can be implemented on a time-varying system.

Three benchmark LTV systems are considered. The first system is the classical Math-

ieu equation, which is a second-order differential equation with a constant-plus- sinu-

soidal stiffness term. The second example is a two- degree-of-freedom rotating rigid

body with force applied to its center of mass in a direction that is fixed in the body

frame. The constant rotation of the body gives rise to LTV dynamics with rigid-body

instability and with a periodically time-varying input matrix. The last example, which

is developed in [26], is an elastic beam with periodic loading and transverse control

force. The equations of motion given in [26] have the form of a multi-degree-of-

freedom Mathieu equation.

4.1.1 Full-State-Feedback

For an LTV plant

ẋ(t) = A(t)x(t) +B(t)u(t), x(0) = x0, (4.1)

where x(t) ∈ Rn, u(t) ∈ Rm,A(t) ∈ Rn×n,B(t) ∈ Rn×m, and (A,B) is stabilizable,

the full-state-feedback control law is given by [121]

u(t) = K(t)x(t), (4.2)

where the controller gain K(t) is given by

K(t) = −R−1
2 BT(t)P (t), (4.3)

and P (t) is the solution of the forward-in-time differential Riccati equation

Ṗ (t) = AT(t)P (t) + P (t)A(t)− P (t)B(t)R−1
2 BT(t)P (t) +R1, (4.4)
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with a positive-semidefinite initial condition P (0) = P0, and where R1 ∈ Rn×n are

positive semidefinite and R2 ∈ Rm×m is positive definite.

Example 4.1. Stabilization of Mathieu equation using full-state feedback.

The Mathieu equation is given by [100]

q̈(t) + (α + β cos(ωt))q(t) = bu(t), (4.5)

where α, β, ω, and b are real numbers. Defining the state vector x(t)
4
= [q(t) q̇(t)]T

yields the LTV dynamics

ẋ(t) = A(t)x(t) +Bu(t), (4.6)

where

A(t) =

 0 1

−(α + β cos(ωt)) 0

 , B =

 0

b

 . (4.7)

Let α = 1, β = 1, b = 1, ω = 2, and x(0) = [2 2]T. Figure 4.1 shows the phase

portrait of the uncontrolled Mathieu equation for x(0) = [2 2]T and simulation time

t = 20 sec. The state trajectory diverges as t→∞.
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Figure 4.1: Example 4.1. Open-loop phase portrait of Mathieu equation.

Let R1 = I , R2 = 1 and consider three choices of P0, namely, P0 = 0, P0 = I ,

and P0 = 10I . Figure 4.2 shows the phase portrait of the closed-loop responses and

the control input. Pareto performance curves for FPRE for the Mathieu equation with

P0 = 0, P0 = I , and P0 = 10I for R2 ranging from 0.1 to 10 are given in Fig. 4.3.
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Figure 4.2: Example 4.1. Full-state feedback for Mathieu equation: closed-loop re-

sponses.
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Figure 4.3: Example 4.1. Full-state feedback for Mathieu equation: Pareto perfor-

mance tradeoff curves.

Example 4.2. Stabilization of a rotating disc using full-state feedback.

In this example, consider a disk that translates on a horizontal plane while rotating at

a constant rate ω. Position of the disc on a plane is given by the coordinates x(t) and

y(t), whereas ẋ(t) and ẏ(t) are linear velocities. Control is performed by a thruster,

located at the center of mass. The direction of the thrust is fixed with respect to the

disk body frame. The goal is to bring the center of mass of the disk to a specified

64



point. The dynamics are given by

x(t) =


x(t)

ẋ(t)

y(y)

ẏ(t)

 , A(t) =


0 1 0 0

0 0 0 0

0 0 0 1

0 0 0 0

 , B(t) =


0

cos(ωt)

0

sin(ωt)

 . (4.8)

The structure of the state matrix A(t) indicates unstable open-loop dynamics.

Let R1 = I , R2 = 10 and initial position x(0) = [1 m, 0 m/sec, 1 m, 0 m/sec]T.

Consider three choices of P0, namely, P0 = 0, P0 = I , and P0 = 10I . Figure 4.4

shows the phase portrait of the closed-loop responses and the control input. Pareto

performance curves for FPRE with P0 = 0, P0 = I , and P0 = 10I for R2 ranging

from 10 to 100 are given in Fig. 4.5.
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Figure 4.4: Example 4.2. Full-state feedback for the rotating disc: closed-loop re-

sponses.

4.1.2 Output-Feedback

Next, consider the case where the full-state measurement is not available, and the

output is given by

y(t) = C(t)x(t), (4.9)
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Figure 4.5: Example 4.2. Full-state feedback for the rotating disc: Pareto perfor-

mance tradeoff curves.

where y(t) ∈ Rl andC(t) ∈ Rn×l. The observer-based compensator is given by [121]

˙̂x(t) = A(t)x̂(t) +B(t)u(t) + F (t)(y(t)− C(t)x̂(t)), (4.10)

u(t) = K(t)x̂(t), (4.11)

where K(t) is the full-state-feedback control gain (4.3) observer gain F (t) is given

by

F (t) = Q(t)CT(t)V −1
2 , (4.12)

and Q(t) is the solution of the estimator Riccati equation

Q̇(t) = A(t)Q(t) +Q(t)AT(t)− C(t)CT(t)V −1
2 C(t)Q(t) + V1, (4.13)

with a positive-semidefinite initial condition Q(0) = Q0, and where V1 ∈ Rn×n is

positive semidefinite and V2 ∈ Rm×m is positive definite.

The closed-loop system of the LTV plant (4.1) and the observer-based compensator

(4.10). (4.11) is given by ẋ(t)

˙̂x(t)

 =

 A(t) B(t)K(t)

F (t)C(t) A(t)) +B(t)K(t)− F (t)C(t

 x(t)

x̂(t)

 . (4.14)

[121] gives the assumptions, under which the closed-loop system (4.14) is uniformly

exponentially stable.
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Example 4.3. Stabilization of Mathieu equation using output feedback.

Consider the Mathieu equation (4.7) with the parameters given in Example 4.1. For

the output feedback, consider C = [1 0]. Let R1 = I , R2 = 1, V1 = I , V2 = 1,

Q0 = I , and x̂(0) = 0. Consider three choices of P0, namely, P0 = 0, P0 = I ,

and P0 = 10I . Figure 4.6 shows the closed-loop responses, and Pareto performance

curves for R2 ranging from 0.1 to 10 are given in Fig. 4.7.
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Figure 4.6: Example 4.3. Output feedback for Mathieu equation: closed-loop re-

sponses.
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Figure 4.7: Example 4.3. Output feedback for Mathieu equation: Pareto performance

tradeoff curves.

Example 4.4. Stabilization of a rotating disc using output feedback.

Consider the problem of stabilization of a rotating disc (4.8) given in Example 4.2.

For the output feedback, letR1 = I ,R2 = 10, V1 = I , V2 = 1,Q0 = 0, and x̂(0) = 0.
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Consider three choices of P0, namely, P0 = 0, P0 = I , and P0 = 10I . Figure 4.8

shows the closed-loop responses, and Pareto performance curves for R2 ranging from

10 to 100 are given in Fig. 4.9.
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Figure 4.8: Example 4.4. Output feedback for the rotating disc: closed-loop re-

sponses.
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Figure 4.9: Example 4.4. Output feedback for the rotating disc: Pareto performance

tradeoff curves.

Example 4.5. Stabilization of elastic beam using output feedback.

Consider the axially loaded simply supported beam [54], shown in Fig. 4.10. The

equation of motion is given by

EI
∂4v

∂x4
+ (P1 + P2 cosωt)

∂2v

∂x2
+m

∂2v

∂t2
= 0. (4.15)
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Figure 4.10: Example 4.5. Simply supported beam.

For i = 1, 2, 3, ... the mode shapes φi(x) and the natural frequencies ωi are given by

φi(x) = sin( iπx
L

), ωi = i2π2

L2

√
EI
m
. (4.16)

Considering a solution of the form

v(x, t) =
r∑
i=1

fi(t)φi(x), (4.17)

the differential equation for fi(t) has the form

∂2fi
∂t2

+ ω2
i

(
1− P1 + P2 cosωt

P ∗i

)
fi = 0, (4.18)

where i = 1, 2, ... and

P ∗i
4
= i2EIπ2/L2 (4.19)

is the ith Euler buckling load. Define

Ωi
4
= ωi

√
1− P1

P ∗
i

µi
4
= P2

2(P ∗
i −P0)

, (4.20)

then (4.18) can be written in the form

∂2fi
∂t2

+ Ω2
i (1− 2µi cosωt)fi = 0. (4.21)

Define the state vector

x(t) =
[
f1(t) · · · fr(t) ḟ1(t) · · · ḟr(t)

]T

. (4.22)
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Assuming a transverse force u(t) concentrated at a single interior point xa, a mea-

surement is available at a single interior point xs, and disturbance acts at xd, yields

A(t) =

 0 I

M(t) 0

 ,
B(t) =

[
0 · · · 0 φ1(xa) · · · φr(xa)

]T

,

C(t) =
[
φ1(xs) · · · φr(xs) 0 · · · 0

]
,

D1(t) =
[

0 · · · 0 φ1(xd) · · · φr(xd)
]T

,

where

M(t)
4
=


Ω2

1(1− 2µ1 cosωt) ... 0
... . . . ...

0 · · · Ω2
r(1− 2µr cosωt)

 .
Consider an aluminum beam, with a length of 1 m, square cross-section of width 5

mm. Let xa = L/4, xs = L/3, xd = 3L/4, P1 = 30 N, P2 = 10 N, and ω = 10

rad/sec. The open-loop response is given in Fig. 4.11.
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Figure 4.11: Example 4.5. Open-loop response.

Consider two scenarios, namely, stabilization of the flexible beam, and stabilization

with a presence of a disturbance, given by a white noise sequence with standard de-

viation 2 N, which acts at the interior point xd which differs from xa, and xs

For the output feedback, let R1 = I , R2 = 0.001, V1 = I , V2 = 0.1, Q0 = 0, P0 = 0

and x̂(0) = 0. Figure 4.12 shows the phase portrait of the closed-loop responses and
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the control input. Pareto performance curves for R2 ranging from 0.001 to 0.1 are

given in Fig. 4.13.
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Figure 4.12: Example 4.5. Output feedback for the flexible beam: closed-loop re-

sponses.
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Figure 4.13: Example 4.5. Output feedback for the flexible beam: Pareto performance

tradeoff curves.

4.2 FPRE Control for Command Following and Disturbance Rejection

In this section the command following and disturbance rejection methods given in

Chapter 3 are applied to LTV plants with replacing the constant matrices A, B, H ,

C, D1 by the corresponding time-varying matrices A(t), B(t), H(t), C(t), D1(t) and

utilizing FPRE control.
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4.2.1 Tracking FPRE Control

For the command following and disturbance rejection problem, consider a linear

quadratic tracking controller, given in Chapter 3, section 3.1.1. Consider an LTV

plant in the form (3.1), (3.2), that is

ẋ(t) = A(t)x(t) +B(t)u(t) +D1(t)d(t), x(0) = x0, (4.23)

yr(t) = H(t)x(t), (4.24)

where A(t) ∈ Rn×n, B(t) ∈ Rn×m, D1(t) ∈ Rn×p, H(t) ∈ Rn×l. The tracking error

z(t) is given by (3.3), and consider a cost function

J(u)
4
=

1

2

∫ tf

0

[zT(t)R1z(t) + uT(t)R2u(t)]dt, (4.25)

where R1(t) ∈ Rl×l are positive semidefinite and R2(t) ∈ Rm×m is positive definite.

Assume that the state x(t) is measurable, however, unlike for the linear quadratic

optimal control, now it is assumed that the command signal r(t) and disturbance d(t)

are not known over the interval [0, tf ]. Thus, backward-in-time integration of (3.21)

cannot be performed, and therefore, optimal control (3.24) cannot be applied.

For FPRE control, the differential Riccati equation (3.20) is replaced by a forward

propagating differential Riccati equation [121] with the time-dependent coefficients

Ṗ (t) = P (t)A(t) + AT(t)P (t)− P (t)S(t)P (t) + V (t), (4.26)

where S(t)
4
= B(t)R−1

2 BT(t), V (t) = HT(t)R1H(t), and a positive-semidefinite

initial condition P (0) = P0. Similarly, (3.21) is replaced by a forward propagating

differential equation with time-dependent coefficients

ġ(t) = [AT(t)− P (t)S(t)]g(t) +W (t)r(t)− P (t)D1(t)d(t), (4.27)

where W (t)
4
= HT(t)R1, and an initial condition g(0) = g0. The control law is given

by

u(t) = −R−1
2 BT(t)[P (t)x(t)− g(t)] = K(t)x(t) +R−1

2 BT(t)g(t), (4.28)

where K(t) = −R−1
2 BT(t)P (t). The weighting matrices R1, R2 can be replaced by

time-varying weighting matrices R1(t), R2(t).
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Example 4.6. Tracking FPRE controller for the Mathieu equation

Consider the Mathieu equation in Example 4.1 given by (4.7), with the unmatched

disturbance

D1,cont(t) =
[

1 0
]
. (4.29)

Let yr = q, that is H = [1 0]. Let x0 = [−1 −1]T. Let R1 = I03, R2 = 0.1, Pa,0 = I ,

and g(0) = 0.

Consider a unit step command at t = 5 sec and unit step disturbance at t = 30 sec.

The closed-loop responses are shown in Fig. 4.14
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Figure 4.14: Example 4.6. Tracking FPRE control of the Mathieu equation: closed-

loop responses.

Next, consider the harmonic command r(t) = sin(Ω1t) m and the harmonic distur-

bance d(t) = 0.1 cos(Ω2t) N, with Ω1 = 0.5 rad/sec and Ω2 = 0.05 rad/sec. The

closed-loop responses are shown in Fig. 4.15

4.2.2 Internal-Model-Based FPRE Control

For the command following and disturbance rejection problem, consider an internal-

model-bases full-state-feedback and output-feedback control given in Chapter 3. For

LTV systems, the FPRE control law is used. Consider the discrete-time LTV system

xk+1 = Akxk +Bkuk +D1,kdk, (4.30)
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Figure 4.15: Example 4.6. Tracking FPRE control of the Mathieu equation: closed-

loop responses.

where Ak ∈ Rn×n, Bk ∈ Rn, and D1,k ∈ Rn. For full-state feedback, the control

law is given by (3.40), where the constant feedback gain Ka is replaced by the time-

varying feedback gain Ka,k given by (3.44), where the constant matrices A, B in

the augmented plant (3.38), (3.39) are replaced by the time-varying matrices Ak, Bk,

which results in the time-varying matrices Aa,k, Ba,k in place of Aa, Ba in (3.38),

(3.39), (3.44), (3.45).

For output feedback, the measurement ymeas given by (3.66) is used with the FPRE

control given by (3.44), (3.45), and the augmented observer-based compensator (3.76),

(3.77). The constant matrices A, B, C in (3.69), (3.70), (3.71) are replaced by the

time-varying matrices Ak, Bk, Ck. This results in the time-varying matrices Aa,k,

Ba,k, Ca,k replacing Aa, Ba, Ca in (3.44), (3.45), (3.69), (3.70), (3.71), (3.76), (3.77),

and the time-varying matrices Ac,k, Bc,k, Cc,k replacing Ac, Bc, Cc in (3.78), (3.79),

(3.80). The weighting matrices R1, R2 can be replaced by time-varying weighting

matrices R1,k, R2,k.

Example 4.7. Internal-model-based command following and disturbance rejec-

tion for the Mathieu equation

Consider the Mathieu equation given in continuous-time by (4.7), (4.29). The discrete-

time matrices Ak, Bk, Dk are obtained using (3.62).
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For full-state feedback, let yr = q. For output feedback, let ymeas = yr = q, and thus

C is omitted. Let x0 = [−1 −1]T, and let x̂a,0 = 0 for output feedback.

Consider a unit step command and unit step disturbance with the integrator internal

model (3.55). Let R1 = I , R2 = 10 for full-state feedback and output feedback, and

V1 = R1, V2 = 1 for output feedback. Let Pa,0 = P̄a and Qa,0 = Q̄a, where P̄a and

Q̄a are solutions of (3.43) and (3.75), respectively, with Aa = Aa,0, Ba = Ba,0, Ca =

Ca,0, assuming that (Aa,0, Ba,0) is stabilizable, (Aa,0, R1) is detectable, (Aa,0, Ca,0) is

detectable, and (Aa,0, V1) is stabilizable. Figure 4.16 shows that residual oscillations

at the stiffness frequency are present in the response x1 for output feedback but not

for full-state feedback.
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Figure 4.16: Example 4.7. Internal-model-based, full-state-feedback and output-

feedback control of the Mathieu equation: closed-loop responses.

To reduce the large transient values of the control input, the step command is replaced

with a combination of a ramp and a step. Let R1 = I , R2 = 108, V1 = R1, V2 = 1.

Let Pa,0 = P̄a and Qa,0 = Q̄a. The closed-loop response is shown in Fig. 4.17 for

the case of output feedback, where an undamped oscillator is included in the internal

model to suppress residual oscillations in the response x1 due to the time-varying

stiffness.

Next, consider the harmonic command rk = sin(Ω1k) m and the harmonic distur-

bance dk = 0.1 cos(Ω2k) N, with Ω1 = 0.005 rad/sample and Ω2 = 0.05 rad/sample.

For Ts = 0.01 sec, these discrete-time frequencies correspond to the continuous-time
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Figure 4.17: Example 4.7. Internal-model-based, full-state-feedback and output-

feedback control of the Mathieu equation: closed-loop responses.

frequencies 0.5 rad/sec and 5 rad/sec, respectively. The internal model is given by

the cascade of two undamped oscillators (3.57) whose frequencies are equal to the

frequencies of the command and stiffness frequency of Mathieu equation. Since the

disturbance frequency is close to the stiffness frequency, only stiffness frequency is

included in the internal model.

Let R1 = diag(I20.1I4, R2 = 102 for full-state feedback and output feedback, and

V1 = R1, V2 = 0.1 for output feedback. Let Pa,0 = I6 and Qa,0 = I6. Figure 4.18

shows the closed-loop responses for the full-state feedback and output feedback.
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Figure 4.18: Example 4.7. Internal-model-based, full-state-feedback and output-

feedback control of the Mathieu equation: closed-loop responses.
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CHAPTER 5

REVIEW OF SDRE CONTROL FOR NONLINEAR SYSTEMS

In this section SDRE control for nonlinear systems is considered. SDRE is a sys-

tematic approach of designing nonlinear feedback controllers that approximate the

solution of the infinite horizon optimal control problem and can be implemented in

real-time for a broad class of applications.

The examples considered are the Van der Pol oscillator and the rotational-translational

actuator (RTAC) [16, 64]. For each system, full-state feedback and output feedback is

applied, and comparisons of the relative accuracy of SDC and Jacobian pseudo-linear

models are performed. Next, SDRE control for tracking and disturbance rejection

problem is considered. A numerical example is given for the Van der Pol oscillator.

5.1 The SDRE Nonlinear Regulator

Consider the nonlinear plant

ẋ(t) = f(x(t)) + g(x(t))u(t), x(0) = x0, (5.1)

where x(t) ∈ Rn, u(t) ∈ Rm, and, for all x(t) and u(t), f(x(t)) ∈ Rn, g(x(t)) ∈
Rn×m, g(x(t)) 6= 0. For all x(t), f(x(t)) is continuously differentiable function of

x(t), that is, f(x(t)) ∈ Cl, and f(0) = 0 [36]. The the finite-horizon cost function is

given by

J(u) =

∫ ∞
0

[xT(t)R1(x(t))x(t) + uT(t)R2(x(t))u(t)] dt, (5.2)

where, for all x(t), R1(x(t)) ∈ Rn×n is positive semidefinite and R2(x(t)) ∈ Rm×m

is positive definite.

77



To simplify the notations, denote f(x(t))
4
= f(x), g(x(t))

4
= g(x),R1(x)

4
= R1(x(t)),

and R2(x)
4
= R2(x(t)).

5.1.1 State-Dependent-Coefficient Parameterization

As given in [29], extended linearization [53], also known as apparent linearization

[122] or SDC parameterization [35, 87], is the process of factorizing a nonlinear

system into a linear-like structure which contains SDC matrices.

Under conditions f(x) ∈ Cl and f(0) = 0, the nonlinear system (5.1) can be written

in the SDC form [33]

ẋ(t) = A(x)x(t) +B(x)u(t), (5.3)

where

f(x) = A(x)x(t), B(x) = g(x), (5.4)

where A(x)
4
= A(x(t)) ∈ Rn×n and B(x)

4
= B(x(t)) ∈ Rn×m. For n > 1 and under

condition that f(x(t)) is continuously differentiable function of x, there is infinite

number of ways to parameterize the nonlinear system to SDC form [36].

The non-uniqueness of the SDC parameterization brings additional degrees of free-

dom to the SDRE controller design [33]. Let A1(x) and A2(x) be two distinct SDC

parameterizations of f(x), that is, f(x) = A1(x)x = A2(x)x. Then

A(x, α(x)) = α(x)A1(x) + (1− α(x))A2(x) (5.5)

is an infinite family of SDC parameterizations for the nonlinear function f(x). In

general, for k + 1 distinct SDC parameterizations, the dimension of α(x) will be k

and A(x, α(x)) will be of the form

A(x, α(x)) = (1− αk)Ak+1(x) +
k∑
i=1

(
k∏
j=1

αj)(1− αi−1)Ai(x), (5.6)

where α0
4
= 0 [35]. If a hyper surface of parameterizations is formed to obtain

A(x, α(x)), yields the nonlinear feedback controller being parameterized by α(x).

The additional degrees of freedom available through α(x) provides design flexibility

that can be used to enhance performance or effect tradeoffs between performance,

optimality, stability, robustness, and disturbance rejection [33].
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5.1.2 Pseudo-Linear Model

Motivated by the extended Kalman filter, which uses a first order Taylor series expan-

sion of f(x), consider the approximation

f(x) ≈ AJ(x)x(t), (5.7)

where

AJ(x)
4
=
∂f(x)

∂x

∣∣∣∣
x(t)

. (5.8)

Note that the Jacobian AJ(x) of f(x) is not defined at an equilibrium, but rather is

updated along the state trajectory.

For full-state feedback with perfect measurements of the state, both A(x) and AJ(x)

can be used to update the feedback gain. However, when the state is not measured,

A(x) and AJ(x) must be evaluated at an estimate x̂(t) of x(t).

5.1.3 Full-State-Feedback

Assume that, for all x(t), (A(x), B(x)) is point-wise stabilizable in a linear sense.

The SDRE control law to minimize (5.2) is given by

u(t) = K(x)x(t), (5.9)

where the feedback gain is

K(x) = −R−1
2 (x)BT(x)P̄ (x), (5.10)

where P̄ (x) ∈ Rn×n is a unique, symmetric, positive-definite solution of the algebraic

state-dependent Riccati equation

P̄ (x)A(x) + AT(x)P̄ (x)− P̄ (x)B(x)R−1
2 (x)BT(x)P̄ (x) +R1(x) = 0. (5.11)

The SDRE control (5.9) yields the following closed-loop dynamics

ẋ(t) = f(x) +B(x)K(x)x(t). (5.12)
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The structure of SDRE control is the same as the infinite-horizon linear quadratic

regulator, where the coefficient matrices are state-dependent.

The selection of the SDC matrix A(x) has a significant effect on the controllability

of (A(x), B(x)). It should be noted, that, in general, for some arbitrary choice of

the SDC matrix A(x), the SDRE control (5.9), (5.10), (5.11) does not recover global

optimality with respect to the performance index (5.2) [29].

Issues related to the existence of the solution, local and global stability analysis, also

optimality analysis of SDRE control are discussed in [36, 87, 35, 60] and summarized

in [29].

5.1.4 Output-Feedback

For the output feedback, the measurement is given by

y(t) = C(x)x(t), (5.13)

where y(t) ∈ Rl and C(x) ∈ Rn×l. The observer-based compensator, which has the

same structure as (4.10), (4.11), is given by

˙̂x(t) = A(x)x̂(t) +B(x)u(t) + F (x)(y(t)− C(x)x̂(t)), (5.14)

u(t) = K(x)x̂(t), (5.15)

where K(x) is the full-state-feedback control gain (5.10), and the observer gain F (x)

is given by

F (x) = Q̄(x)CT(x)V −1
2 (x), (5.16)

and Q̄(t) is the solution of the algebraic state-dependent estimator Riccati equation

Q̄(x) = A(x)Q̄(x) + Q̄(x)AT(x)− C(x)CT(x)V −1
2 (x)C(x)Q̄(x) + V1(x), (5.17)

where V1(x) ∈ Rn×n is positive semidefinite and V2(x) ∈ Rm×m is positive definite.

The closed-loop system with the observer-based dynamic compensator (5.14) is given

by

ẋ(t) = f(x) +B(x)K(x)x̂(t), (5.18)

˙̂x(t) = (A(x) +B(x)K(x)− F (x)C(x))x̂(t) + F (x)C(x)x(t). (5.19)
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In the output feedback, since the full state is not available, we replace the state x in

the SDC matrices by its estimate x̂, resulting in A(x̂), B(x̂), C(x̂). If measurement

y includes components of x, then the corresponding components of x̂ in the SDC’s

are replaced by the measurements; the modified state estimate is denoted by x̃. Then,

for use in the observer-based compensator A(x̂), B(x̂), C(x̂) are replaced by A(x̃),

B(x̃), C(x̃).

5.2 Discrete-Time SDRE Control Formulation

This section gives formulation of the SDRE control in discrete time. The controller

structure is the same as in the continuous time. The difference of the discrete-time

control is in the expressions for the feedback control and observer gains, (5.10),

(5.16), and also in the algebraic control and estimator Riccati equations (5.11), (5.17).

5.2.1 Discrete-Time Full-State-Feedback

Consider the nonlinear plant (5.1) given in discrete time

xk+1 = f(xk) + g(xk)uk. (5.20)

Then, a discrete-time SDC model of (5.20) is given by

xk+1 = Akxk +Bkuk. (5.21)

where Ak
4
= A(xk) and Bk

4
= B(xk). The discrete-time full-state-feedback control

(5.9) is given in the form

uk = Kkxk, (5.22)

where the feedback gain Kk
4
= K(xk) is given by

Kk = −(BT
k P̄kBk +R2,k)

−1BT
k P̄kAk, (5.23)

and P̄k
4
= P̄ (xk) is the solution of a discrete-time algebraic state-dependent Riccati

equation

P̄k = AT
k P̄kAk − AT

k P̄kBk(B
T
k P̄kBk +R2,k)

−1BT
k P̄kAk +R1,k, (5.24)
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where R1,k ∈ Rn×n is positive semidefinite and R2,k ∈ Rm×m is positive definite.

The closed-loop dynamics is given by

xk+1 = f(xk) +BkKkxk. (5.25)

Numerical examples below illustrate application of the full-state-feedback SDRE

control for stabilization of nonlinear systems. System matrix Ak in (5.23), (5.24)

is given by either SDC A(xk) or a Jacobian AJ(xk), evaluated at the true state xk.

Example 5.1. Full-state-feedback SDRE control for stabilization of the Van der

Pol oscillator

In this example apply full-state-feedback SDRE control for stabilization of the Van

der Pol oscillator given by

q̈ − µ(1− q2)q̇ + q = bu, (5.26)

where µ > 0 and b 6= 0. Let the state vector x 4= [q q̇]T. Equation (5.26) involves

one nonlinear term −µx2
1x2, which can be factored in two ways, namely, −µx2

1x2 =

−(µx2
1)x2 = −(µx1x2)x1. Consequently, two SDC’s can be obtained, namely,

A1,cont(x) =

 0 1

−1 µ(1− x2
1)

 , (5.27)

A2,cont(x) =

 0 1

−µx1x2 µ

 . (5.28)

Note that every affine combination αA1,cont(x) + (1−α)A2,cont(x), where α is a real

number, is also an SDC. However, only the cases α = 1 and α = 0 are considered.

The Jacobian is given by

AJ,cont(x) =

 0 1

−(1 + 2µx1x2) µ(1− x2
1)

 . (5.29)

The input matrix is given by

Bcont = [0 b]T . (5.30)
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Let Ts = 0.01 sec, and the discrete-time model of VDP is obtained according to

(3.62). Define the corresponding discrete-time pseudo-linear dynamics matrices A1,

A2, AJ. Let µ = 0.15, b = 1, and x0 = [3 2]T.

Let R1 = 10I2, R2 = 0.1. Figure 5.1 shows the closed-loop responses.
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Figure 5.1: Example 5.1. Full-state-feedback SDRE control of the Van der Pol oscil-

lator.

For Pareto plot in Fig. 5.2, R1 = 10I2, and R2 ranges from 0.01 to 10.
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Figure 5.2: Example 5.1. Pareto performance tradeoff curves for full-state-feedback

SDRE control of the Van der Pol oscillator.

Example 5.2. Full-state-feedback SDRE control for stabilization of the RTAC

In this example full-state-feedback SDRE control is applied for stabilization of the

rotational-translational actuator (RTAC) [16, 64] shown in Fig. 5.3. The equations of
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motion are given by

(M +m)q̈ + bq̇ + kq = −me(θ̈ cos θ − θ̇2 sin θ) + d, (5.31)

(J +me2)θ̈ = −meq̈ cos θ + τ, (5.32)

where q and q̇ are the translational position and velocity of the cart, and θ and θ̇ are

the angular position and angular velocity of the rotating arm, respectively. M is the

mass of the cart, b is the damping coefficient, k is the spring stiffness, m is the mass

of the proof-mass, J is the moment of inertia of the arm, e is the length of the arm, τ

is the control torque applied to the arm, and d is the disturbance force on the cart. The

goal is to command the position of the cart. Parameters for the RTAC configuration

are given in Table 5.1.

Figure 5.3: Rotational-translational actuator.

Table 5.1: RTAC Parameters

Parameter Value Units
Mass of the cart (M ) 2 kg
Mass of the arm (m) 0.2 kg
Arm eccentricity (e) 0.1 m
Arm inertia (J) 0.0002 kg-m2

Spring stiffness (k) 200 N/m
Damping coefficient (b) 0.4 N-sec/m

For the state vector x = [q q̇ θ θ̇]T, the equations of motion have the form

ẋ = fcont(x) +Bcont(x)τ +D1,cont(x)d, (5.33)
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where

fcont(x)
4
=


x2

− kx1
δ(M+m)

− bx2
δ(M+m)

+
mex24 sinx3
δ(M+m)

x4

kε2x1 cosx3
δme

+ bε2x2 cosx3
δme

− ε2x24 sinx3 cosx3
δ

 , (5.34)

Bcont(x)
4
=


0

− ε2 cosx3
δme

0
ε2 cosx23+δ

δ(I+me2)

 , D1,cont(x)
4
=


0

1
δ(M+m)

0

ε2 cosx3
δme

 , (5.35)

where ε 4= me√
(J+me2)(M+m)

and δ , 1− ε2 cos2 x3.

The vector field (5.34) involves four nonlinear terms that can be factored. Note

that mex24 sinx3
δ(M+m)

can be factored in two ways, namely, mex24 sinx3
δ(M+m)

=
(
mex4 sinx3
δ(M+m)

)
x4 =(

mex24 sinx3
δ(M+m)x3

)
x3; kε

2x1 cosx3
δme

can be factored in one way, namely, kε
2x1 cosx3
δme

=
(
kε2 cosx3
δme

)
x1; bε

2x2 cosx3
δme

can be factored in one way, namely, bε
2x2 cosx3
δme

=
(
bε2 cosx3
δme

)
x2; and ε2x24 sinx3 cosx3

δ
can be factored in two ways, namely, ε

2x24 sinx3 cosx3
δ

=
(
ε2x4 sinx3 cosx3

δ

)
x4 =

(
ε2x24 sinx3 cosx3

δx3

)
x3. Consequently, four SDC’s can be ob-

tained in this way, namely,

A1,cont(x) =


0 1 0 0

− k
δ(M+m)

− b
δ(M+m)

0 mex4 sinx3
δ(M+m)

0 0 0 1

kε2 cosx3
δme

bε2 cosx3
δme

0 − ε2x4 sinx3 cosx3
δ

 , (5.36)

A2,cont(x) =


0 1 0 0

− k
δ(M+m)

− b
δ(M+m)

0 mex4 sinx3
δ(M+m)

0 0 0 1

kε2 cosx3
δme

bε2 cosx3
δme

− ε2x24 sinx3 cosx3
δx3

0

 , (5.37)

A3,cont(x) =


0 1 0 0

− k
δ(M+m)

− b
δ(M+m)

mex24 sinx3
δ(M+m)x3

0

0 0 0 1

kε2 cosx3
δme

bε2 cosx3
δme

0 − ε2x4 sinx3 cosx3
δ

 , (5.38)
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A4,cont(x) =


0 1 0 0

− k
δ(M+m)

− b
δ(M+m)

mex24 sinx3
δ(M+m)x3

0

0 0 0 1

kε2 cosx3
δme

bε2 cosx3
δme

− ε2x24 sinx3 cosx3
δx3

0

 . (5.39)

The Jacobian is given by

AJ,cont(x) =


0 1 0 0

A21 A22 A23 A24

0 0 0 1

A41 A42 A43 A44

 , (5.40)

where

A21 = − k

δ(M +m)
, A22 = − b

δ(M +m)
, A24 =

2εmx4 sinx3

(M +m)δ
,

A23 =
ε2 sin 2x3(kx1 + bx2)

(M +m)δ
+
εmx2

4 cosx3

(M +m)δ

(
1− 2ε2 sin2 x3

δ

)
A41 =

kε2 cosx3

mεδ
, A42 =

bε2 cosx3

mεδ
, A44 =

ε2x4 sin 2x3

δ
,

A43 =
ε2(kx1 + bx2) sinx3

δ2

(
δ − 2ε2 cos2 x3

)
+
ε2x2

4((ε2 − 2) cos 2x3 + ε2)

2δ2

(5.41)

Let Ts = 0.001 sec, and define the corresponding discrete-time SDC’s by A1, A2, A3,

A4, which are obtained using (3.62).

Let x0 = [0.05 m, 0.1 m/sec, π/6; rad, 0 rad/sec]T. Let R1 = diag(103I2, I2),

R2 = 1 for A1, A2, A3, A4, and let R1 = diag(100I2, I2), R2 = 5 for AJ . Figure 5.4

shows the closed-loop responses.

5.2.2 Discrete-Time Output-Feedback

For a discrete-time nonlinear plant (5.20), given in the SDC form (5.21), consider the

measurement in the following form

yk = C(xk)xk, (5.42)

where Ck
4
= C(xk). A discrete-time observer-based compensator is given by

x̂k+1 = (Ak +BkKk − FkCk)x̂k + Fkyk, (5.43)

uk = Kkx̂k. (5.44)
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Figure 5.4: Example 5.2. Full-state-feedback SDRE control of the RTAC.

where Ak, Bk, Ck are evaluated at the estimated state x̂k or x̃k. The regulator gain Kk

is the full-state-feedback gain (5.23), and the observer gain Fk
4
= F (xk) is given by

Fk = AkQ̄kC
T
k (CkQ̄kC

T
k + V2,k)

−1, (5.45)

where Q̄k
4
= Q̄(xk) in (5.45) is a solution of a discrete-time algebraic state-dependent

estimator Riccati equation

Q̄k = AkQ̄kA
T
k − AkQ̄kC

T
k (CkQ̄kC

T
k + V2,k)

−1CkQ̄kA
T
k + V1,k, (5.46)

where V1,k is positive semidefinite, and V2,k is positive definite. The discrete-time

closed-loop system with the observer-based dynamic compensator (5.43) has the form

(5.18), (5.19), and is given by

xk+1 = f(xk) +BkKkx̂k, (5.47)

x̂k+1 = (Ak +BkKk − FkCk)x̂k + FkCkxk. (5.48)

Example 5.3. Output-feedback SDRE control for stabilization of the Van der Pol

oscillator

In this example output-feedback SDRE control is applied for stabilization of the Van

der Pol oscillator (5.26) with the parameters given in Example 5.1. For the output

feedback, let C = [1 0]. SDC dynamics matrices and the Jacobian are given by

(5.27), (5.28), (5.29), and the control matrix is given by (5.30).
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Let µ = 0.15, b = 1, x0 = [3 2]T, and x̂0 = 0. Let R1 = 10I2, R2 = 1, V1 = I2, and

V2 = 0.1. Figure 5.5 shows the closed-loop responses.
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Figure 5.5: Example 5.3. Output-feedback SDRE control of the Van der Pol oscilla-

tor.

For Pareto plot in Fig. 5.6, R1 = 10I2, and R2 ranges from 0.01 to 10.
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Figure 5.6: Example 5.3. Pareto performance tradeoff curves for output-feedback

SDRE control of the Van der Pol oscillator.

Example 5.4. Output-feedback SDRE control for stabilization of the RTAC

In this example output-feedback SDRE control is applied for stabilization of the

rotational-translational oscillator (5.31), (5.32) in Example 5.2. The RTAC param-

eters are given in Table 5.1. SDC dynamics matrices and the Jacobian of the RTAC

model (5.33), (5.35) are given by (5.36), (5.37), (5.38), (5.39), and (5.40).

Let x0 = [0.05 m, 0.1 m/sec, π/6; rad, 0 rad/sec]T. Consider three cases of mea-
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surements that are available, namely, cart position, arm angle, cart position and arm

angle. In the first case, where only cart position measurements are available, output-

feedback SDRE failed to stabilize the plant for all SDC’sA1,A2,A3,A4, and Jacobian

AJ.

In the second case, where arm angle measurements are available, letR1 = diag(102I2, I2),

R2 = 1 for A1, A2, A3, A4, and R1 = I4, R2 = 1 for AJ. Let V1 = I4, V2 = 0.1 for

A1, A2, A3, A4, AJ . The closed-loop responses are shown in Fig. 5.7.
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Figure 5.7: Example 5.4. Output-feedback SDRE control of the RTAC with arm angle

measurements.

In the third case, where cart position and arm angle measurements are available, let

R1 = diag(102I2, I2), R2 = 1, V1 = I4, V2 = 0.1I2 for A1, A2, A3, A4, AJ . The

closed-loop responses are shown in Fig. 5.8.

5.3 Tracking SDRE Control

SDRE control for command following and disturbance rejection is based on the

infinite-time linear quadratic tracking and disturbance rejection optimal control, given

in Section 3 for LTI plants. The same controller structure as it is given for LTI sys-

tems is used, with the constant matrices A, B, H replaced by the state-dependent

coefficient matrices.
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Figure 5.8: Example 5.4. Output-feedback SDRE control of the RTAC with cart

position and arm angle measurements.

Consider a nonlinear plant

ẋ(t) = f(x) + g(x)u(t) +D1(x)d(t), x(0) = x0, (5.49)

yr(t) = H(x)x(t). (5.50)

where x(t) ∈ Rn, u(t) ∈ Rm, d(t) ∈ Rp, yr ∈ Rl, and, for all x(t) and u(t),

f(x) ∈ Rn, g(x) ∈ Rn×m, H(x) ∈ Rl×n.

Let the SDC form of (5.49), (5.50) be given by

ẋ(t) = A(x)x(t) +B(x)u(t) +D1(x)d(t), x(0) = x0, (5.51)

yr(t) = H(x)x(t), (5.52)

where it is assumed that (A(x), B(x)) is stabilizable. Note that this structure is the

same as (3.1), (3.2) but the constant matrices are replaced by the matrices with the

state-dependent coefficients. Let r(t) ∈ Rl be a command signal, and the control

objective is to make the output yr(t) to track the command signal r(t) and reject a

disturbance d(t). It is assumed that the state x(t) is measurable. The tracking error is

given by

z(t) = r(t)− yr(t) = r(t)−H(x)x(t), (5.53)

and the performance index given by

J(u)
4
=

1

2

∫ ∞
0

[zT(t)R1(x)z(t) + uT(t)R2(x)u(t)]dt, (5.54)
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Note that (5.54) differs from (3.25) by the state-dependent weights R1(x) and R2(x).

Define

S(x)
4
= B(x)R−1

2 (x)BT(x), (5.55)

W (x)
4
= HT(x)R1(x), (5.56)

V (x)
4
= HT(x)R1(x)H(x), (5.57)

For slow varying command r(t) and disturbance d(t), the SDRE control for com-

mand following and disturbance rejection is given in the form (3.30) with the state-

dependent feedback gains

u(t) = K(x)x(t) +Kr(x)r(t) +Kd(x)d(t), (5.58)

where

K(x) = −R−1
2 (x)BT(x)P̄ (x), (5.59)

Kr(x) = −R−1
2 (x)BT(x)

(
AT(x)− P̄ (x)S(x)

)−1
W (x), (5.60)

Kd(x) = R−1
2 (x)BT(x)

(
AT(x)− P̄ (x)S(x)

)−1
P̄ (x)D1(x), (5.61)

where P̄ (x) is is a unique, symmetric, positive-definite solution of the algebraic State-

Dependent Riccati Equation (5.11).

Example 5.5. Command following and disturbance rejection SDRE control of

the Van der Pol oscillator

In this example tracking SDRE control is applied. Consider the Van der Pol oscillator

(5.26) with the SDC model given by (5.27), (5.30). For an unmatched disturbance,

D1 be given by

D1 = [1 0]T , (5.62)

Let µ = 0.15, b = 1, and x0 = [0 0]T. For command following, let H = [1 0], that is,

yr = x1.

Consider a unit step command at t = 1 sec, and a unit step disturbance at t =

10 sec. Let R1 = 1 and R2 = 0.01. Figure 5.9 shows the closed-loop responses.

Next, consider a harmonic command r(t) = sin(Ω1t), and harmonic disturbance
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Figure 5.9: Example 5.5. SDRE control of the Van der Pol oscillator with a step

command and step disturbance.
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Figure 5.10: Example 5.5. SDRE control of the Van der Pol oscillator with a harmonic

command and harmonic disturbance.

d(t) = 0.1 cos(Ω)2t), where Ω1 = 0.5 rad/sec, Ω2 = 5 rad/sec. Let R1 = 100 and

R2 = 0.01. Figure 5.10 shows the closed-loop responses.
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CHAPTER 6

FPRE CONTROL FOR NONLINEAR SYSTEMS

FPRE control for nonlinear systems uses analogous approach as FPRE control for

LTV systems given in Chapter 4. In this Chapter, full-state-feedback and output-

feedback FPRE control is applied for stabilization of nonlinear systems. Next, track-

ing FPRE and internal-model-based FPRE control for command following and dis-

turbance rejection for nonlinear systems is implemented. Also additional numerical

investigation of the performance and robustness of the internal-model-based FPRE

control is given in this Chapter.

6.1 FPRE Control for Stabilization of Nonlinear Systems

This section provides discrete-time formulations for the full-state-feedback and output-

feedback FPRE control for nonlinear systems.

6.1.1 Full-State-Feedback

Consider the nonlinear discrete-time plant (5.20), given in a SDC form (5.21). The

control law is given by

uk = Kkxk, (6.1)

where the feedback gain Kk
4
= K(xk) is given by

Kk = −(BT
k PkBk +R2,k)

−1BT
k PkAk, (6.2)
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and Pk
4
= P (xk) is the solution of a state-dependent difference Riccati equation

Pk+1 = AT
kPkAk − AT

kPkBk(B
T
k PkBk +R2,k)

−1BT
k PkAk +R1,k, (6.3)

where R1,k ∈ Rn×n is positive semidefinite and R2,k ∈ Rm×m is positive definite.

Note that FPRE control law (6.1) has the same structure as the control law (5.22) of

the SDRE control. The difference is that for SDRE a state-dependent algebraic Ric-

cati equation (5.11) is solved at each instant, assuming that, for all xk, (A(xk), B(xk))

is point-wise stabilizable, whereas, for FPRE, stabilizability of (A(xk), B(xk)) is not

required for the forward propagation of the state-dependent difference Riccati equa-

tion (6.3).

Example 6.1. Full-state-feedback FPRE control for stabilization of the Van der

Pol oscillator

In this example full-state-feedback FPRE control is applied for stabilization of the

Van der Pol oscillator (5.26) with the parameters given in Example 5.1. SDC dy-

namics matrices and the Jacobian are given by (5.27), (5.28), (5.29), and the control

matrix is given by (5.30). Let µ = 0.15, b = 1, and x0 = [3 2]T. Let R1 = 10I2,

R2 = 0.1, and initial condition for FPRE is P0 = I2. Figure 6.1 shows the closed-loop

responses.
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Figure 6.1: Example 6.1. Full-state-feedback FPRE control of the Van der Pol oscil-

lator.

For Pareto plot in Fig. 6.2, R1 = 10I2, and R2 ranges from 0.01 to 10.
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Figure 6.2: Example 6.1. Pareto performance tradeoff curves for full-state-feedback

FPRE control of the Van der Pol oscillator.

Example 6.2. Full-state-feedback FPRE control for stabilization of the RTAC

In this example full-state-feedback FPRE control is applied for stabilization of the

rotational-translational oscillator (5.31), (5.32), with the parameters given in Example

5.2. SDC dynamics matrices and the Jacobian of the RTAC model (5.33), (5.35) are

given by (5.36), (5.37), (5.38), (5.39), (5.40).

Let x0 = [0.05 m, 0.1 m/sec, π/6; rad, 0 rad/sec]T. Let R1 = diag(103I2, I2),

R2 = 1, for A1, A2, A3, A4, and let R1 = diag(102I2, I2), R2 = 1, for AJ. The initial

condition for FPRE is P0 = I4. The closed-loop responses are shown in Fig. 6.3. .
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Figure 6.3: Example 6.1. Full-state-feedback FPRE control of the RTAC.
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6.1.2 Output-Feedback

Consider a discrete-time nonlinear plant (5.20), given in the SDC form (5.21), and the

measurement is given by (5.42). For FPRE control, an observer-based compensator

has the same structure as in SDRE case (5.43), (5.44), that is

x̂k+1 = (Ak +BkKk − FkCk)x̂k + Fkyk, (6.4)

uk = Kkx̂k, (6.5)

where the regulator gainKk is the full-state-feedback gain (6.2) computed using (6.3),

and the observer gain Fk
4
= F (xk) is given by

Fk = AkQkC
T
k (CkQkC

T
k + V2,k)

−1, (6.6)

where Qk
4
= Q(xk) in (6.6) is a solution of a discrete-time state-dependent difference

estimator Riccati equation

Qk+1 = AkQkA
T
k − AkQkC

T
k (CkQkC

T
k + V2,k)

−1CkQkA
T
k + V1,k, (6.7)

where V1,k is positive semidefinite, and V2,k is positive definite.

Same as for output-feedback SDRE control, since the full state is not available, the

state xk in the SDC matrices is replaced by its estimate x̂k, resulting in A(x̂k), B(x̂k),

C(x̂k). If measurement yk includes components of xk, then the corresponding compo-

nents of x̂k are replaced by the measurements; the modified state estimate is denoted

by x̃k. Then, for use in the observer-based compensator A(x̂k), B(x̂k), C(x̂k) are

replaced by A(x̃k), B(x̃k), C(x̃k)

Example 6.3. Output-feedback FPRE control for stabilization of the Van der Pol

oscillator

In this example output-feedback FPRE control is applied for stabilization of the Van

der Pol oscillator (5.26) with the parameters given in Example 5.1. SDC dynamics

matrices and the Jacobian are given by (5.27), (5.28), (5.29), and the control matrix

is given by (5.30). Let µ = 0.15, b = 1, and x0 = [3 2]T. For the output feedback,

assume that measurements of x1 are available, and thus, C = [1 0]. Let R1 = 10I2,

R2 = 1, V1 = I2, V2 = 0.1. Let x̂0 = 0 and initial conditions for FPRE are P0 = I2,

Q0 = I2. Figure 6.4 shows the closed-loop responses.
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Figure 6.4: Example 6.3. Output-feedback FPRE control of the Van der Pol oscillator.

For Pareto plot in Fig. 6.5, R1 = 10I2, and R2 ranges from 0.01 to 10.
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Figure 6.5: Example 6.3. Pareto performance tradeoff curves for output-feedback

FPRE control of the Van der Pol oscillator.

Example 6.4. Output-feedback FPRE control for stabilization of the RTAC

In this example output-feedback FPRE control is applied for stabilization of the

rotational-translational oscillator (5.31), (5.32), with the parameters given in Exam-

ple 5.2. SDC dynamics matrices and the Jacobian of the RTAC model (5.33), (5.35)

are given by (5.36), (5.37), (5.38), (5.39), (5.40).

Let x0 = [0.05 m, 0.1 m/sec, π/6; rad, 0 rad/sec]T. Consider three cases of mea-

surements that are available, namely, cart position, arm angle, cart position and arm

angle. In the first case, where only cart position measurements are available, let

R1 = diag(102I2, I2), R2 = 0.01, V1 = I4, V2 = 0.01. Let x̂0 = 0, and initial
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conditions for FPRE are P0 = I4, Q0 = I4. The closed-loop responses are shown in

Fig. 6.6.
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Figure 6.6: Example 6.4. Output-feedback FPRE control of the RTAC with cart

position measurements.

In the second case, where arm angle measurements are available, let

R1 = diag(102I2, I2), R2 = 0.1 for A1, A2, A3, A4, andR1 = diag(10I2, I2), R2 = 1

for AJ V1 = I4, V2 = 0.1 for A1, A2, A3, A4, AJ . Let x̂0 = 0, and initial conditions

for FPRE are P0 = I4, Q0 = I4. The closed-loop responses are shown in Fig. 6.7.
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Figure 6.7: Example 6.4. Output-feedback FPRE control of the RTAC with arm angle

measurements.

In the third case, where cart position and arm angle measurements are available, let

R1 = diag(102I2, I2), R2 = 1, V1 = I4, V2 = 0.1I2 for A1, A2, A3, A4, AJ . Let
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x̂0 = 0, and initial conditions for FPRE are P0 = I4, Q0 = I4. The closed-loop

responses are shown in Fig. 6.8, and illustrate that SDRE with AJ executes poor

performance in stabilizing the plant.
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Figure 6.8: Example 6.4. Output-feedback FPRE control of the RTAC with cart

position and arm angle measurements.

6.2 FPRE for Command Following and Disturbance Rejection

For FPRE control for command following and disturbance rejection for nonlinear

systems, nonlinear dynamics is considered to be given in a state-dependent coefficient

form ẋ(t) = A(x)x(t) +B(x)u(t) +D1(x)d(t). Next, the same approach as given in

Chapter 4 for LTV systems is applied for tracking FPRE control and internal-model-

based FPRE control, but now the time-varying matricesA(t),B(t),H(t), C(t),D1(t)

are replaced by the corresponding SDC matrices A(x), B(x), H(x), C(x), D1(x) .

The detailed procedure is given below.

6.2.1 Tracking FPRE Control

Consider a nonlinear plant (5.49), (5.50), which is given in the SDC form (5.51),

(5.52). The control law is given by

u(t) = −R−1
2 (x)BT(x)[P (x)x(t)− g(x)]

= K(x)x(t) +R−1
2 (x)BT(x)g(t), (6.8)
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where the full-state feedback gain K(x) is given by

K(x) = −R−1
2 (x)BT(x)P (x), (6.9)

P (x) and g(x) are the solutions of the forward propagating differential equations with

state-dependent coefficients

Ṗ (x) = P (x)A(x) + AT(x)P (x)− P (x)S(x)P (x) + V (x), (6.10)

ġ(x) = [AT(x)− P (x)S(x)]g(x) +W (x)r(t)− P (x)D1(x)d(t), (6.11)

with a positive-semidefinite initial condition P (0) = P0 for (6.10), and an initial

condition g(0) = g0 for (6.11). Note that, S(x), W (x), V (x) are defined by (5.55),

(5.56), (5.57).

Example 6.5. Command following and disturbance rejection FPRE control of

the Van der Pol oscillator

Consider the Van der Pol oscillator (5.26) with the SDC model given by (5.27), (5.30).

For an unmatched disturbance, D1 be given by (5.62). Let µ = 0.15, b = 1, and

x0 = [0 0]T. For command following, let H = [1 0], that is, yr = x1.

Consider a unit step command at t = 1 sec, and a unit step disturbance at t = 10 sec.

LetR1 = 1 andR2 = 0.01, and initial conditions for FPRE control are P (0) = I2 and

g(0) = 0. Figure 6.9 shows the closed-loop responses. Next, consider a harmonic

command r(t) = sin(Ω1t), and harmonic disturbance d(t) = 0.1 cos(Ω)2t), where

Ω1 = 0.5 rad/sec, Ω2 = 5 rad/sec. Let R1 = 100 and R2 = 0.01. Figure 6.10 shows

the closed-loop responses.

6.2.2 Internal-Model-Based FPRE Control

In this section a discrete-time formulation for the internal-model-based FPRE control

for command following and disturbance rejection is presented. This control approach

is analogous to the internal-model-based FPRE control for LTV systems, given in

Chapter 4.

Consider the discrete-time nonlinear system

xk+1 = f(xk, uk) +D1(xk)dk, x0 = x0, (6.12)
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Figure 6.9: Example 6.5. FPRE control of the Van der Pol oscillator with a step

command and step disturbance.
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Figure 6.10: Example 6.5. FPRE control of the Van der Pol oscillator with a harmonic

command and harmonic disturbance.

where xk ∈ Rn, uk ∈ R, dk ∈ R, and, for all xk ∈ Rn and uk ∈ R, f(xk, uk) ∈ Rn.

It is assumed that (6.12) can be written in the SDC form

xk+1 = A(xk)xk +B(xk)uk +D1(xk)dk, (6.13)

where A(xk) ∈ Rn×n, B(xk) ∈ Rn, and D1(xk) ∈ Rn. Following sections give the

full-state-feedback and output-feedback internal-model-based FPRE control.
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6.2.2.1 Full-State Feedback

For internal-model-based full-state feedback, consider the nonlinear system (6.12) in

SDC form (6.13). For the command r and the output yr given by (3.35), the command-

following error is given by (3.36). For nonlinear systems, replace the constant ma-

trices A, B, D1 in the augmented plant (3.38), (3.39) by the SDC matrices A(xk),

B(xk), D1(xk), which results in the SDC matrices Aa(xk), Ba(xk). Thus, the control

law is given by (3.40) and utilizes FPRE control (3.44), (3.45) with the constant ma-

trices Aa, Ba replaced by the SDC matrices Aa(xk), Ba(xk). The weighting matrices

R1, R2 in (3.44) and (3.45) can be replaced by state-dependent weighting matrices

R1(xk), R2(xk).

6.2.2.2 Output Feedback

In place of (6.12), assume that the measurements have the form

ymeas,k = h(xk), (6.14)

where ymeas,k ∈ Rm and h : Rn → Rm. Assume that (6.14) can be written in the form

ymeas,k = Cmeas(xk)xk, (6.15)

where Cmeas(xk) ∈ Rm×n. Then, (6.15) can be written in the form of (3.66) as

ymeas,k =

 yr,k

yk

 = Cmeas(xk)xk, (6.16)

where Cmeas(xk) =

 H

C(xk)

, H ∈ R1×n, and C(xk) ∈ R(m−1)×n.

Note that the state x in the coefficient matrices in (6.13) and (6.16) is replaced by its

estimate x̂, resulting in A(x̂), B(x̂), C(x̂), D1(x̂). If ymeas includes components of x,

then the corresponding components of x̂ in the SDC’s are replaced by the measure-

ments; the modified state estimate is denoted by x̃. Then, for use in the observer-based

compensator A(x̂), B(x̂), C(x̂), D1(x̂) are replaced by A(x̃), B(x̃), C(x̃), D1(x̃).

The internal-model-based output-feedback control law for nonlinear systems uses the

FPRE control (3.44), (3.45) and the augmented observer-based compensator (3.76),
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(3.77), and is obtained using (3.78)-(3.80) with the matrices A, B, C in (3.69), (3.70)

replaced by A(x̃k), B(x̃k), C(x̃k), the matrices Aa, Ba, Ca in (3.44), (3.45), (3.69),

(3.70), (3.76), (3.77) replaced byAa(x̃k),Ba(x̃k),Ca(x̃k), and the matricesAc,Bc,Cc

in (3.78), (3.79), (3.80) replaced by Ac(x̃k), Bc(x̃k), Cc(x̃k). The weighting matrices

R1, R2, V1, V2 in (3.44), (3.45), (3.76) and (3.77) can be replaced by state-dependent

weighting matrices R1(x̃k), R2(x̃k), V1(x̃k), V2(x̃k).

6.2.2.3 Numerical Investigation of Performance and Robustness

In the absence of theoretical guarantees as in the case of LQG control of LTI plants,

the performance of the FPRE full-state-feedback and output-feedback controllers de-

pends strongly on the choice of the weighting matrices R1, R2, V1, V2. In particu-

lar, the key challenge is to choose R1, R2 so that the solution Pk of (3.45) remains

bounded.

Another aspect of FPRE control is the choice of the initial condition Pa,0 in (3.45).

The choice Pa,0 = αIn+nim
, where α ≥ 0, typically provides a convergent solution

Pa,k. However, increasing α tends to increase the transient control input u. For non-

linear systems, another “good" choice for Pa,0 is a solution P̄a of the ARE, obtained

using the SDC matrices Aa(xk) and Ba(xk), which are evaluated at the initial state

x0; however, this requires that (Aa(x0), Ba(x0)) be stabilizable. These and related

issues are investigated in the following examples.

Example 6.6. Internal-model based FPRE control for command following and

disturbance rejection of the Van der Pol oscillator.

Consider the Van der Pol oscillator (5.26), with the SDC parameterizations given by

(5.27), (5.28), and the input matrix (5.30). For an unmatched disturbance, let D1 be

given by (4.29). Let Ts = 0.01 sec, and define the corresponding discrete-time SDC’s

by A1 and A2.

For full-state feedback, let yr = q. For output feedback, let ymeas = yr = q, and

thus C is omitted. Let µ = 0.15, b = 1, x0 = [0.5 0.5]T, and x̂a,0 = 0 for output

feedback. Consider a harmonic command rk = sin(Ω1k), and harmonic disturbance

dk = cos(Ω2k), with Ω1 = 0.01 rad/sample and Ω2 = 0.05 rad/sample.
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Let R1 = I6, R2 = 108 for full-state feedback and output feedback, and let V1 = R1,

V2 = 1 for output feedback. Let Pa,0 = P̄a and Qa,0 = Q̄a, where P̄a and Q̄a are

solutions of (3.43) and (3.75) with the coefficients Aa = Aa(x0), Ba = Ba(x0),

Ca = Ca(x0). Figures 6.11 and 6.12 show the closed-loop responses for full-state

feedback and output feedback, respectively.
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Figure 6.11: Example 6.6. Internal-model-based, full-state-feedback FPRE control

of the Van der Pol oscillator.
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Figure 6.12: Example 6.6. Internal-model-based, output-feedback FPRE control of

the Van der Pol oscillator.

Example 6.7. Internal-model based FPRE control for command following and

disturbance rejection of the RTAC.

Consider the rotational-translational oscillator actuator given in Example 5.2 (5.31),
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(5.32). SDC dynamics of RTAC model (5.33) are given by (5.35), (5.36), (5.37),

(5.38), (5.39). Parameters are given in Table 5.1.

The goal is to make the cart follow a harmonic trajectory in the presence of a harmonic

disturbance acting on the cart. For full-state feedback and output feedback, let yr = q.

For output feedback, the cart position and arm angle are measured, that is, ymeas =

[q θ]T, and thus C = [0 0 1 0]. Let x0 = [0.05 m, 0 m/sec, π/6 rad, 0 rad/sec]T,

and let x̂a,0 = 0 for output feedback.

Consider a harmonic command rk = 0.015 sin(Ωk) m, and harmonic disturbance

dk = 0.1 cos(Ωk) N, with the frequency Ω = 0.007 rad/sample, which corresponds

to the continuous-time frequency 7 rad/sec. The damped natural frequency of the

RTAC is approximately 0.01 rad/sample with a damping ratio of 8%. Let R1 =

diag(103I4, 10−3I2), R2 = 1 for full-state feedback and output feedback, and V1 =

diag(I4, 104I2), V2 = I2 for output feedback. Let Pa,0 = In+nim
and Qa,0 = In+nim

.

The responses for full-state feedback and output feedback are shown in Figures 6.13

and 6.14, respectively, where all SDC’s provide similar state responses. However,

the control inputs for A1 and A2 exhibit oscillations with larger magnitudes than the

control inputs for A3 and A4.
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Figure 6.13: Example 6.7. Internal-model-based, full-state-feedback control of the

RTAC.

To investigate the range of commendable amplitudes and frequencies in the absence

of disturbances, consider harmonic commands with amplitude ranging within

[0.005, 0.12] m and frequency ranging within [0.005, 0.02] rad/sample. Figure 6.15
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Figure 6.14: Example 6.7. Internal-model-based, output-feedback control of the

RTAC.

shows the achievable amplitudes and frequencies for output feedback using SDC

A1. "×" denotes amplitude/frequency values for which command-following was not

achieved. Note that, for command frequencies close to the undamped natural fre-

quency of RTAC, the controller is able to follow commands with larger amplitudes.
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Figure 6.15: Example 6. Amplitude vs frequency for internal-model-based, output-

feedback control of the RTAC.

Example 6.8. Internal-model based FPRE control for command following and

disturbance rejection for the ball and beam.

The ball and beam, shown in Fig. 6.16, consists of a symmetric beam with inertia J

that rotates in a vertical plane by applying a torque τ . A ball of massM slides without
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friction along the beam. The goal is controlling the position q of the ball along the

beam.

Figure 6.16: Ball and beam system.

Neglecting the inertia of the ball, the equations of motion of the ball and beam are

given by [102, 59]

q̈ + g sin θ − qθ̇2 = 0, (6.17)

(Mq2 + J)θ̈ + 2Mqq̇θ̇ +Mgq cos θ = τ. (6.18)

For the state vector x 4= [q q̇ θ θ̇]T, (6.17), (6.18) can be written as

ẋ1 = x2, (6.19)

ẋ2 = −g sinx3 + x1x
2
4, (6.20)

ẋ3 = x4, (6.21)

ẋ4 = − 2M

Mx2
1 + J

x1x2x4 −
Mg

Mx2
1 + J

x1 cosx3 +
1

Mx2
1 + J

τ. (6.22)

The ball and beam equations (6.19)-(6.22) involve four nonlinear terms that can be

factored. Note that sinx3 can be factored in one way, namely, sinx3 = ((sinx3)/x3)x3;

x1x
2
4 can be factored in two ways, namely, x1x

2
4 = (x1x4)x4 = (x2

4)x1; x1x2x4 can

be factored in three ways, namely, x1x2x4 = (x1x2)x4 = (x1x4)x2 = (x2x4)x1; and

x2 cosx3 can be factored in one way, namely, x2 cosx3 = (cosx3)x2. Consequently,
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six SDC’s can be obtained in this way, namely,

A1,cont(x) =


0 1 0 0

x2
4 0 −g sinx3

x3
0

0 0 0 1

−Mg cosx3+2Mx2x4
Mx21+J

0 0 0

 ,

A2,cont(x) =


0 1 0 0

x2
4 0 −g sinx3

x3
0

0 0 0 1

−Mg cosx3
Mx21+J

−2Mx1x4
Mx21+J

0 0

 ,

A3,cont(x) =


0 1 0 0

x2
4 0 −g sinx3

x3
0

0 0 0 1

−Mg cosx3
Mx21+J

0 0 −2Mx1x2
Mx21+J

 ,

A4,cont(x) =


0 1 0 0

0 0 −g sinx3
x3

x1x4

0 0 0 1

−Mg cosx3+2Mx2x4
Mx21+J

0 0 0

 ,

A5,cont(x) =


0 1 0 0

0 0 −g sinx3
x3

x1x4

0 0 0 1

−Mg cosx3
Mx21+J

−2Mx1x4
Mx21+J

0 0

 ,

A6,cont(x) =


0 1 0 0

0 0 −g sinx3
x3

x1x4

0 0 0 1

−Mg cosx3
Mx21+J

0 0 −2Mx1x2
Mx21+J

 .

The control matrix is Bcont(x) = [0 0 0 1/(Mx2
1 + J)]

T, and the unmatched distur-

bance D1,cont = [0 1 0 0]T is applied to the ball. Let Ts = 0.001 sec, and define the

corresponding discrete-time SDC’s by A1, A2, A3, A4, A5, A6. Parameters for this

system are given in Table 6.1.

For full-state feedback and output feedback, let yr = q. For output feedback, the

108



Table 6.1: Ball and Beam Parameters

Parameter Value Units
Ball mass (M ) 0.1 kg
Ball radius (R) 0.015 m
Beam inertia (J) 10−5 kg-m2

Gravitational acceleration (g) 9.8 m/sec2

ball position and the beam angle are measured, that is, ymeas = [q θ]T, and thus

C = [0 0 1 0]. Let x0 = [0.02 m, 0.1 m/sec, 0 rad, 0 rad/sec]T, and x̂a,0 = 0 for

output feedback. The harmonic command r and harmonic disturbance d are given by

rk = 0.1 sin(Ωk) m and dk = 0.2 cos(Ωk) N, with Ω = 0.001 rad/sample.

Let R1 = diag(1, 102I2, 104, 0.1I2), R2 = 104 for full-state feedback and output

feedback, and V1 = diag(I4, 104I2), V2 = I2 for output feedback. Let Pa,0 = P̄a and

Qa,0 = Q̄a. Figures 6.17 and 6.18 show the responses for the six SDC’s for full-state

feedback and output feedback. Note that A1, A2, A3 provide similar performance,

whereas high-frequency oscillations are present in the responses for A4, A5, A6.

Let R2 = 105, Figures 6.19 and 6.20 show that the high-frequency oscillations are

removed, and all six SDC’s give similar responses.
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Figure 6.17: Example 6.8. Internal-model-based, full-state-feedback FPRE control

of the ball and beam.

Now, the frequency of the command and disturbance is increased to Ω = 0.005

rad/sample. All six SDC’s give similar responses for both full-state feedback and
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Figure 6.18: Example 6.8. Internal-model-based, output-feedback FPRE control of

the ball and beam.

0 5000 10000 15000
−0.1

0

0.1

x
1

 

 

0 5000 10000 15000

−0.2
0

0.2
0.4

x
2

0 5000 10000 15000
−0.5

0

0.5

x
3

0 5000 10000 15000
−10

0

10

x
4

Time step (k)

Command

A
1

A
2

A
3

A
4

A
5

A
6

(a) State trajectories

0 5000 10000 15000
−1

0

1

u

0 5000 10000 15000
−30

−20

−10

0

lo
g

|z
|

Time step (k)

(b) Control input and command-following error

Figure 6.19: Example 6.8. Internal-model-based, full-state-feedback FPRE control

of the ball and beam.
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Figure 6.20: Example 6.8. Internal-model-based, output-feedback FPRE control of

the ball and beam.
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output feedback with R2 = 1. The results for output feedback as shown in Fig. 6.21.
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Figure 6.21: Example 6.8. Internal-model-based, output-feedback FPRE control of

the ball and beam.

Next, consider a triangular wave command with amplitude 0.1 m, and let d = 0. The

internal model is the double integrator (3.56), and let R1 = diag(1, 102I2, 104, 0.1I2),

R2 = 1, V1 = diag(I4, 104I2), V2 = I2. The response for output feedback with SDC

A1 is shown in Fig. 6.22.
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Figure 6.22: Example 6.8. Internal-model-based, output-feedback FPRE control of

the ball and beam.

6.2.2.4 Effect of initial condition Pa,0 for the Ball and Beam

Example 6.9. To investigate the effect of the initial condition Pa,0 on the performance

of FPRE, consider output feedback as in Example 6.8. The goal here is to compare the
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performance for the initial conditions Pa,0 = In+nim
and Pa,0 = P̄a, where P̄a is the

solution to (3.43), with the coefficients Aa = Aa(x0), Ba = Ba(x0). The weighting

matrices R1, R2, V1, V2 are the same for both choices of Pa,0. Figures 6.23 and 6.24

show that the transient response with the initial condition Pa,0 = P̄a is better than for

Pa,0 = In+nim
. However, the rate of convergence is the same for both choices of the

initial condition.
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Figure 6.23: Example 6.9. Internal-model-based, output-feedback control of the ball

and beam.
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Figure 6.24: Example 6.9. Internal-model-based, output-feedback control of the ball

and beam.
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6.2.2.5 Numerical Investigation of the Domain of Attraction for the Van der

Pol Oscillator

Example 6.10. In this example the goal is to is numerically investigate the domain of

attraction of the Van der Pol oscillator under output-feedback control. In particular,

consider a step command and step disturbance with the weights R1, R2, V1, V2 as

given in Example 5. Figure 6.25 shows the phase portrait of the state trajectories for

several initial conditions x0 contained in [−10, 10]×[−10, 10]. Figure 6.25 shows that

all of the state trajectories converge to [1 0]T, which corresponds to zero asymptotic

command-following error.

Figure 6.25: Example 6.10. Numerical investigation of the domain of attraction of

the Van der Pol oscillator under output-feedback control.

6.2.2.6 Numerical Investigation of the Domain of Attraction for the Ball and

Beam

Example 6.11. In this example the goal is to numerically estimate the domain of

attraction for the ball and beam under full-state feedback and output feedback. Con-

sider convergence to the equilibrium in the absence of a disturbance, with nonzero

initial conditions on the ball position and velocity, and with zero initial conditions on

the beam angle and angular velocity.

For output feedback, it is assumed that measurements of the ball position and beam

angle are available. For all initial conditions and for both full-state feedback and

output feedback, let R1 = diag(102, 103I3), R2 = 103. For output feedback, let

V1 = I4, V2 = 102I2 and x̂a,0 = [x1,0 0 x3,0 0]T.
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Figure 6.26 gives a set of initial conditions with x1,0 ∈ [0, 60] m, x2,0 ∈ [−15, 5]

m/sec, x3,0 = 0 rad, and x4,0 = 0 rad/sec. These values are illustrative only and are

not intended to be physically meaningful. "×" denotes an initial condition from which

convergence is not achieved. Only initial conditions with x1,0 > 0 are considered due

to symmetry. For each initial condition, Fig. 6.26 indicates whether or not the state

converges. It should be noted that the beam angle θ satisfies θ ∈ (−π/2, π/2) for all

cases where the states converge. The phase portraits for selected initial conditions are

shown in Fig. 6.27 for full-state feedback, and in Fig. 6.28 for output feedback. In

(a) each dot indicates the initial ball position and velocity, while (b) shows the beam

angle and angular velocity.
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Figure 6.26: Example 6.10. Numerical investigation of the domain of attraction for

nonzero x1,0 and x2,0 for the ball and beam.

Next, consider output feedback for the case where measurements of only the ball

position are available for feedback. Let R1 = diag(102, 103I3), R2 = 103, V1 = I4,

V2 = 100, and x̂a,0 = [x1,0 0 0 0]T. Consider initial conditions with x1,0 ∈ [0, 60] m,

x2 = 0 m/sec, x3,0 = 0 rad, and x4,0 = 0 rad/sec. Only initial conditions with

x1,0 > 0 are considered due to symmetry. For all initial conditions within the given

range, the state trajectories converge to the zero equilibrium. The phase portraits are

shown in Fig. 6.29. In (a) each dot indicates the initial ball position and velocity,

while (b) shows the beam angle and angular velocity.
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Figure 6.27: Example 6.10. Numerical investigation of the domain of attraction for

full-state-feedback control of the ball and beam using.
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Figure 6.28: Example 6.10. Numerical investigation of the domain of attraction for

output-feedback control of the ball and beam using measurements of ball position and

beam angle.
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Figure 6.29: Example 6.10. Numerical investigation of the domain of attraction for

output-feedback control of the ball and beam using measurements of ball position

only.
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CHAPTER 7

APPLICATION OF FPRE AND SDRE FOR AN AIRCRAFT

This Chapter presents application of the FPRE and SDRE tracking controllers for a

fixed-wing aircraft.

7.1 Aircraft Platform

A short range tactical fixed-wing UAV given in Fig. 7.1 is used as a platform [94]. A

nonlinear six degrees of freedom model of the UAV was developed and includes aero-

dynamics, propulsion, mass-inertia, and environment models. Aircraft specification

is given in Table 7.1. Mass and inertia parameters are given in Table 7.2.

Figure 7.1: Fixed-wing UAV platform

7.2 Dual-Loop Controller Structure

An SDRE and FPRE tracking controllers are designed to control angular position and

altitude of a fixed-wing aircraft. Both SDRE and FPRE controllers have a dual-loop

117



Table 7.1: UAV Specification

Parameter Value Units
Empty mass 90 kg
Maximum payload mass 30 kg
Maximum speed 83 m/sec
Stall speed 18 m/sec
Cruise speed 40 m/sec
Wing span 4.3 m
Length 3 m
Widths of fuselage 0.3 m

Table 7.2: UAV Mass and Inertia Parameters

Parameter Value Units
m 105 kg
Jxx 37.58 kg-m2

Jyy 34.12 kg-m2

Jzz 67.04 kg-m2

Jxz -6.91 kg-m2

structure shown in Fig. 7.2, which is obtained by separating equations of motion of

an aircraft into kinematic and dynamic equations. Kinematic equations that relate

aircraft velocities to the attitude and position and altitude are used for the outer loop,

whereas, dynamic equations that describe the translational and rotational motion of

the rigid body aircraft, whereas are treated in the inner loop.

Figure 7.2: Dual-loop controller structure

In Fig.7.2 outer-loop controller and inner-loop controller represent either SDRE or

FPRE control. Thus, two SDC models are derived for each control loop. Reference
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command vector rout for the outer loop are generated by the command generating

block. Output of the outer loop uout represents the reference input rin to the inner

loop, whereas, output of the inner loop uin is the control input to the aircraft.

The advantage of the two-loop control structure is the reduction in the dimensions

of state vectors, and thus, computational cost associated with the calculation of the

feedback gain. It is assumed that full state measurements of the inner and outer

loop states are available for feedback. Numerical simulations are performed for a

coordinated turn maneuver.

7.3 State-Dependent Model for a Fixed-Wing Aircraft

In the flight control system the outer loop is referred to the control of altitude and

attitudes of an aircraft, while the inner loop handles the linear and angular velocities.

The control vector for the outer loop represents the state vector for the inner loop, for

which the controls combine ailerons, elevator, rudder and thrust.

State-dependent model for a fixed-wing aircraft is developed using the general non-

linear 6 degrees-of-freedom equations of motion of an aircraft [49, 101]. Equations

of translational motion are given by

m(u̇+ qw − vr) = X − g sin θ, (7.1)

m(v̇ + ru− pw) = Y +mg cos θ sinφ, (7.2)

m(ẇ + vp− uq) = Z + g cos θcosφ, (7.3)

and equations of rotational motion are given by

Jxxṗ− Jxz(ṙ − pq) + (Jzz − Jyy)qr = L, (7.4)

Jyyq̇ + Jxz(p
2 − r2) + pr(Jxx − Jzz) = M, (7.5)

Jzzṙ − Jxzṗ+ pq(Jyy − Jzz) + Jzzqr = N, (7.6)
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Kinematic equations are given by

φ̇ = p+ tan θ(q sinφ+ r cosφ), (7.7)

θ̇ = q cosφ− r sinφ, (7.8)

ψ̇ = q
sinφ

cos θ
+ r

cosφ

cos θ
, (7.9)

ḣ = u sin θ − v sinφ cos θ − w cosφ cos θ. (7.10)

The body axis components of the aerodynamic and propulsion forces are given by

X = −D cosα + L sinα + T,

Z = −D sinα− L cosα, (7.11)

Assuming small values of the angle of attack α, (7.11) can be approximated by

X ≈ −D + Lα + T,

Z ≈ −Dα− L. (7.12)

Aerodynamic forces and moments are expressed in terms of aerodynamic coefficients

as follows

D = CDq̄S, L = CLq̄S, Y = CYq̄S,

L = Clq̄Sb, M = Cmq̄Sc̄, N = Cnq̄Sb, (7.13)

where q̄ = 1
2
ρV 2 is dynamic pressure, S is the wing reference area, c̄ is the mean

aerodynamic chord, b is the wing span, CD is the total airplane drag coefficient, CL

is the total airplane lift coefficient, CY is the total airplane side force coefficient,

Cl is the total airplane aerodynamic rolling moment coefficient, Cm is the total air-

plane aerodynamic pitching moment coefficient, Cn is the total airplane aerodynamic

yawing moment coefficient. The aerodynamic coefficients are expressed in terms of
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non-dimensional aerodynamic derivatives [101]

CD = CD0 + CDαα + CDδe
δe,

CL = CL0 + CLαα + CLα̇

c̄

2u0

α̇ + CLq

c̄

2u0

q + CLδe
δe,

CY = CY0 + CYββ + CYp

b

2u0

p+ CYr

b

2u0

r + CYδa
δa + CYδrδr,

Cl = Cl0 + Clββ + Clp

b

2u0

p+ Clr

b

2u0

r + Clδa
δa + Clδr

δr,

Cm = Cm0 + Cmαα + Cmα̇

c̄

2u0

α̇ + Cmq

c̄

2u0

q + Cmδe
δe,

Cn = Cn0 + Cnββ + Cnp

b

2u0

p+ Cnr

b

2u0

r + Cnδa
δa + Cnδr

δr, (7.14)

where CD0 = 0.016, CL0 = 0.1, Cm0 = 0.273, CY0 = Cl0 = Cn0 = 0. Longitudinal

and lateral non-dimensional aerodynamic derivatives are given in Table 7.3.

Table 7.3: Non-dimensional Aerodynamic Derivatives

CD CL CY Cl Cm Cn

α 0.8 11.65 – – -1.5 –
α̇ 0 1.46 – – -5.2 –
β – – -0.374 -0.135 – 0.6503
p – – -0.03 -0.47 – -0.027
q 0 3.9 – – -13.3 –
r – – 0.21 0.07 – -0.093
δa – – 0 0.23 – -0.0055
δe 0.0741 0.4275 – – -0.75 –
δr – – 0.11 0.1 – -0.043

7.3.1 Inner-Loop Model

The inner loop state and control vectors are defined by

xin
4
= [u v w p q r]T , (7.15)

uin
4
= [δa δe δr δT]T . (7.16)

State-dependent model for the inner loop is obtained using the equations of transla-

tional and rotational motion (7.1), (7.2), (7.3), (7.4), (7.5), (7.6), with (7.12), (7.13),
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(7.14), and is given by

ẋin = Ainxin +Binuin +D1din, (7.17)

where

Ain =

 A11 A12

A21 A22

 , (7.18)

where,

A11 =


1
2
ρV S(−CD0

−CDαα)

m
0

q̄S(CLαα+CL0
)

mu

0
q̄SCYβ

mu
0

1
2
ρV S(−CD0

α−CL0)

m
0

q̄S(−CDαα−CLα )

mu

 , (7.19)

A12 =


0

q̄Sc̄(CLq+CLα̇
)α

m
c̄

2u0
− w v

q̄Sc̄2CYp

2mu0
+ w 0

q̄Sc̄2CYr

2mu0
− u

−v q̄Sc̄2(−CLq−CLα̇
α)

2mu0
+ u 0

 , (7.20)

A21 =


0

q̄Sb(c3Clβ
+c4Cnβ

)

u
0

1
2
ρV Sc̄Cm0

Jyy
0 q̄Sc̄Cmα

Jyyu

0
q̄Sb(c4Clβ

+c9Cnβ
)

u
0

 , (7.21)

A22 =


q̄Sb2(c3Clp+c4Cnp )

2u0
+ c2q 0

q̄Sb2(c3Clr+c4Cnr )

2u0
+ c1q

0
q̄Sc̄(Cmq+Cmα̇)

Jyy
c̄

2V
0

q̄Sb2(c4Clp+c9Cnp )

2u0
+ c8q 0

q̄Sb2(c4Clr+c9Cnr )

2u0
− c2q

 ,
(7.22)

Bin =



0
q̄S(CLδe

α−CDδe
)

m
0 CT

m

0 0
q̄SCYδr

m
0

0
q̄S(−CLδe

−CDδe
α)

m
0 0

q̄Sb(c3Clδa
+ c4Cnδa

) 0 q̄Sb(c3Clδr
+ c4Cnδr

) 0

0
q̄Sc̄Cmδe

Jyy
0 0

q̄Sb(c4Clδa
+ c9Cnδa

) 0 q̄Sb(c4Clδr
+ c9Cnδr

) 0


,

(7.23)
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where

c1 =
(Jyy − Jzz)Jzz − J2

xz

JxxJzz − J2
xz

, c2 =
(Jxx − Jyy + Jzz)Jxz

JxxJzz − J2
xz

, c3 =
Jzz

JxxJzz − J2
xz

,

c4 =
Jxz

JxxJzz − J2
xz

, c5 =
(Jzz − Jxx)

Jyy

, c6 =
Jxz

Jyy

, c7 =
1

Jyy

,

c8 =
(Jxx − Jyy)Jxx − J2

xz

JxxJzz − J2
xz

, c9 =
Jxx

JxxJzz − J2
xz

. (7.24)

In (7.17) din represents a mismatch between the original dynamics and the SDC

parametrization, it includes terms that appear due to the gravitational acceleration

and is given by

din =



−g sin θ

g cos θ sinφ

g cos θ cosφ

0

0

0


. (7.25)

Thus, D1,in = I6. Note that din depends on the outer-loop states.

7.3.2 Outer-Loop Model

The outer-loop state and control vectors are defined by

xout
4
= [φ θ ψ h]T , (7.26)

uout
4
= [u v w p q r]T . (7.27)

Using kinematic equations (7.7), (7.8), (7.9), state-dependent model for the outer loop

is given by

ẋout = Aoutxout +Boutuout, (7.28)

where

Aout = 04×4, (7.29)
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Bout =


0 0 0 1 tan θ sinφ tan θ cosφ

0 0 0 0 cosφ − sinφ

0 0 0 0 sinφ/ cos θ cosφ/ cos θ

sin θ − sinφ cos θ − cosφ cos θ 0 0 0

 .
(7.30)

7.4 SDRE Controller

Consider tracking SDRE controller, described in Chapter 5, and given by (5.58),

(5.59), (5.60), (5.61).

For a dual-loop structure, two separate SDRE controllers are designed for each loop.

The SDRE controller for the inner loop utilizes the inner-loop SDC model (7.17)

given by (7.18), (7.23), (7.25), whereas, SDRE controller for the outer loop utilizes

the outer-loop SDC model (7.28) given by (7.29), (7.30). For both, inner and outer

loop, consider full-state feedback, thus, Hin = I6, Hout = I4.

Assuming that, for all xin, (AT
in − P̄inSin) is non-singular, the inner-loop SDRE con-

troller is given by

uin = Kinxin +Kr,inrin +Kd,indin, (7.31)

where

Kin = −R−1
2,inB

T
inP̄in, (7.32)

Kr,in = −R−1
2,inB

T
in

(
AT

in − P̄inSin

)−1
Win, (7.33)

Kd,in = R−1
2,inB

T
in

(
AT

in − P̄inSin

)−1
P̄inD1,in, (7.34)

where P̄in is a solution of an algebraic state-dependent Riccati equation

P̄inAin + AT
inP̄in − P̄inBinR

−1
2,inB

T
inP̄in +R1,in = 0., (7.35)

and where

Sin = BinR
−1
2,inB

T
in, (7.36)

Win = HT
inR1,in, (7.37)

Vin = HT
inR1,inHin. (7.38)

124



In a similar way, assuming that, for all xout, (AT
out − P̄outSout) is non-singular, and

considering dout = 0, the outer-loop SDRE controller is given by

uout = Koutxout +Kr,outrout, (7.39)

where

Kout = −R−1
2,outB

T
outP̄out, (7.40)

Kr,out = −R−1
2,outB

T
out

(
AT

out − P̄outSout

)−1
Wout, , (7.41)

where P̄out is a solution of an algebraic state-dependent Riccati equation

P̄outAout + AT
outP̄out − P̄outBoutR

−1
2,outB

T
outP̄out +R1,out = 0, (7.42)

and where

Sout
4
= BoutR

−1
2,outB

T
out, (7.43)

Wout
4
= HT

outR1,out, (7.44)

Vout
4
= HT

outR1,outHout. (7.45)

Note that, for all xin, xout, the pairs (Ain, Bin) and (Aout, Bout) must be stabilizable for

in order the solutions P̄in and P̄out of (7.35), (7.42) to exist. This condition, however,

is not required for FPRE control.

7.4.1 Numerical Simulation Results

In this example, the aircraft is commanded to perform a coordinated turn maneuver

with a turn radius 200 m, while keeping the altitude constant at 1000 m, and zero

sideslip angle β. A command algorithm is implemented to generate consistent com-

mands for the outer-loop states, that are, φ, θ, ψ, and h.

The weighting matrices for the inner and outer loops are given by

R1,in = diag(103, 102, 10, 105, 2× 106, 4× 106), (7.46)

R2,in = diag(104, 102, 104, 10−3), (7.47)

R1,out = diag(3× 104, 2× 104, 104, 104), (7.48)

R2,out = diag(102, 102, 2× 103, 1.5× 10−3I3). (7.49)

For SDRE control, the controller gains are updated with a frequency 2Hz.
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7.4.1.1 Case 1: Uniform Atmosphere

In the first case, a uniform atmosphere is assumed, that is, no wind and no turbulence.

This simulation scenario is not realistic, however it allows to investigate performance

of the SDRE controller under ideal conditions.

Figure 7.3 shows the XY -position and altitude of the aircraft; aircraft roll, pitch and

yaw angles, also angle of attack and sideslip are shown in Fig. 7.4; linear velocities

and angular rates are shown in Fig. 7.5; control-surfaces deflections and thrust are

shown in Fig. 7.6. Simulation results show that SDRE controller ensures the aircraft

to perform a sequence of coordinates turns with a given radius while holding constant

altitude and zero sideslip. Actuators deflections and thrust responses are within the

allowable limits.
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Figure 7.3: SDRE control of the aircraft, case 1: altitude and XY -position.
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Figure 7.4: SDRE control of the aircraft, case 1: Euler angles, angle of attack and

sideslip angle.
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Figure 7.5: SDRE control of the aircraft, case 1: linear and angular velocities.
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Figure 7.6: SDRE control of the aircraft, case 1: control-surfaces deflections and

thrust.

7.4.1.2 Case 2: Light Turbulence

Next, more realistic scenario with a light turbulence is considered. Wind profile is

given in Fig. 7.7.

Figure 7.8 shows the XY -position and altitude of the aircraft; aircraft roll, pitch and

yaw angles, also angle of attack and sideslip are shown in Fig. 7.9; linear velocities

and angular rates are shown in Fig. 7.10; control-surfaces deflections and thrust are

shown in Fig. 7.11. Simulation results show that presence of turbulence make the

performance of the controller worse. Oscillations are present in the responses. Es-

pecially negative effect from the turbulence is observed in the inner loop, where the

oscillations are now present in the reference commands, and thrust input reaches sat-

uration values. However, the aircraft is able to perform a coordinated turn, holding

the commanded altitude and nearly zero sideslip.
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Figure 7.7: Wind profile.
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Figure 7.8: SDRE control of the aircraft, case 2: altitude and XY -position.
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Figure 7.9: SDRE control of the aircraft, case 2: Euler angles, angle of attack and

sideslip angle.

7.5 FPRE Controller

Consider tracking FPRE controller, described in Chapter 6, and given by (6.8), (6.9),

(6.10), (6.11).

For a dual-loop structure, two separate FPRE controllers are designed for each loop.

The FPRE controller for the inner loop utilizes the inner-loop SDC model (7.17)
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Figure 7.10: SDRE control of the aircraft, case 2: linear and angular velocities.
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Figure 7.11: SDRE control of the aircraft, case 2: control-surfaces deflections and

thrust.

given by (7.18), (7.23), (7.25), whereas, FPRE controller for the outer loop utilizes

the outer-loop SDC model (7.28) given by (7.29), (7.30). For both, inner and outer

loop, consider full-state feedback, thus, Hin = I6, Hout = I4.

Thus, the inner-loop FPRE controller is given by

uin = Kin xin +R−1
2,inB

T
in gin, (7.50)

where Kin is given by

Kin = −R−1
2,inB

T
inPin, (7.51)

where Pin and gin satisfy

Ṗin = PinAin + AT
inPin − PinSinPin + Vin, (7.52)

ġin = [AT
in − PinSin]gin +Winrin − PinD1,indin, (7.53)
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with initial conditions Pin(0), gin(0), and where Sin, Win, Vin are given by (7.36),

(7.37), (7.38).

In a similar way, considering dout = 0, the outer-loop FPRE controller is given by

uout = Kout xout +R−1
2,outB

T
out gout, (7.54)

where Kout is given by

Kout = −R−1
2,outB

T
outPout, (7.55)

where Pout and gout satisfy

Ṗout = PoutAout + AT
outPout − PoutSoutPout + Vout, (7.56)

ġout = [AT
out − PoutSout]gout +Woutrout, (7.57)

with initial conditions Pout(0), gout(0), and where Sout,Wout, Vout are given by (7.43),

(7.44), (7.45).

7.5.1 Initial Conditions for FPRE

At t = 0, assume that (Ain, Bin) and (Aout, Bout) are stabilizable, then, the initial

conditions Pin(0), Pout(0) for (7.52), (7.56) are Pin(0) = P̄in and Pout(0) = P̄out,

where P̄in and P̄out are the corresponding solutions of (7.35), (7.42) with Ain, Bin,

Aout, Bout evaluated at xin(0) and xout(0).

Next, at t = 0, assume that (AT
in − P̄inSin) and (AT

out − P̄outSout) are non-singular,

then the initial conditions gin(0), gout(0) for (7.53), (7.57) is given by

gin(0) = −[AT
in − P̄inSin]−1Winrin(0) + [AT

in − P̄inSin]−1P̄inD1,indin(0), (7.58)

gout(0) = −[AT
out − P̄outSout]

−1Woutrout(0), (7.59)

where Ain, Bin, D1,in, Aout, Bout are evaluated at xin(0) and xout(0).

7.5.2 Numerical Simulation Results

For FPRE, consider the same coordinated turn maneuver and two simulation cases,

as in SDRE case. The weighting matrices for the inner and outer loops are given by

(7.46), (7.47), (7.48), (7.49).
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7.5.2.1 Case 1: Uniform Atmosphere

This section gives simulation results of the FPRE controller for a case of a uniform

atmosphere. Figure 7.12 shows the XY -position and altitude of the aircraft; aircraft

roll, pitch and yaw angles, also angle of attack and sideslip are shown in Fig. 7.13;

linear velocities and angular rates are shown in Fig. 7.14; control-surfaces deflections

and thrust are shown in Fig. 7.15.

The responses show that aircraft performs a desired maneuver, holding constant alti-

tude and zero sideslip. Actuators deflections and thrust are within allowable limits.
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Figure 7.12: FPRE control of the aircraft, case 1: altitude and XY -position.
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Figure 7.13: FPRE control of the aircraft, case 1: Euler angles, angle of attack and

sideslip angle.
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Figure 7.14: FPRE control of the aircraft, case 1: linear and angular velocities.
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Figure 7.15: FPRE control of the aircraft, case 1: control-surfaces deflections and

thrust.

7.5.2.2 Case 2: Light Turbulence

Figure 7.16 shows the XY -position and altitude of the aircraft; aircraft roll, pitch and

yaw angles, also angle of attack and sideslip are shown in Fig. 7.17; linear velocities

and angular rates are shown in Fig. 7.18; control-surfaces deflections and thrust are

shown in Fig. 7.19.

As for SDRE, for FPRE controller presence of turbulence also make the performance

worse, which results in oscillatory responses. However, thrust saturation is less than

for SDRE controller. Nevertheless, the aircraft performs a desired coordinated turn

maneuver at the commanded altitude and nearly zero sideslip.

132



0 20 40 60 80 100 120
990

995

1000

1005

1010

h
 (

m
)

Time (sec)

 

 

Command

Response

(a) Altitude

−100 0 100 200 300 400 500

−100

0

100

200

X
 (

m
)

Y (m)

(b) XY -position

Figure 7.16: FPRE control of the aircraft, case 2: altitude and XY -position.
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Figure 7.17: FPRE control of the aircraft, case 2: Euler angles, angle of attack and

sideslip angle.
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Figure 7.18: FPRE control of the aircraft, case 2: linear and angular velocities.
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Figure 7.19: FPRE control of the aircraft, case 2: control-surfaces deflections and

thrust.
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CHAPTER 8

CONCLUSIONS

The contribution of this work is a detailed numerical investigation to assess the effec-

tiveness of heuristic techniques for full-state-feedback and output-feedback control of

nonlinear and time-varying systems. These techniques combine state-dependent Ric-

cati equation (SDRE) and forward-propagating Riccati equation (FPRE) methods.

In this work emphasis is given to investigation of the FPRE method, which addresses

the control problem by reversing the direction of the regulator Riccati equation and,

for nonlinear systems, by employing state-dependent coefficients (SDC’s) as in the

case of SDRE.

For numerical investigation, various plants are considered, including an inverted pen-

dulum on a cart (4th-order LTI), a two-mass system (4th-order LTI), Mathieu equation

(2nd-order LTV), a rotating disc (4th-order LTV), a flexible beam (10th-order LTV),

the Van der Pol oscillator (2nd order nonlinear), the ball and beam system (4th order

nonlinear), RTAC (4th order nonlinear), and a nonlinear model of a fixed-wing UAV.

The first step is the investigation of the properties of the solution of FPRE in the

LTI case. In this work analytical expressions for the solutions of the backward prop-

agating and forward propagating Riccati equations are derived. For LTI systems,

convergence of the BPRE and FPRE solutions is provided depending on the choice of

the final weighting for BPRE and initial condition for FPRE. Lyapunov analysis for

LTV systems is used to prove that the FPRE controller provides state convergence.

However, this analysis shows that the FPRE controller does not guarantee Lyapunov

stability. Numerical examples demonstrate the suboptimality of FPRE relative to
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BPRE, which is shown by the Pareto performance tradeoff curves.

Next, FPRE control is applied to stabilization of time-varying systems under full-

state and output feedback. For all examples, FPRE works reliably, and Pareto plots

illustrate the performance tradeoffs between the control cost and state cost.

For nonlinear systems, FPRE control is compared with either an SDC or the Jacobian

of the vector field. These methods are not equally applicable for various reasons.

For example, for systems with a non-differentiable vector field, a state-dependent

coefficient may exist but the Jacobian may not. Furthermore, while the algebraic

Riccati equation requires stabilizability at each step, the forward-propagating Riccati

equation does not. Numerical results shows that all methods successfully control the

given plants with differences in speed of response and control effort.

The next focus of this work is on output-feedback control of linear time-varying and

nonlinear systems, which presents a longstanding challenge to modern control meth-

ods. The nonlinear output-feedback compensator is an observer-based compensator

with a separation structure. By using this structure, with state estimates used to eval-

uate the SDC’s in the compensator in the case of nonlinear systems, FPRE provides

a highly flexible technique for output-feedback control of linear time-varying and

nonlinear systems. Like SDRE, FPRE is a heuristic method due to the fact that du-

ality does not hold for time-varying systems. In particular, for linear time-varying

plants, the Lyapunov function that guarantees convergence of the state estimate does

not provide an analogous Lyapunov function for the regulator.

Analogous applications as for the FPRE control are demonstrated for the SDRE con-

trol. Thus, stabilization of nonlinear plants under full-state-feedback and output-

feedback SDRE control, using either an SDC or the Jacobian of the vector field,

is performed. In all the examples, SDRE with an SDC outperforms SDRE with a

Jacobian.

Next, the internal model principle (IMP) is used to achieve command following and

disturbance rejection for steps, ramps, and harmonics. The effect of Riccati equation

initialization, cost weightings, domain of attraction, and choice of SDC are investi-

gated through simulation. These simulations illustrated the usefulness of FPRE in
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controlling these nonlinear systems under measurement constraints that are, in some

cases, more restrictive than the prior literature. To illustrate the potential usefulness

of the method for problems of practical interest, FPRE is used to determine a set of

harmonic commands that can be followed by the RTAC in terms of frequencies and

amplitudes.

IMP-based output-feedback FPRE control can be useful for the problems of defining

the minimum number of measurements, and, therefore, a number of sensors, needed

for the control of nonlinear systems.

Application of the tracking SDRE and FPRE controllers is firstly illustrated for the

Van der Pol oscillator. Next, tracking SDRE and FPRE controllers are implemented

for a fixed-wing UAV. Controllers for the aircraft are designed with a dual-loop struc-

ture and utilize two SDC models for the inner-loop and outer-loop dynamics. A dif-

ficult aspect in deriving SDC models for an aircraft is that for SDRE control, for all

x, AT(x)− P̄ (x)S(x) must be nonsingular, and, for all x, (A(x), B(x)) must be sta-

bilizable. For FPRE these conditions, in general, are not needed, however, they were

used in computing the initial conditions P (0) and g(0) for FPRE. To illustrate the

performance of tracking SDRE and FPRE controllers, numerical tests are performed

using a six-degree-of-freedom nonlinear simulation model of the aircraft. For an ideal

case of a uniform atmosphere, both SDRE and FPRE show good command following

performance. The second simulation case, which includes a turbulence, shows that

the performance of both controllers becomes worse.

The goal of this work is to motivate future research on the search for a rigorous

framework for FPRE control, which includes stability proofs and investigation of

robustness to modeling uncertainty; to expand application of FPRE to larger classes

of systems, and to plants whose linearization is not controllable and that do not satisfy

the Brockett necessary condition for continuous time-invariant stabilization. Also, the

effect of the state-dependent weighting matricesR1(x) andR2(x) on the performance

of FPRE needs to be investigated. This will provide more definitive insight into which

heuristic technique is the most promising as a foundation for a rigorous faux-Riccati

technique for output-feedback control of nonlinear systems.
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