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ABSTRACT

ADAPTIVE DISCONTINUOUS GALERKIN METHODS FOR NON-LINEAR
REACTIVE FLOWS

Uzunca, Murat
Ph.D., Department of Mathematics

Supervisor : Prof. Dr. Bülent Karasözen

December 2014, 122 pages

The aim of this thesis is to solve the convection/reaction dominated non-stationary
semi-linear diffusion-convection-reaction problems with internal/boundary layers in
an accurate and efficient way using a time-space adaptive algorithm. We use for
space discretization the symmetric interior penalty discontinuous Galerkin method,
and backward Euler for time discretization. Our main interest is to derive robust
residual-based a posteriori error estimators both in space and time. To derive the a
posteriori bounds for the fully discrete system, we utilize the elliptic reconstruction
technique. The use of elliptic reconstruction technique allows us to use the a posteriori
error estimators derived for stationary models and to obtain optimal orders in L∞(L2)

norms.

Keywords: Time-Space Adaptivity, Discontinuous Galerkin Methods, Non-linear Re-
action, A Posteriori Error Estimation, Elliptic Reconstruction
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ÖZ

DOĞRUSAL OLMAYAN REAKSİYON AKIŞLARI İÇİN UYARLAMALI
SÜREKSİZ GALERKİN METODLARI

Uzunca, Murat
Doktora, Matematik Bölümü

Tez Yöneticisi : Prof. Dr. Bülent Karasözen

Aralık 2014 , 122 sayfa

Bu tezin amacı, konveksiyon veya reaksiyonun baskın olduğu zamana bağımlı yarı-
doğrusal difüzyon-konveksiyon-reaksiyon denklemlerinin, uzayda simetrik süreksiz
Galerkin ve zamanda geriye dönük Euler yöntemleriyle ayrıklaştırılarak zaman-uzay
uyarlamalı ağlarla çözümüdür. Uzay ve zamanda oluşan tabakalar, çözüme bağlı hata
kestiriciler aracılığıyla saptanarak yüksek kesinlikte sayısal çözümler elde edilmiştir.
Söz konusu hata kestiricilerin ayrıklaştırılmış sisteme göre oluşturulması için "eliptik
yeniden inşaa" adı verilen bir teknik kullanılmıştır. Bu teknik sayesinde, zamandan
bağımsız modeller için geliştirilmiş hata kestiricilerinin kullanılabilmesi sağlanmış
ve L∞(L2)-tipi normlarında optimal yakınsama katsayıları elde edilmiştir.

Anahtar Kelimeler: Zaman-Uzay Uyarlama, Süreksiz Galerkin Metodları, Doğrusal
Olmayan Reaksiyon, Sonradan Hata Kestirici, Eliptik Yeniden İnşaa
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CHAPTER 1

INTRODUCTION

Many engineering problems such as chemical reaction processes, heat conduction,

nuclear reactors, population dynamics, porous medium in geosciences etc. are gov-

erned by coupled convection-diffusion partial differential equations (PDEs) with non-

linear source or sink terms. It is a significant challenge to solve such PDEs nu-

merically when they are convection/reaction-dominated. In this thesis, we consider

the general convection/reaction dominated coupled semi-linear diffusion-convection-

reaction equations of the form

∂ui
∂t
− εi∆ui + ~βi · ∇ui + ri(~u) = fi in Ωi × (0, T ], (1.1a)

ui(x, t) = gDi on ΓD,i × (0, T ], (1.1b)

εi
∂ui
∂~n

(x, t) = gNi on ΓN,i × (0, T ], (1.1c)

ui(x, 0) = u0
i in Ωi, i = 1, . . . ,m (1.1d)

with Ωi are bounded, open, convex domains in R2 with boundaries ∂Ωi = ΓD,i∪ΓN,i,

ΓD,i ∩ ΓN,i = ∅, 0 < εi � 1 are the diffusivity constants, fi ∈ L2(Ω) are the source

functions, ~βi ∈ (W 1,∞(Ω))
2 are the velocity fields, gDi ∈ H3/2(ΓD,i) are the Dirichlet

boundary conditions, gNi ∈ H1/2(ΓN,i) are the Neumann boundary conditions, u0
i ∈

L2(Ω) are the initial conditions and ~u(x) = (u1, . . . , um)T and ~n denote the vector of

unknowns and outward normal vector to the boundary, respectively.

The non-linear reaction terms ri(~u) occur in chemical engineering usually in the form

of products and rational functions of concentrations, or exponential functions of the

temperature, expressed by the Arrhenius law. Such models describe chemical pro-

cesses [15, 16] and they are strongly coupled as an inaccuracy in one unknown af-
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fects all the others. The applications in geoscience mostly concern reactive transport

with advection [13, 58, 78] and strong permeability contrasts such as layered reser-

voirs [83] or vanishing and varying diffusivity posing challenges in computations

[68]. The permeability in heterogeneous porous and fractured media varies over or-

ders of magnitude in space, which results in highly variable flow field, where the local

transport is dominated by advection or diffusion [79]. Accurate and efficient numeri-

cal solution of the diffusion-convection-reaction equations to predict the macroscopic

mixing, anomalous transport of the solutes and contaminants for a wide range of pa-

rameters like permeability and Péclet numbers, different flow velocities and reaction

rates are challenging problems [79]. Moreover, being an important class of non-linear

convection-diffusion equations, the model (1.1) is used as the pellet equations, which

model the intra-particle mass and heat transport in porous catalyst pellets.

For the convection/reaction-dominated diffusion-convection-reaction models, the stan-

dard Galerkin finite element methods are known to produce spurious oscillations,

especially in the presence of sharp fronts in the solution, on boundary and inte-

rior layers. In last two decades, several stabilization and shock/discontinuity cap-

turing techniques were developed for linear and non-linear stationary and time de-

pendent problems of type (1.1). In the linear convection or advection dominated case,

the streamline upwind Petrov-Galerkin (SUPG) methods and discontinuous Galerkin

(DG) methods are capable of handling the nonphysical oscillations due to the ad-

vection. Nevertheless, in the non-linear stationary case, the non-linear reaction term

produces sharp layers in addition to the spurious oscillations due to the convection.

It is a challenge to resolve such layers accurately and efficiently since the true lo-

cation of the layers are not known a priori. For the non-linear stationary problems,

SUPG is used with the anisotropic shock capturing technique as SUPG-SC for re-

active transport problems [15, 16, 17]. It was shown that SUPG-SC is capable of

reducing the unphysical oscillations in cross-wind direction. However, the parame-

ters of the SUPG and SUPG-SC should be designed carefully for the efficient solution

of the discretized equations. A comprehensive review of weighted residual methods,

the orthogonal collocation, Galerkin, tau and least squares methods is given in [77]

for solving the linear and non-linear pellet equations, where the methods are com-

pared with respect to convergence of the residuals and computational efficiency. On
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the other hands, in the non-stationary case, the resolution of spatial layers is more

critical since the nature of the sharp layers may vary as time progresses, and it is

mostly possible that there occur also temporal layers in addition to the spatial one.

In contrast to the stabilized continuous Galerkin finite element methods, DG methods

produce stable discretizations without the need for extra stabilization strategies, and

damp the unphysical oscillations for linear convection dominated problems. The DG

combines the best properties of the finite volume and continuous finite elements meth-

ods. Finite volume methods can only use lower degree polynomials, and continuous

finite elements methods require higher regularity due to the continuity requirements.

In [90], several non-linear steady-state convection dominated problems are solved

with DG-SC, discontinuous Galerkin method with the shock-capturing technique in

[66]. Therein, the construction of the shock-capturing parameters are problem de-

pendent and requires the solution of the system for several times, as in the case of

SUPG-SC, and even there still occur some unphysical oscillations. The DG method

is in particular suitable for non-matching grids and hp (space and order) adaptivity

[52], detecting sharp layers and singularities. They are easily adapted locally for non-

conforming finite elements requiring less regularity. Higher order DG approximation

can be easily used by hierarchical bases [24], and the convergence rates are limited by

the consistency error which makes the DG suitable for complex fluid flows. The DG

methods are robust with respect to the variation of the physical parameters like dif-

fusion constant and permeability. The stability of the DG approximation retained by

adjusting the penalty parameter to penalize the jumps at the interface of the elements.

A unified analysis of the interior penalty DG methods for elliptic PDEs are given in

[5]. Other advantages of the DG methods are conservation of mass and fluxes and

parallelization. Moreover, DG methods are better suited for adaptive strategies which

are based on a posteriori error estimation.

The aim of this thesis is to solve the convection/reaction dominated problems of

type (1.1) in an accurate and efficient way using DG method to discretize in space

and backward Euler as the time integrator. Our main interest is to derive energy-

norm adaptive algorithms based on residual-based a posteriori error estimation both

in space and time to save both spatial degrees of freedom (DoFs) and the number of

time-steps, yet, to the best of our knowledge, it has not been applied to the non-

3



stationary semi-linear problems of type (1.1). The aim of a posteriori estimates

is to derive bounds to the difference between the computed solution and the un-

known true solution, and then using the derived bounds the regions where the er-

ror is too large are located and refined adaptively. For the steady-state linear prob-

lems, there are a variety of well-understood a posteriori error estimation studies on

pure diffusion problems using standard FEMs [3, 84] and DG methods [18, 51, 56],

and for the steady-state linear diffusion-convection problems you can see the works

[41, 52, 58, 59, 31, 73, 74, 86, 85] and references therein. In case of the non-stationary

models, there are valuable studies only on the linear pure diffusion models [42, 45]

and linear diffusion-convection equations [35] using DG in space. There are also

some studies using interior penalty Galerkin (IPG) methods with efficient time inte-

grators and with space and time adaptivity for a class of linear diffusion-convection

equations [34, 33, 36] using energy-norm based constructions.

It is well-known that energy techniques to derive a posteriori estimates in non-stationary

problems are challenging. First of all, the arising discrete residual usually does not

make sense, and even leads to singular right hand sides. Moreover, it is known that

the derived a posteriori estimates are optimal in L2(H1)-type norms but suboptimal

in L∞(L2)-type norms. In this thesis, we utilize the elliptic reconstruction technique

[63] by which we derive a posteriori error estimates by energy techniques for the non-

stationary models of the form (1.1) using a posteriori error estimates derived for the

stationary (elliptic) case of (1.1), to the best of our knowledge, it has not been applied

yet and it will be the major theoretical contribution of this thesis. The idea of the el-

liptic reconstruction technique is to construct an auxiliary solution whose difference

to the numerical solution can be estimated by a known (elliptic) a posteriori estimate,

and the constructed auxiliary solution satisfies a variant of the given problem with a

right hand side which can be controlled in an optimal way. By this way, in contrast

to the standard energy techniques, we do not need to try to adapt the estimates case

by case in order to compare the exact solution with numerical solution directly, and

we are able to obtain results being optimal order in both L2(H1) and L∞(L2)-type

norms, while the results obtained by the standard energy methods are only optimal

order in L2(H1)-type norms, but sub-optimal order in L∞(L2)-type norms.
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In the sequel, this thesis is organized as follows. First, in Chapter 2 we give a detailed

information about the interior penalty discontinuous Galerkin (IPG) methods which

we use in this thesis to discretize the problems in space, and computational tools used

in IPG methods such as finite element spaces, basis functions etc. For the construction

of the scheme, since IPG schemes concerns with the diffusion part of the problem,

we consider the general Poisson problem. We discuss on the effect of the penalty

parameter, as well. In the end of Chapter 2, we give the IPG formulation for a general

steady-state linear diffusion-convection-reaction equations with upwinding for con-

vection, which forms the key part of the non-linear elliptic model to be introduced in

Chapter 3.

In Chapter 3, we introduce the steady-state (elliptic) form of the non-stationary model

1.1. We give the existence and uniqueness results concerning with the elliptic semi-

linear diffusion-convection-reaction equations using the coercivity results of the aris-

ing bilinear form shown in Chapter 2 and the assumptions on the non-linear reaction

term, monotonicity, locally Lipschitz continuity, boundedness etc. Then, being the

major contribution of this thesis, we study the adaptivity tool for elliptic semi-linear

problems. We derive and prove the in diffusion parameter (or in Péclet number) ro-

bust a posteriori error bounds, which is one of the main theoretical contribution of

this thesis. To derive a posteriori bounds, we utilize the robust a posteriori error es-

timation used in [74] for steady-state linear diffusion-convection equations. Because

of the fact that the condition number of the arising stiffness matrix grows rapidly with

the number of elements and with the penalty parameter in DG methods, efficient solu-

tion strategies such as preconditioning are required to solve the linear systems. While

more robust compared to iterative solvers, direct solvers are usually more memory

and time consuming due to fill-in. Furthermore, they are known to be less scalable

on parallel architectures. Therefore, in Chapter 3, we introduce an iterative method

called matrix reordering [82] which is robust and efficient. In numerical studies, we

will demonstrate the efficiency of the matrix reordering iterative method in detailed

by comparing the CPU times, number of iteration numbers etc. with the ones obtained

by the direct solvers. Further, in Chapter 3, we will compare the adaptive DG approx-

imations with the approximations by a famous stabilized FEM, Galerkin least squares

FEM [22, 21, 54] which also owns the method SUPG. Chapter 3 ends with some nu-
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merical studies on the stationary semi-linear models by which we demonstrate that

the adaptive DG schemes are capable of resolving the solution of the elliptic prob-

lems at the layers, and they are more accurate comparing to the other methods such

as SUPG-SC [15, 16] and DG-SC [90].

In Chapter 4, we begin by introducing the DG discretized semi-discrete formulation

of the model (1.1), and we give the existence and uniqueness results. Then, we intro-

duce the elliptic reconstruction technique [63] in details by discussing the usual en-

ergy techniques and why elliptic reconstruction technique is needed. As a result of el-

liptic reconstruction technique, we state a posteriori error bounds for the semi-discrete

system using a posteriori error bounds driven and proven in Chapter 3 for stationary

problems. Next, after stating the in time backward Euler discretized fully-discrete

formulation of the model problem (1.1), we introduce a posteriori error bounds in

space SIPG and in time backward Euler discretized fully-discrete system of (1.1) uti-

lizing the related bounds for the semi-discrete system using a L∞(L2)+L2(H1)-type

norm, and we give the modification of in diffusion parameter robust adaptive algo-

rithm chart both in space and time [25] to the non-stationary semi-linear problems of

type (1.1), and also we state the solution of linear systems arising from the Newton’s

method algebraically. Chapter 4 followed by the numerical studies demonstrating the

effectiveness of the adaptive algorithm. We show that our adaptive algorithm is robust

in diffusion parameter, as for the linear non-stationary diffusion-convection-reaction

equations given in [25], by demonstrating both the spatial and temporal effectivity

indices and rates of errors and estimators for various diffusion parameters. We also

point out in some examples that our adaptive algorithm is capable of catching not

only the spatial layers but also the temporal layers by decreasing the time-step size

there. In addition, by some examples of flow transport, we figure out that besides

the refinement procedure, the coarsening procedure of the adaptive algorithm works

effectively, which is crucial to save time and DoFs efficiently. Finally, this thesis ends

with conclusions and future works in Chapter 5. In Appendix A, you can find a MAT-

LAB routine to solve the semi-linear diffusion-convection-reaction equations using

DG methods to discretize in space.
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CHAPTER 2

DISCONTINUOUS GALERKIN METHODS

The first occurrence of the discontinuous Galerkin (DG) method goes over to the

1973 when Reed and Hill [69] introduced it for steady-state neutron transport being

a first-order hyperbolic problem. This study have set light to the development of DG

methods to use in nearly hyperbolic problems. The most known studies are the work

done by Bassi and Rebay [12] for the compressible Navier-Stokes equations, study

of Cockburn and Shu [29] on the local discontinuous Galerkin (LDG) method for

diffusion-convection equations, and Peraire and Persson [65] who have introduced

the compact discontinuous Galerkin (CDG) method. Apart from the DG method, in-

terior penalty (IP) methods have their own development route in the literature, which

is first introduced by Douglas and Dupont [38] and have developed for elliptic and

parabolic problems later on. Wheeler [88] have also contributed the development

of DG methods for elliptic and parabolic problems in seventies. Then, in eighties,

Arnold et. al. [6] proposed a unified analysis of several DG methods. In the sequel,

DG methods have been also developed for elliptic problems in [8, 23, 72] and for the

ones with advection in [7, 14, 47, 52].

In the last decade, DG methods have become so popular being mostly an alternate

method to the finite volume method (FVM) which have been used as a major method

to simulate the problems in industry and has a lack of ability to use higher order

approximations. DG methods combine the best properties of the FVMs and contin-

uous finite elements methods. FVMs can only use lower degree polynomials, and

continuous finite elements methods require higher regularity due to the continuity re-

quirements. Together with the nice properties of FVMs and continuous FEMs, DG
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methods have a number of useful properties. The so called properties are the consis-

tency, flexibility, stability, conservation of local quantities, robustness and compact-

ness. First of all, DG methods are simply a type of FEMs. Hence, the consistency

of DG methods can be easily interpreted using the Galerkin orthogonality property

of FEMs. The flexibility of DG methods comes from the fact that the functions in

DGFEM space are discontinuous along the inter-element boundaries, which is a key

point in the generation of unstructured meshes with hanging nodes and on the con-

struction of higher order basis functions. It allows to easily use different order of

polynomials on different elements since the supports of the functions in DGFEM

space are just a single element and there is no overlapping between the elements as in

the classical FEMs. Thus, DG methods can be easily used in p-refinement schemes,

where the order of the polynomials on the elements having steep gradient are ar-

ranged adaptively. The stability of DG methods are handled via the penalty term

which penalizes the jumps of the solution on the element boundaries. In this way, the

stability in DG methods are inherited and one need not to propose additional stabi-

lization techniques which is the case in the classical FEMs such as streamline upwind

Petrov-Galerkin (SUPG) method being the most popular method used in convection

dominated problems. The local properties of DG methods allows to locally conserve

several physical quantities such as mass and energy, which plays an important role in

the flow and transport problems, and DG methods lead to mass matrices with block

diagonal structure making DG methods useful in stiff ODEs arising from the semi-

discretization of initial-boundary value problems. Further, by the local construction

of DG methods, one can locally detect the sharp layers and the singularities singular-

ities of the solution in the mesh via the fully discontinuous polynomial representation

of the solution, which makes DG methods extremely convenient for the adaptive h-

refinement and also hp-refinement schemes [76]. The DG methods are able to be

designed so that the resulting numerical scheme is robust with respect to the problem

parameters such as the case of the perturbation of the diffusion parameter. By this

ability, at least it is expected that the perturbation of the so called parameter will affect

the solution only locally (not globally) and it will keep unperturbed in the remaining

field. In addition, the (Dirichlet) boundary conditions in DG methods are imposed in

a weak manner. In this way, one not only have a scheme which is robust with respect

to the boundary condition but also do not need to construct finite element spaces with
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certain conditions on the boundary. All these mentioned properties make DG methods

have a compact formulation which is a key ingredient in parallel computing where it

is important to minimize the data exchange in parallel executions. Besides all the

advantages, DG methods have some drawbacks. Compared to the continuous finite

elements methods, DG methods produce systems with larger degrees of freedom and

ill-conditioned matrices increasing linearly with the order of basis functions.

In this chapter, we give a detailed information about the interior penalty discontin-

uous Galerkin (IPG) methods which we use in this thesis to discretize the problems

in space. As a starting point of the construction, we consider the general Poisson

problem in Section 2.2 since the construction of IPG schemes concerns with the dif-

fusion part of the problem. Then, in Section 2.3, we will discuss the computational

tools used in IPG methods such as finite element spaces, basis functions etc. Being

the key term of IPG methods, the effect of the penalty parameter will be analyzed in

Section 2.4. In the end of the chapter, we give the arising scheme for a general steady-

state linear diffusion-convection-reaction equations in Section 2.5, which forms the

stationary linear part of the scalar form of the model problem (1.1) used in this the-

sis, and we show the coercivity of the arising bilinear form which is needed in the

sequential chapters.

2.1 Preliminaries

In this section, we introduce some useful definitions and identities required in the

construction of IPG schemes and to show the coercivity of the bilinear form arising

from the IPG scheme.

2.1.1 Sobolev Spaces

On a polygonal domain Ω in Rd, the spaces Lp(Ω) of p-integrable functions are de-

fined by

Lp(Ω) = {v Lebesgue measurable : ‖v‖2
Lp(Ω) <∞} , 1 ≤ p ≤ ∞
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equipped with the norms

‖v‖Lp(Ω) =
(∫

Ω
|v(x)|pdx

)1/p
, 1 ≤ p <∞,

‖v‖L∞(Ω) = esssup{|v(x)| : x ∈ Ω} , p =∞.

We mainly consider the space L2(Ω) which is a Hilbert space equipped with the usual

L2-inner product

(u, v)Ω =

∫
Ω

u(x)v(x)dx , ‖v‖L2(Ω) =
√

(v, v)Ω.

LetD(Ω) denotes the subspace of the spaceC∞ having compact support in Ω. For any

multi-index α = (α1, . . . , αd) ∈ Nd with |α| =
∑d

i=1 αi, the distributional derivative

Dαv is defined by

Dαv(ψ) = (−1)|α|
∫

Ω

v(x)
∂|α|ψ

∂xα1
1 · · · ∂x

αd
d

, ∀ψ ∈ D(Ω).

Then, we introduce for an integer s the Sobolev spaces

Hs(Ω) = {v ∈ L2(Ω) : Dαv ∈ L2(Ω) , ∀0 ≤ |α| ≤ s}

with the associated Sobolev norm

‖v‖Hs(Ω) =

 ∑
0≤|α|≤s

‖Dαv‖2
L2(Ω)

1/2

,

and the associated Sobolev seminorm

|v|Hs(Ω) = ‖∇sv‖L2(Ω) =

∑
|α|=s

‖Dαv‖2
L2(Ω)

1/2

.

The Sobolev spaces with vanishing functions on the domain boundary are defined by

Hs
0(Ω) = {v ∈ Hs(Ω) : v|∂Ω = 0}.

We are mainly interested in th case s = 1

H1(Ω) = {v ∈ L2(Ω) : ∇v ∈ (L2(Ω))d}.

Moreover, for a partition (most possibly triangles) ξh of Ω, we define the broken

Sobolev spaces by

Hs(ξh) = {v ∈ L2(Ω) : v|K ∈ Hs(K) , ∀K ∈ ξh}
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with the associated broken Sobolev norm

‖v‖Hs(ξh) =

(∑
K∈ξh

‖v‖2
Hs(K)

)1/2

,

and the associated broken gradient seminorm

|v|H0(ξh) =

(∑
K∈ξh

‖∇v‖2
L2(K)

)1/2

.

2.1.2 Trace Theorems

Theorem 2.1.1. [70, Theorem 2.5] For s0 > 1/2 and s1 > 3/2, there exist trace

operators γ0 : Hs0(Ω) 7→ Hs0−1/2(∂Ω) and γ1 : Hs1(Ω) 7→ Hs1−3/2(∂Ω) being

extensions of the boundary values and boundary normal derivatives, respectively,

with polygonal boundary ∂Ω, and for v ∈ C1(Ω), we have

γ0v = v|∂Ω , γ1v = ∇v · ~n|∂Ω.

In the above theorem, the spaceHs−1/2(∂Ω) (Hs−3/2(∂Ω)) is the space of completion

of all functions in Hs(∂Ω) (Hs−1(∂Ω)) with the property

Hs(∂Ω) ⊂ Hs−1/2(∂Ω) ⊂ Hs−1(∂Ω).

For instance, when s = 2, γ0 (γ1) belongs to the space H3/2(∂Ω) (H1/2(∂Ω)) being

the interpolated space between the spaces H2(∂Ω) (H1(∂Ω)) and H1(∂Ω) (L2(∂Ω)).

As a consequence of the above theorem, we have the trace inequalities

‖v‖L2(e) ≤ CTrh
−1/2
K ‖v‖L2(K), (2.1a)

‖∇v · ~n‖L2(e) ≤ CTrh
−1/2
K ‖∇v‖L2(K), (2.1b)

where hK denotes the diameter of an element K, and the positive constant CTr is

independent of hK .

2.1.3 Cauchy-Schwarz’s and Young’s Inequalities

The following inequalities are the most used identities in the analysis of FEMs, which

we use in this thesis, as well.
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• Cauchy-Schwarz’s inequality: For any u, v ∈ L2(Ω)

|(u, v)L2(Ω)| ≤ ‖u‖L2(Ω)‖v‖L2(Ω). (2.2)

• Young’s inequality: For any δ > 0 and for any a, b ∈ R

ab ≤ δ

2
a2 +

1

2δ
b2. (2.3)

2.2 Construction of IPG Methods

In this section, we give the detailed construction of the IPG methods [5, 70] applied

to the general Poisson equation

−ε∆u = f in Ω ⊂ R2, (2.4a)

u = gD on ΓD, (2.4b)

ε∇u · ~n = gN on ΓN , (2.4c)

with ∂Ω = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅. Using the Poisson equation as a starting

point is meaningful since the IPG methods are applied to the diffusion parts of the

problems.

Let the mesh ξh = {K} be a family of shape regular elements (triangles), i.e. for

some positive constant h0 there holds

max
K∈ξh

h2
K

|K|
≤ h0,

where hK and |K| denote the diameter and the area of the element K, respectively.

Let also that Ω = ∪K and Ki ∩Kj = ∅ for Ki, Kj ∈ ξh. Denote by Γ0
h, ΓDh and ΓNh

the set of interior, Dirichlet boundary and Neumann boundary edges, respectively, so

that Γ0
h ∪ ΓDh ∪ ΓNh forms the skeleton of the mesh. For any K ∈ ξh, let Pk(K) be

the set of all polynomials of degree at most k on K. Then, set the finite dimensional

solution and test function space by

Vh =
{
v ∈ L2(Ω) : v|K ∈ Pk(K), ∀K ∈ ξh

}
6⊂ H1

0 (Ω).

Note that the trial and test function spaces are the same because the boundary con-

ditions in discontinuous Galerkin methods are imposed in a weak manner (see the
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Figure 2.1: Two adjacent elements sharing an edge (left); an element near to domain
boundary (right)

IPG construction below). The classical (continuous) FEM uses a conforming, finite-

dimensional subspace Vh ⊂ H1
0 (Ω), which requires that the space Vh contains func-

tions of particular smoothness (e.g. Vh ⊂ {v ∈ C(Ω) : v = 0 on ∂Ω}). On the

other hands, discontinuous Galerkin methods make it easy to use the non-conforming

spaces, in which case the functions in Vh 6⊂ H1
0 (Ω) are allowed to be discontinuous

on the inter-element boundaries.

Since the functions in Vh are discontinuous along the inter-element boundaries, along

an interior edge, there are two different traces from the adjacent elements sharing that

edge. In the light of this fact, let us first introduce some notations before starting the

construction of IPG formulation. Let Ki, Kj ∈ ξh (i < j) be two adjacent elements

sharing an interior edge e = Ki ∩Kj ⊂ Γ0
h (see Fig.2.1). Denote the trace of a scalar

function v from inside Ki by vi and from inside Kj by vj . Then, set the jump and

average values of v on the edge e

[v] = vi~ne − vj~ne, {v} =
1

2
(vi + vj),

where ~ne is the unit normal to the edge e oriented from Ki to Kj . Similarly, we set

the jump and average values of a vector valued function ~q on e

[~q] = ~qi · ~ne − ~qj · ~ne, {~q} =
1

2
(~qi + ~qj).

Observe that [v] is a vector for a scalar function v, while, [~q] is scalar for a vector

valued function ~q. On the other hands, along any boundary edge e = Ki ∩ ∂Ω, we set

[v] = vi~n, {v} = vi, [~q] = ~qi · ~n, {~q} = ~qi,

where ~n is the unit outward normal to the boundary at e.
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Now, we are ready to construct the IPG discretization of the diffusion part of the

problem. We multiply the continuous equation (2.4a) by a test function v ∈ Vh, we

integrate over Ω and we split the integrals leading to

−
∑
K∈ξh

∫
K

ε∆uvdx =
∑
K∈ξh

∫
K

fvdx.

Applying the divergence theorem on every element integral gives∑
K∈ξh

∫
K

ε∇u · ∇vdx−
∑
K∈ξh

∫
∂K

ε(∇u · ~n)vds =
∑
K∈ξh

∫
K

fvdx+
∑
e∈ΓN

h

∫
e

gNvds.

Or using the jump definitions (v ∈ Vh are element-wise discontinuous), we may have∑
K∈ξh

∫
K

ε∇u · ∇vdx−
∑

e∈Γ0
h∪ΓD

h

∫
e

[εv∇u]ds =
∑
K∈ξh

∫
K

fvdx+
∑
e∈ΓN

h

∫
e

gNvds.

One can easily verify that [εv∇u] = {ε∇u} · [v] + [ε∇u] · {v}. Then, using also the

fact that [∇u] = 0 (u is assumed to be smooth enough so that ∇u is continuous), we

get∑
K∈ξh

∫
K

ε∇u · ∇vdx−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇u} · [v]ds =
∑
K∈ξh

∫
K

fvdx+
∑
e∈ΓN

h

∫
e

gNvds.

Yet, the left hand side may not be coercive. To handle this and to penalize the solu-

tions on the inter-element boundaries, noting that [u] = 0 along the interior edges (u

is assumed to be continuous), we reach at∑
K∈ξh

∫
K

ε∇u · ∇vdx−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇u} · [v]ds+ κ
∑
e∈Γ0

h

∫
e

{ε∇v} · [u]ds

+
∑
e∈Γ0

h

σε

he

∫
e

[u] · [v]ds =
∑
K∈ξh

∫
K

fvdx+
∑
e∈ΓN

h

∫
e

gNvds,

where he denote the length of the edge e and σ is the penalty parameter. Finally,

we add to the both sides the edge integrals on the Dirichlet boundary edges (keeping

unknown on the left hand side and imposing Dirichlet boundary condition on the right

hand side)∑
K∈ξh

∫
K

ε∇u · ∇vdx−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇u} · [v]ds+ κ
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇v} · [u]ds
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+
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[u] · [v]ds =
∑
K∈ξh

∫
K

fvdx+
∑
e∈ΓD

h

∫
e

gD
(
σε

he
v + κε∇v · ~n

)
ds

+
∑
e∈ΓN

h

∫
e

gNvds, (2.5)

which gives the IPG formulation. The parameter κ in the IPG formulation determines

the type of the IPG method. It varies on the values κ ∈ {−1, 0, 1} giving that

κ = −1 : Symmetric interior penalty Galerkin (SIPG) method,

κ = 1 : Non-symmetric interior penalty Galerkin (NIPG) method,

κ = 0 : Incomplete interior penalty Galerkin (IIPG) method.

In this thesis, we only consider the symmetric interior penalty Galerkin (SIPG) method

by setting κ = −1.

Proposition 2.2.1. The equivalence (consistency) of the model problem (2.4) and IPG

variational problem (2.5) is obvious by the construction of the IPG formulation above

if we assume that the solution u of the model problem (2.4) satisfies u ∈ Hs(Ω) for

some s > 3/2, which provides a sufficient smoothness of the solution needed in the

IPG construction.

2.3 Computation Tools for Integral Terms

In this section, we give some useful tools used to compute integrals on physical ele-

ments. Firstly, we mention about the reference element approach which is a common

tool among the whole finite elements method. Then, we discuss the basis functions

used in IPG methods, and also the numerical quadrature concept.

2.3.1 Reference Element

It is well-known that computing the integrals on the physical elements is difficult and

costly. The common technique in FEMs, instead, is to compute all the integrals on a

reference element and moving them to the physical elements.

We use the unit triangle on the first quadrant as the reference triangle K̂ with vertices

Â1 = (0, 0), Â2 = (1, 0), Â3 = (0, 1), while, a physical element K has the vertices
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Ai(xi, yi) for i = 1, 2, 3. To compute the integrals on the physical elements, we utilize

the invertible affine mapping FK : K̂ 7→ K defined by

FK

 x̂

ŷ

 =

 x

y

 , x =
3∑
i=1

xiψ̂i(x̂, ŷ) , y =
3∑
i=1

yiψ̂i(x̂, ŷ)

with the shape functions

ψ̂1(x̂, ŷ) = 1− x̂− ŷ , ψ̂2(x̂, ŷ) = x̂ , ψ̂3(x̂, ŷ) = ŷ.

One may rewrite the mapping as x

y

 = FK

 x̂

ŷ

 = BK

 x̂

ŷ

+ bK ,

where BK is a non-singular matrix and bK is a translation vector given by

BK =

 aK11 aK12

aK21 aK22

 =

 x2 − x1 x3 − x1

y2 − y1 y3 − y1

 , bK =

 x1

y1

 .

Thus, the inverse of the affine map FK can be defined explicitly by

F−1
K : K 7→ K̂ : F−1

K (x) = B−1
K (x− bK) = x̂,

where the inverse matrix B−1
K is given by

B−1
K =

1

detBK

 aK22 −aK12

−aK21 aK11

 =
1

2|K|

 âK11 âK12

âK21 âK22

 =
1

2|K|
B̂K .

All the above definitions yields the identities between the functions on the reference

element and the functions on the physical elements as

v̂(x̂, ŷ) = v(x, y),

∇̂v̂(x̂, ŷ) = BT
K∇v(x, y).

2.3.2 Numerical Quadrature

The flexibility of DG methods leads to use of high order polynomials, while, the

explicit integral formulation is so complicated with high order polynomials. Thus,

the use of high order quadrature rules in order to compute the integrals exactly is
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necessary. We use the numerical quadrature rule in [39] to approximate the integrals

on the reference element K̂, having the form∫
K̂

v̂ ≈
Nq∑
j=1

wj v̂(sx,j, sy,j),

where wj’s denote the quadrature weights and (sx,j, sy,j) ∈ K̂ are the quadrature

nodes inside the reference element. The use of the affine map FK with the quadrature

formula above leads to the computation of the integrals on a physical element K as∫
K

v =

∫
K̂

v ◦ FKdet(BK) = 2|K|
∫
K̂

v̂ ≈ 2|K|
Nq∑
j=1

wj v̂(sx,j, sy,j),

∫
K

∇v · w ≈ 2|K|
Nq∑
j=1

wj(B
T
K)−1∇̂v̂(sx,j, sy,j) · ŵ(sx,j, sy,j),

∫
K

∇v · ∇w ≈ 2|K|
Nq∑
j=1

wj(B
T
K)−1∇̂v̂(sx,j, sy,j) · (BT

K)−1∇̂ŵ(sx,j, sy,j).

2.3.3 Basis Functions

The functions in DG solution space Vh do not require to be continuous along the inter-

element boundaries. This property of DG methods provides a flexibility to choose

and construct the basis functions since the basis functions in DG space Vh have a

support just a single element K on which they are defined, and they vanish outside

that element. Such a construction results in the setting

Vh = span{ψKi : 1 ≤ i ≤ Nloc, K ∈ ξh}

with the global basis functions

ψKi (x) =

 ψ̂i ◦ FK(x), if x ∈ K,
0, if x /∈ K,

where {ψ̂i}’s are the local basis functions defined on the reference element K̂ and

Nloc denotes the local dimension depending on the order k of the polynomial basis

functions which is set Nloc = (k + 1)(k + 2)/2 in 2D.

There are a variety of basis functions such as Lagrange shape functions, monomial

bases, Legendre polynomials etc. In this thesis, we use the orthogonal Dubiner basis

17



[30] defined on the reference triangle

K̂ = {x = (x1, x2)| 0 ≤ x1, x2 ≤ 1}.

The construction of such basis polynomials based on the collapsed coordinate trans-

form between the reference triangle K̂ and the reference square Q̂ = [−1, 1]2 (see

Fig.2.2). First, the basis polynomials on the square Q̂ is formed by a generalized

tensor product of the Jacobi polynomials on the interval [−1, 1], and then, these basis

S
S
S
S
S
SS

6

-

K̂

x2

x1

(0, 0) (1, 0)

(0, 1)

x1 = (1+z1)(1−z2)
4

x2 = 1+z2
2

�

-

z1 = 2x1

1−x2
− 1

z2 = 2x2 − 1

6

-
Q̂

z2

z1

(−1,−1) (1,−1)

(−1, 1) (1, 1)

Figure 2.2: Collapsed coordinate transform between reference triangle and reference
square

.

polynomials are transformed to the reference triangle K̂ using the collapsed coordi-

nate transform in Fig.2.2. The explicit forms of Dubiner basis polynomials on the

reference triangle K̂ are given by

φmn(x1, x2) = (1− z2)mP 0,0
m (z1)P 2m+1,0

n (z2)

= 2m(1− x2)mP 0,0
m (

2x1

1− x2

− 1)P 2m+1,0
n (2x2 − 1),

for 0 ≤ m,n,m + n ≤ Nloc, where Pα,β
n (x)’s denote the corresponding n-th order

Jacobi polynomials on the interval [−1, 1], which are orthogonal polynomials under

the Jacobi weight (1− x)α(1 + x)β , i.e.∫ 1

−1

(1− x)α(1 + x)βPα,β
m (x)Pα,β

n (x)dx = δmn.

This property of the Jacobi polynomials yields the orthogonality of the Dubiner basis

on the reference triangle T̂ as∫∫
T̂

φmn(x1, x2)φij(x1, x2)dx1dx2 =
1

8
δmiδnj.

The advantage of the Dubiner basis is that its orthogonality leads to diagonal mass

matrix and better-conditioned stiffness matrix compared to the other basis polynomi-
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als (see Fig.2.3), and for higher order polynomial basis, it provides high accuracy in

the approximation of the integrals.
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Degree

C
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Monomial

Dubiner

Lagrange

Figure 2.3: Degree vs. condition number of the stiffness matrix: comparison for
different type of basis functions for the Poisson problem (2.4)

2.4 Effect of Penalty Parameter

The penalty parameter σ in the SIPG formulation should be selected sufficiently large

to ensure the coercivity of the bilinear form [70, Sec. 27.1], which is needed for the

stability of the convergence of the SIPG method. It ensures that the matrix arising

from the SIPG discretization of the diffusion part is symmetric positive definite. At

the same time it should not be too large since the conditioning of the matrix arising

from the bilinear form increases linearly by the penalty parameter (see Fig.2.4, left).

In the literature, several choices of the penalty parameter are suggested. In [40],

computable lower bounds are derived, and in [32], the penalty parameter is chosen

depending on the diffusion coefficient ε. The effect of the penalty parameter on the

condition number was discussed in detail for the DG discretization of the Poisson

equation in [26] and in [83] for layered reservoirs with strong permeability contrasts,

e.g. ε varying between 10−1 and 10−7.

To examine the effect of the penalty parameter, we study on the Poisson problem

(2.4a) with the appropriate load function f , diffusion constant ε = 1 and Dirichlet

boundary conditions using the exact solution u(x) = sin(πx1) sin(πx2). In Fig.2.5,

we have plotted the maximum nodal errors depending on the penalty parameter to
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show the instability bound of the scheme for different degrees of bases, where the

triangular symbols indicate our choice σ = 3k(k + 1).
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Figure 2.4: Condition number of the stiffness matrix of the SIPG method as the func-
tions of the penalty parameter σ (left) and the mesh-size h (right) with different poly-
nomial degree k for the Poisson problem (2.4)
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Figure 2.5: Maximum nodal errors of the SIPG approximation as a function of penalty
parameter σ with different polynomial degree k for the Poisson problem (2.4)

Similarly, the condition number of the stiffness matrix increases with decreasing

mesh-size and increasing order of the DG discretization (see Fig.2.4, right), which

affects the efficiency of an iterative solver. Similar results can be found in [26].
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2.5 Problems with Convection

In this Section, we consider the scalar diffusion-convection equation of the form

−ε∆u+ ~β · ∇u+ αu = f in Ω, (2.6a)

u = gD on ΓD, (2.6b)

ε
∂u

∂~n
= gN on ΓN (2.6c)

with Ω is a bounded, open, convex domain in R2 with boundary ∂Ω = ΓD ∪ ΓN ,

ΓD ∩ ΓN = ∅, 0 < ε � 1 is the diffusivity constant, f ∈ L2(Ω) is the source

function, ~β ∈ (W 1,∞(Ω))
2 is the velocity field, gD ∈ H3/2(ΓD) and gN ∈ H1/2(ΓN)

are the Dirichlet and Neumann boundary conditions, respectively. The linear reaction

coefficient α is a positive number which mimics the temporal discretization parameter

1/∆t, where ∆t is the time-step size. For the well-posedness of the problem, we also

assume for some non-negative constant α0 that

α− 1

2
∇ · ~β(x) ≥ α0 ≥ 0. (2.7)

In order to discretize the problem (2.6), we apply SIPG formulation to the diffusion

part given in the previous section, and the original upwinding scheme [61, 69] to the

convection part. With the aim of upwinding, let us decompose the boundary edges

into the set Γ− of inflow edges and the set Γ+ of outflow edges defined by

Γ−h = {x ∈ ∂Ω : ~β · ~n < 0} , Γ+
h = ∂Ω \ Γ−h ,

where ~n is the unit outward normal to the boundary ∂Ω. The set of inflow and outflow

boundary edges of an element K ∈ ξh is defined in a similar way by

∂K− = {x ∈ ∂K : ~β · ~nK < 0} , ∂K+ = ∂K \ ∂K−,

where ~nK is the unit outward normal vector to the element boundary ∂K. Moreover,

on an interior edge ∂K, we denote the trace of a function v from inside the element

K by vin and from outside the element K by vout. Then, SIPG with upwinding

discretized formulation of (2.6) reads as: find uh ∈ Vh such that

ah(uh, vh) = lh(vh) ∀vh ∈ Vh, (2.8)
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with the bilinear form

ah(uh, vh) = aDRh (uh, vh) + aCh (uh, vh), (2.9)

where

aDRh (uh, vh) =
∑
K∈ξh

∫
K

(ε∇uh · ∇vh + αuhvh)dx−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇uh} · [vh]ds

−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇vh} · [uh]ds+
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[uh] · [vh]ds,

aCh (uh, vh) =
∑
K∈ξh

∫
K

~β · ∇uhvhdx+
∑
K∈ξh

∫
∂K−\∂Ω

~β · ~n(uouth − uinh )vhds

−
∑
K∈ξh

∫
∂K−∩Γ−h

~β · ~nuinh vhds,

lh(vh) =
∑
K∈ξh

∫
K

fvhdx+
∑
e∈ΓD

h

∫
e

gD
(
σε

he
vh − ε∇vh · ~n

)
ds

−
∑
K∈ξh

∫
∂K−∩Γ−h

~β · ~ngDvhds+
∑
e∈ΓN

h

∫
e

gNvhds.

Remark 2.5.1. Through the integration by parts, one may also have for the convective

term that

aCh (uh, vh) =
∑
K∈ξh

∫
K

(−~βuh · ∇vh −∇ · ~βuhvh)dx

+
∑
K∈ξh

∫
∂K+\∂Ω

~β · ~nuinh (vh − vouth )ds+
∑
K∈ξh

∫
∂K+∩Γ+

h

~β · ~nuinh vhds.

2.5.1 Coercivity of Bilinear Form

We show the coercivity of the bilinear form ah(u, v) = aDRh (u, v) + aCh (u, v) by

showing the coercivities of the bilinear forms aDRh (u, v) and aCh (u, v) separately.

To show the coercivity of the bilinear form aDRh (u, v), which corresponds to the dif-

fusion and linear reaction terms, we define the energy norm (or diffusion norm)

|||v|||2 =
∑
K∈ξh

(‖ε∇v‖2
L2(K) + α0‖v‖2

L2(K)) +
∑

e∈Γ0
h∪ΓD

h

εσ

he
‖[v]‖2

L2(e). (2.10)
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Lemma 2.5.2. The bilinear form aDRh (u, v) corresponding to the diffusion and linear

reaction terms in the SIPG bilinear form (2.9) is coercive satisfying that

aDRh (v, v) ≥ 1

2
|||v|||2 , ∀v ∈ Vh, (2.11)

where the norm |||| · |||| is defined as in (2.10).

Proof. The bilinear form aDRh (u, v) satisfies

aDRh (v, v) =
∑
K∈ξh

∫
K

(ε(∇v)2 + αv2)dx− 2
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇v} · [v]ds

+
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[v]2ds.

We need to find an upper bound to the term
∑

e∈Γ0
h∪ΓD

h

∫
e
{ε∇v} · [v]ds (a lower bound

to the negative of the term). Using the Cauchy-Schwarz’s inequality, we obtain∑
e∈Γ0

h∪ΓD
h

∫
e

{ε∇v} · [v]ds ≤
∑

e∈Γ0
h∪ΓD

h

‖{ε∇v · ~ne}‖L2(e)‖[v]‖L2(e)

≤
∑

e∈Γ0
h∪ΓD

h

‖{ε∇v · ~ne}‖L2(e)

(
1

|e|

) 1
2
− 1

2

︸ ︷︷ ︸
1

‖[v]‖L2(e).

For the interior edges e = Ki ∩Kj ∈ Γ0
h, using the definition of the average operator

and the trace inequality (2.1b), we get

‖{ε∇v · ~ne}‖L2(e) ≤
1

2
‖ε∇vi · ~ne‖L2(e) +

1

2
‖ε∇vj · ~ne‖L2(e)

≤ CTrε

2
h
−1/2
Ki
‖∇v‖L2(Ki) +

CTrε

2
h
−1/2
Kj
‖∇v‖L2(Kj).

Let us denote by h the maximum element size, i.e. h = max(hK). Obviously there

holds |e| ≤ hK ≤ h for 2D case, which of use leads to∫
e

{ε∇v} · [v]ds ≤ CTrε

2
|e|1/2

(
h
−1/2
Ki
‖∇v‖L2(Ki) + h

−1/2
Kj
‖∇v‖L2(Kj)

)
×
(

1

|e|

)1/2

‖[v]‖L2(e)

≤ CTrε
(
‖∇v‖2

L2(Ki)
+ ‖∇v‖2

L2(Kj)

)1/2
(

1

|e|

)1/2

‖[v]‖L2(e).

For the edges in the set of boundary edges ΓDh , similar bound can be proceeded.

Summation on e ∈ Γ0
h ∪ ΓDh and noting that the maximum number of neighbors
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elements (triangles) in a conforming mesh is 3 yields

∑
e∈Γ0

h∪ΓD
h

∫
e

{ε∇v} · [v]ds ≤
√

3CTrε

(∑
K∈ξh

‖∇v‖2
L2(K)

) 1
2

 ∑
e∈Γ0

h∪ΓD
h

1

|e|
‖[v]‖2

L2(e)

 1
2

.

For a constant δ > 0, applying the Young’s inequality (2.3), we obtain∑
e∈Γ0

h∪ΓD
h

∫
e

{ε∇v} · [v]ds ≤ δ

2

∑
K∈ξh

‖ε1/2∇v‖2
L2(K) +

3C2
Trε

2δ

∑
e∈Γ0

h∪ΓD
h

1

|e|
‖[v]‖2

L2(e).

Now, assuming that the convection field ~β is divergence free and using the condition

(2.7) gives

aDRh (v, v) ≥
∑
K∈ξh

∫
K

(ε(∇v)2 + α0v
2)dx− 2

∑
e∈Γ0

h∪ΓD
h

∫
e

{ε∇v} · [v]ds

+
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[v]2ds

≥ (1− δ)
∑
K∈ξh

‖ε1/2∇v‖2
L2(K) +

1

2

∑
K∈ξh

α0‖v‖2
L2(K)

+
∑

e∈Γ0
h∪ΓD

h

ε

|e|

(
σ − 3C2

Tr

δ

)
‖[v]‖2

L2(e).

Finally, choosing δ = 1/2 and the penalty parameter σ large enough (σ ≥ 6C2
Tr)

yields

aDRh (v, v) ≥ 1

2
|||v|||2.

To show the coercivity of the bilinear form aCh (u, v), which corresponds to the con-

vection part, first note that the bilinear form aCh (u, v) is equivalent to

aCh (u, v) =
∑
K∈ξh

∫
K

~β ·∇uvdx+
∑
e∈Γ0

h

∫
e

|~β ·~n|(uin−uout)vds+
∑
e∈Γ−h

∫
e

|~β ·~n|uinvds.

In [55], it is shown for the above definition of the bilinear form aCh (u, v), there holds

aCh (v, v) =
1

2

∑
e∈Γ−h

|~β · ~n|‖vin‖2
L2(e) +

1

2

∑
e∈Γ+

h

|~β · ~n|‖vout‖2
L2(e)

+
1

2

∑
e∈Γ0

h

|~β · ~n|‖vin − vout‖2
L2(e). (2.12)

, which yields the following lemma.
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Lemma 2.5.3. The bilinear form ah(u, v) (2.9) is coercive satisfying

ah(v, v) ≥ 1

2
||v||2DG , ∀v ∈ Vh

with the DG norm

‖v‖DG = |||v|||+ 1

2

∑
e∈Γ−h

|~β · ~n|‖vin‖2
L2(e) +

1

2

∑
e∈Γ+

h

|~β · ~n|‖vout‖2
L2(e)

+
1

2

∑
e∈Γ0

h

|~β · ~n|‖vin − vout‖2
L2(e). (2.13)

Proof. Using the identities (2.11) and (2.12), for all v ∈ Vh, we immediately obtain

the coercivity of the bilinear form ah(u, v)

ah(v, v) = aDRh (v, v) + aCh (v, v)

≥ 1

2
|||v|||2 +

1

2

∑
e∈Γ−h

|~β · ~n|‖vin‖2
L2(e) +

1

2

∑
e∈Γ+

h

|~β · ~n|‖vout‖2
L2(e)

+
1

2

∑
e∈Γ0

h

|~β · ~n|‖vin − vout‖2
L2(e)

≥ 1

2
‖v‖2

DG,

where the DG norm ‖ · ‖DG is given by (2.13).
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CHAPTER 3

ELLIPTIC PROBLEMS WITH ADAPTIVITY

This chapter aims to consider and study on the stationary semi-linear diffusion -

convection-reaction equations, the stationary form of the model (1.1). We give the

existence and uniqueness results of the elliptic system. Then, being the main tool of

this thesis, we discuss the adaptivity to solve the such models, which is a native tool

for the convection dominated problems to handle the unphysical oscillations at the in-

terior/boundary layers due to the convection. We derive and prove the residual-based

robust a posteriori error estimates, which is one of the main theoretical contribution

of this thesis. Using the driven a posteriori estimates, we introduce an adaptive algo-

rithm chart for the stationary models. The results obtained for the stationary model

will be a key ingredient in the non-stationary models since one of he major aim of this

thesis is to use the ready a posteriori error estimates driven for elliptic models in the

non-stationary systems instead of adapting the estimates for non-stationary models

case by case in order to compare the exact solution with numerical solution directly.

Since the stiffness matrices obtained by DG methods become larger, ill-conditioned

and dense for higher order DG elements, preconditioning of the arising systems are

needed. For this reason, we introduce as an iterative method the matrix reordering

and partitioning technique in [80]. We give the detailed construction of the matrix

reordering and partitioning technique, and we demonstrate its efficiency numerically.

In the literature, there are various methods to solve the convection dominated diffusion-

convection-reaction equations, especially for linear ones. Among them the most

famous methods are the stabilized finite elements methods such as Galerkin least

squares FEMs [22, 21, 54]. The most known method among this class of methods
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is the streamline upwind Petrov-Galerkin (SUPG) method to solve the convection

dominated diffusion-convection-reaction equations. In this chapter, we discuss on the

Galerkin least squares FEMs, and we compare the adaptive DG approximations with

the ones obtained by the Galerkin least squares FEMs in Section 3.4, and the ones

obtained by SUPG through the numerical studies in Section (3.5).

3.1 Model Elliptic Problem

We consider as the elliptic model problem the convection dominated scalar stationary

form of the model (1.1) given by

αu− ε∆u+ ~β · ∇u+ r(u) = f in Ω, (3.1a)

u = gD on ΓD, (3.1b)

ε
∂u

∂~n
= gN on ΓN (3.1c)

with Ω is a bounded, open, convex domain in R2 with boundary ∂Ω = ΓD ∪ ΓN ,

ΓD ∩ ΓN = ∅, 0 < ε � 1 is the diffusivity constant, f ∈ L2(Ω) is the source

function, ~β ∈ (W 1,∞(Ω))
2 is the velocity field, gD ∈ H3/2(ΓD) and gN ∈ H1/2(ΓN)

are the Dirichlet and Neumann boundary conditions, respectively. The linear reaction

coefficient α is a positive number which mimics the temporal discretization parameter

1/∆t, where ∆t is the time-step size. Further, we assume that the non-linear reaction

term is bounded, locally Lipschitz continuous and monotone, i.e. satisfy for any

s, s1, s2 ≥ 0, s, s1, s2 ∈ R the following conditions

|ri(s)| ≤ CS, CS > 0, s ∈ [−S, S], (3.2a)

‖ri(s1)− ri(s2)‖L2(Ω) ≤ L(S)‖s1 − s2‖L2(Ω), L(S) > 0, (3.2b)

ri ∈ C1(R+
0 ), ri(0) = 0, r′i(s) ≥ 0. (3.2c)

Moreover, we assume that

α− 1

2
∇ · ~β(x) ≥ α0 ≥ 0, (3.3a)

‖α−∇ · ~β(x)‖L∞(Ω) ≤ c∗α0, (3.3b)

for some non-negative constants α0 and c∗. The identity (3.3a) is needed to have a

coercive bilinear form (well-posedness of the linear part), while, we use the identity

(3.3b) to prove the reliability of a posteriori error estimate.
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In order to discretize the problem (3.1), we apply SIPG formulation to the diffusion

part and the original upwinding scheme [61, 69] to the convection part. Using the

notations and definitions from the previous chapter, the solution of (3.1) reads as:

find uh ∈ Vh such that

ah(uh, vh) + bh(uh, vh) = lh(vh) , ∀vh ∈ Vh (3.4)

with

ah(uh, vh) =
∑
K∈ξh

∫
K

ε∇uh · ∇vhdx+
∑
K∈ξh

∫
K

αuhvhdx+
∑
K∈ξh

∫
K

~β · ∇uhvhdx

−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇vh} · [uh]ds−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇uh} · [vh]ds

+
∑
K∈ξh

∫
∂K−\∂Ω

~β · ~n(uouth − uinh )vhds−
∑
K∈ξh

∫
∂K−∩Γ−h

~β · ~nuinh vhds

+
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[uh] · [vh]ds,

bh(uh, vh) =
∑
K∈ξh

∫
K

r(uh)vhdx,

lh(vh) =
∑
K∈ξh

∫
K

fvhdx+
∑
e∈ΓD

h

∫
e

gD
(
σε

he
vh − ε∇vh · ~n

)
ds

−
∑
K∈ξh

∫
∂K−∩Γ−h

~β · ~ngDvhds+
∑
e∈ΓN

h

∫
e

gNvhds.

The formulation (3.4) differs from the formulation (2.8) by the additional non-linear

form bh(u, v) which is linear in the second argument. Thus, it is valid that the bilinear

form ah(u, v) in (3.4) is coercive on Vh with the DG norm (2.13), which will be used

to show the existence of the unique solution of the variational problem (3.4).

3.1.1 Discrete System in Matrix-Vector Form

The approximate solution to the discrete problem (3.4) has the form

uh =
Nel∑
i=1

Nloc∑
l=1

U i
l φ

i
l, (3.5)

where φil’s are the basis polynomials spanning the DGFEM space Vh, U i
l ’s are the

unknown coefficients to be found, Nel denotes the number of triangles and Nloc
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is the number of local dimension. In DG methods, we choose the piecewise basis

polynomials φil’s in such a way that each basis function has only one triangle as a

support, i.e. we choose on a specific triangle Ke, e ∈ {1, 2, . . . , Nel}, the basis

polynomials φel which are zero outside the triangle Ke, l = 1, 2, . . . , Nloc. By this

construction, the stiffness matrix obtained by DG methods has a block structure, each

of which related to a triangle or face integral (there is no overlapping as in continuous

FEM case). The product dof := Nel ∗ Nloc gives the degree of freedom (DoFs) in

DG methods. Inserting the linear combination of uh in (3.4) and choosing the test

functions as vh = φil, l = 1, 2, . . . , Nloc, i = 1, 2, . . . , Nel, we obtain the non-linear

system of equations in matrix-vector form given by

SU + b(U) = L, (3.6)

where U ∈ Rdof is the vector of unknown coefficients U i
l ’s, S ∈ Rdof×dof is the

stiffness matrix corresponding to the bilinear form ah(uh, vh), b(U) ∈ Rdof is the

vector function of U related to the non-linear form bh(uh, vh) and L ∈ Rdof is the

vector to the linear form lh(vh). The explicit definitions are given by

S =


S11 S12 · · · S1,Nel

S21 S22
...

... . . .

SNel,1 · · · SNel,Nel

 , U =


U1

U2

...

UNel



b(U) =


b1(U)

b2(U)
...

bNel(U)

 , L =


L1

L2

...

LNel


where all the block matrices have dimension Nloc:

Sji =


ah(φ

i
1, φ

j
1) ah(φ

i
2, φ

j
1) · · · ah(φ

i
Nloc, φ

j
1)

ah(φ
i
1, φ

j
2) ah(φ

i
2, φ

j
2)

...
... . . .

ah(φ
i
1, φ

j
Nloc) · · · ah(φ

i
Nloc, φ

j
Nloc)

 , Ui =


U i

1

U i
2

...

U i
Nloc


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bi =


bh(uh, φ

i
1)

bh(uh, φ
i
2)

...

bh(uh, φ
i
Nloc)

 , Li =


lh(φ

i
1)

lh(φ
i
2)

...

lh(φ
i
Nloc)


Proposition 3.1.1. The non-linear vector b(U) in (3.6) is locally Lipschitz with re-

spect to U.

Proof. For given functions u1, u2, v with u1, u2, satisfying (3.5), we have by defini-

tion

bh(u
1 − u2, v) =

∫
Ω

r(u1 − u2)vdx.

Applying Cauchy-Schwarz’s inequality and using the locally Lipschitz continuity

condition (3.2b), we get

bh(u
1 − u2, v) ≤ ‖r(u1 − u2)‖L2(Ω)‖v‖L2(Ω)

≤ LS‖u1 − u2‖L2(Ω)‖v‖L2(Ω),

which means that the non-linear form bh(u, v) is locally Lipschitz continuous in the

first argument. Since the components of the vector b(U1 − U2) are nothing but

the non-linear forms bh(u1 − u2, φil), l = 1, 2, . . . , Nloc, i = 1, 2, . . . , Nel, each

component of the vector b(U) is locally Lipschitz continuous, which yields that the

vector b(U) is locally Lipschitz with respect to U.

Proposition 3.1.2 (Existence of Unique Solution). The SIPG formulation (3.4) has a

unique solution.

Proof. The coercivity (Lemma 2.5.3) of the bilinear form ah(u, v), in the algebraic

point of view, means that the matrix S in the system (3.6) arising from the bilinear

form ah(u, v) is positive definite. This, combining with the locally Lipschitz con-

dition (Lemma 3.1.1) of the non-linear vector b(U) in (3.6), means that the system

(3.6), as a result, the SIPG formulation (3.4) has a unique solution.
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3.2 Adaptivity

Most of the convection dominated problems lead to internal/boundary layers where

the solution has large gradients. The standard FEMs are known to produce strong

oscillations around the layers, and one has to find accurate approximations in order to

handle the nonphysical oscillations using some certain techniques. A naive approach

is to refine the mesh uniformly. But it is not desirable as it highly increase the degrees

of freedom and refines the mesh unnecessarily in regions where the solutions are

smooth. On the other hands, in the semi-linear diffusion-convection-reaction equa-

tions, in addition to the nonphysical oscillations due to convection, non-linear reaction

leads to sharp fronts. The adaptive tools can overcome all the so-called nonphysical

oscillations and shocks, in which the mesh is refined only locally using an adaptive

strategy. In this section, we describe the adaptive strategy for elliptic semi-linear

diffusion-convection-reaction equations.

In the adaptive finite elements, the elements in a triangulation are selected to be re-

fined locally if their estimated local errors are large. Thus, the crucial part of the

adaptive algorithms is to estimate the local errors. The major tool to estimate the lo-

cal errors is a posteriori error estimation which uses the approximate solution and the

given problem data. There are plenty many studies on a posteriori error estimation

most of which mainly with respect to the energy norm induced by the weak formula-

tion [3, 10, 86, 85, 84]. On the other hands, through the local properties being very

suitable for adaptive schemes, there are several studies on a posteriori error estimation

using DG discretization. The convergence analysis of a residual-based a posteriori er-

ror estimation using DG was firstly studied by Karakashian and Pascal [57]. Hoppe

et al. [49] analyzed the convergence of a posteriori error estimates for the interior

penalty discontinuous Galerkin method. In [2], a posteriori error estimator robust in

any unknown constant has been derived by Ainsworth. Further, a posteriori error es-

timation using DG discretization are also studied by Rivière et al. [71], Houston et

al. [52] and Ern et al. [41], and references therein.

In this section, we introduce the adaptive strategy for elliptic semi-linear diffusion-

convection-reaction models using the residual-based in diffusion parameter (Péclet

number) robust a posteriori error estimation used for elliptic linear diffusion-convection-
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reaction models in [75]. We prove a posteriori bounds with respect to the energy norm

induced by the SIPG formulation of the system.

3.2.1 The Adaptive Procedure

Our adaptive algorithm is based on the standard adaptive finite element (AFEM) iter-

ative loop (Fig.3.1): �� �
Begin

?

Initialization:mesh, 0 < tol, θ

?
SOLVE

?
ESTIMATE: compute η

?�� �
η < tol

?No

?

MARK: find subset MK

?

REFINE: refine triangles K ∈MK

�� �
End

-

Yes

�

Figure 3.1: Adaptive strategy

The first step, SOLVE, is to solve the SIPG discretized system (3.4) on a given trian-

gulation ξh. The ESTIMATE step is the key part of the adaptive procedure, by which

we are able to determine the elements having large error to be refined using computed

solution and given data (a posteriori). As an estimator, we use a residual based error

indicator based on the modification of the error estimator given in Schötzau and Zhu

[75] for a single linear convection dominated diffusion-convection-reaction equation

to the diffusion-convection equation with non-linear reaction mechanism, which is

robust in the Péclet number. To do this, we include in a posteriori error indicator the

non-linear reaction term as local contributions to the cell residuals and not to the in-

terior/boundary edge residuals [87, Chp. 5.1.4]. Let uh be the solution to (3.4). Then,

33



for each element K ∈ ξh, we define the local error indicators η2
K as

η2
K = η2

RK
+ η2

E0
K

+ η2
ED

K
+ η2

EN
K
, (3.7)

In (3.7), ηRK
denote the cell residuals

η2
RK

= ρ2
K‖f − αuh + ε∆uh − ~β · ∇uh − r(uh)‖2

L2(K),

while, ηE0
K

, ηED
K

and ηEN
K

stand for the edge residuals coming from the jump of the

numerical solution on the interior, Dirichlet boundary and Neumann boundary edges,

respectively

η2
E0

K
=

∑
e∈∂K∩Γ0

h

(
1

2
ε−

1
2ρe‖[ε∇uh]‖2

L2(e) +
1

2
(
εσ

he
+ α0he +

he
ε

)‖[uh]‖2
L2(e)

)
,

η2
ED

K
=

∑
e∈∂K∩ΓD

h

(
εσ

he
+ α0he +

he
ε

)‖gD − uh‖2
L2(e),

η2
EN

K
=

∑
e∈∂K∩ΓN

h

ε−
1
2ρe‖gN − ε∇uh · ~n‖2

L2(e),

where the weights ρK and ρe, on an element K and along an edge e, respectively, are

defined by

ρK = min{hKε−
1
2 , α

− 1
2

0 }, ρe = min{heε−
1
2 , α

− 1
2

0 },

for α0 6= 0. When α0 = 0, we take ρK = hKε
− 1

2 and ρe = heε
− 1

2 . Then, our a

posteriori error indicator is given by

η =

(∑
K∈ξh

η2
K

)1/2

. (3.8)

We also introduce the data approximation error,

Θ2 = Θ2(f) + Θ2(uD) + Θ2(uN) (3.9)

with

Θ2(f) =
∑
K∈ξ

ρ2
K(‖f − fh‖2

L2(K) + ‖(~β − ~βh) · ∇uh‖2
L2(K) + ‖(α− αh)uh‖2

L2(K)),

Θ2(uD) =
∑
e∈ΓD

h

(
εσ

he
+ α0he +

he
ε

)‖gD − ĝD‖2
L2(e),

Θ2(uN) =
∑
e∈ΓN

h

ε−
1
2ρe‖gN − ĝN‖2

L2(e)
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with ĝD and ĝN denoting the mean integrals of gD and gN , respectively.

In the MARK step, if the given tolerance is not satisfied, we determine the set of

elements MK ⊂ ξh to be refined using the error indicator defined in (3.7). To do this,

we use the bulk criterion proposed by Döfler [37], by which the approximation error

is decreased by a fixed factor for each loop. In the light of bulk criterion, we choose

the set of elements MK ⊂ ξh satisfying∑
K∈MK

η2
K ≥ θ

∑
K∈ξh

η2
K

for a user defined parameter 0 < θ < 1. Here, bigger θ results in more refinement of

triangles in a single loop, where, smaller θ causes more refinement loops.

Finally, REFINE step, we refine the marked elements K ∈ MK using the newest

vertex bisection method [27]. This process can be summarized as (see Fig.3.2): for

each element K ∈ ξh, we label one vertex of K as a newest vertex. The opposite

edge of the newest vertex is called as the refinement edge. Then, a triangle is bisected

to two new children triangles by connecting the newest vertex to the midpoint of the

refinement edge, and this new vertex created at the midpoint of the refinement edge

is assigned to be the newest vertex of the children. Following a similar rule, these

two children triangles are bisected to obtain four children elements belonging to the

father element (the refined triangle K ∈ MK). After bisecting all K ∈ MK , we also

divide some elements K ∈ ξh \MK to keep the conformity of the mesh, i.e. hanging

nodes are not allowed.

�
�
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�
�

S
S
S
S
S

2 3

1

4
r �

�
�
�
�
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S
S
S
S

2 3

1
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r���
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�
�
�
�

S
S
S
S
S

2 3

1

4
rSSS
rleft

Figure 3.2: Bisection of a triangle

.

In the case of coupled problems, instead of a single component problem, we refine

the elements being the union of the set of the elements to be refined for each com-

ponent, i.e., let η1
K and η2

K be the computed local error indicators corresponding to
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each unknown component of a two component system. Next, we determine the set of

elements M1
K and M2

K satisfying∑
K∈M1

K

(η1
K)2 ≥ θ

∑
K∈ξh

(η1
K)2 ,

∑
K∈M2

K

(η2
K)2 ≥ θ

∑
K∈ξh

(η2
K)2.

Then, we refine the marked elementsK ∈M1
K∪M2

K using the newest vertex bisection

method. The adaptive procedure ends after a sequence of mesh refinements up to

attain a solution with an estimated error within a prescribed tolerance.

3.2.2 A Posteriori Error Estimation

In order to measure the error, we use the energy norm

|||v|||2 =
∑
K∈ξh

(‖ε∇v‖2
L2(K) + α0‖v‖2

L2(K)) +
∑

e∈Γ0
h∪ΓD

h

εσ

he
‖[v]‖2

L2(e), (3.10)

and the semi-norm

|v|2C = |~βv|2∗ +
∑

e∈Γ0
h∪ΓD

h

(α0he +
he
ε

)‖[v]‖2
L2(e), (3.11)

where

|u|∗ = sup
w∈H1

0 (Ω)\{0}

∫
Ω
u · ∇wdx
|||w|||

.

The terms |~βv|2∗ and he
ε
‖[v]‖2

L2(e) in (3.11) are used to bound the convection part,

whereas, the term α0he‖[v]‖2
L2(e) is used to bound the linear reaction part of the dis-

crete system.

Theorem 3.2.1. Let u and uh be the solutions of the continuous problem (3.1) and the

discrete SIPG problem (3.4), respectively. Also assume that there hold the assump-

tions (3.2) and (3.3). Then, we have a posteriori error estimates

|||u− uh|||+ |u− uh|C . η + Θ (reliability), (3.12)

η . |||u− uh|||+ |u− uh|C + Θ (efficiency), (3.13)

where the error indicator η and the data oscillation error Θ are defined in (3.7) and

(3.9), respectively, and with the energy norm (3.10) and the semi-norm (3.11).
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Before proceeding the proof of the Theorem 3.2.1, let us first give some key tools to

be used in the proof. The proof of the Theorem 3.2.1 is analogous to the ones in [75]

for the linear problems. Therefore, only the proofs in which the non-linear reaction

term plays a role will be given. In the following, the symbols . and & are stand for

the bounds up to positive constants independent of the local mesh size h, the diffusion

coefficient ε and the penalty parameter σ. Further, we use the DG norm defined by

‖v‖2
DG = |||v|||+ |v|C (3.14)

with the definitions in (3.10) and (3.11).

First, note that for the solutions u and uh of the continuous problem (3.1) and the

discrete SIPG problem (3.4), respectively, the error ‖u − uh‖DG is not well-defined,

since u ∈ H1
0 (Ω) and uh ∈ Vh * H1

0 (Ω). Therefore, we split SIPG solution uh as

uh = uch + urh

with uch ∈ H1
0 (Ω) ∩ Vh being the conforming part of the solution and urh ∈ Vh is

the remainder term. In this way, we have uh ∈ H1
0 (Ω) + Vh, and from the triangular

inequality, we obtain

‖u− uh‖DG ≤ ‖u− uch‖DG + ‖urh‖DG.

Now, both the terms on the right hand side are well-defined norms, and our aim is

to find bounds for them. Next, using the Remark 2.5.1 for the terms related to the

convection, we introduce the following auxiliary forms:

Dh(u, v) =
∑
K∈ξh

∫
K

(
ε∇u · ∇v + (α−∇ · ~β)uv

)
dx, (3.15a)

Oh(u, v) =−
∑
K∈ξh

∫
K

~βu · ∇vdx+
∑
K∈ξh

∫
∂K+∩Γ+

~β · ~nKuvds

+
∑
K∈ξh

∫
∂K+\∂Ω

~β · ~nKu(v − vout)ds, (3.15b)

Kh(u, v) =−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇u} · [v]ds−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇v} · [u]ds, (3.15c)

Jh(u, v) =
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[u] · [v]ds. (3.15d)
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Define the bilinear form ãh(u, v) by

ãh(u, v) = Dh(u, v) +Oh(u, v) + Jh(u, v),

which is well-defined onH1
0 (Ω)+Vh and satisfies the coercivity property [75, Lemma

4.1]

ãh(v, v) ≥ |||v|||2 , ∀v ∈ H1
0 (Ω).

Moreover, the SIPG bilinear form ah(u, v) in (3.4) satisfies

ah(u, v) = ãh(u, v) +Kh(u, v) , ∀u, v ∈ Vh, (3.16)

ah(u, v) = ãh(u, v) , ∀u, v ∈ H1
0 (Ω). (3.17)

Further, the auxiliary forms are continuous [75, Lemma 4.2]:

|Dh(u, v)| . |||u||| |||v||| , u, v ∈ H1
0 (Ω) + Vh, (3.18)

|Oh(u, v)| . |~βu|∗ |||v||| , u ∈ H1
0 (Ω) + Vh, v ∈ H1

0 (Ω), (3.19)

|Jh(u, v)| . |||u||| |||v||| , u, v ∈ H1
0 (Ω) + Vh, (3.20)

and for u ∈ Vh, v ∈ Vh ∩H1
0 (Ω), we have [75, Lemma 4.3]

|Kh(u, v)| . σ−1/2

 ∑
e∈Γ0

h∪ΓD
h

σε

he
‖[u]‖L2(e)

1/2

|||v|||. (3.21)

We also have for the non-linear form bh(u, v), using the assumption (3.2a)

|bh(u, v)| . |||v||| , u, v ∈ H1
0 (Ω) + Vh. (3.22)

Now, we give some auxiliary results and conditions which are used in the proofs.

Lemma 3.2.2. [75, Lemma 4.4](Inf-sup condition) For all u ∈ H1
0 (Ω), we have

|||u|||+ |~βu|∗ . sup
v∈H1

0 (Ω)\{0}

ãh(t;u, v)

|||v|||
. (3.23)

Definition 3.2.3. (Approximation operator) Let V c
h = Vh ∩H1

0 (Ω) be the conforming

subspace of Vh. For any u ∈ Vh, there exists an approximation operator Ah : Vh 7→
V c
h satisfying ∑

K∈ξ

‖u− Ahu‖2
L2(K) .

∑
e∈Γ0

h∪ΓD
h

∫
e

he|[u]|2ds, (3.24)

∑
K∈ξ

‖∇(u− Ahu)‖2
L2(K) .

∑
e∈Γ0

h∪ΓD
h

∫
e

1

he
|[u]|2ds. (3.25)
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Definition 3.2.4. (Interpolation operator) For any u ∈ H1
0 (Ω), there exists an inter-

polation operator

Ih : H1
0 (Ω) 7→ {w ∈ C(Ω) : w|K ∈ P1(K),∀K ∈ ξ, w = 0 on Γ},

which satisfies

|||Ihu||| . |||u|||, (3.26)(∑
K∈ξ

ρ−2
K ‖u− Ihu‖

2
L2(K)

)1/2

. |||u|||, (3.27)

 ∑
e∈Γ0∪ΓD

ε1/2ρ−1
e ‖u− Ihu‖2

L2(K)

1/2

. |||u|||. (3.28)

Now, consider the splitting of the discrete solution uh = uch + urh as uch = Ahuh ∈
H1

0 (Ω) ∩ Vh with Ah is the approximation operator in Definition 3.2.3 and urh =

uh − uch ∈ Vh.

Lemma 3.2.5. [75, Lemma 4.7](Bound for remainder term) For the remainder term,

we have the bound

‖urh‖DG . η, (3.29)

where η is our a posteriori error indicator (3.8).

Lemma 3.2.6. For any v ∈ H1
0 (Ω), we have∫

Ω

f(v − Ihv)dx− ãh(uh, v − Ihv)− bh(uh, v − Ihv) . (η + Θ)|||v|||, (3.30)

where Ih is the interpolation operator in Definition 3.2.4.

Proof. Let

T =

∫
Ω

f(v − Ihv)dx− ãh(uh, v − Ihv)− bh(uh, v − Ihv).

Applying integration by parts, we get

T =
∑
K∈ξh

∫
K

(f − αuh + ε∆uh − ~β · ∇uh − r(uh))(v − Ihv)dx

−
∑
K∈ξh

∫
∂K

ε∇uh · ~nK(v − Ihv)ds

+
∑
K∈ξh

∫
∂K−\∂Ω

~β · ~nK(uh − uouth )(v − Ihv)ds

= T1 + T2 + T3.
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Adding and subtracting the data approximation terms into the term T1, we obtain

T1 =
∑
K∈ξh

∫
K

(fh − αuh + ε∆uh − ~βh · ∇uh − r(uh))(v − Ihv)dx

+
∑
K∈ξh

∫
K

((f − fh)− (α− αh)uh − (~β − ~βh) · ∇uh)(v − Ihv)dx.

The use of the Cauchy-Schwarz inequality and interpolation operator identity (3.27)

gives

T1 .

(∑
K∈ξh

η2
RK

)1/2(∑
K∈ξh

ρ−2
K ‖v − Ihv‖

2
L2(K)

)1/2

+

(∑
K∈ξh

Θ2
K

)1/2(∑
K∈ξh

ρ−2
K ‖v − Ihv‖

2
L2(K)

)1/2

.

(∑
K∈ξh

(η2
RK

+ Θ2
K)

)1/2

|||v|||.

Moreover, for the terms T2 and T3, we have [75, Lemma 4.8]

T2 .

(∑
K∈ξh

η2
EK

)1/2

|||v|||,

T3 .

(∑
K∈ξh

η2
JK

)1/2

|||v|||,

which finishes the proof.

Lemma 3.2.7. (Bound to the conforming part of the error) The conforming part of

the error satisfies

‖u− uch‖DG . η + Θ. (3.31)

Proof. Since u − uch ∈ H1
0 (Ω), we have |u − uch|C = |~β(u − uch)|∗. Then, from the

inf-sup condition (3.23), we get

‖u− uch‖DG = |||u− uch|||+ |u− uch|C . sup
v∈H1

0 (Ω)\{0}

ãh(u− uch, v)

|||v|||
.

So, we need to bound the term ãh(u − uch, v). Using the fact that u − uch ∈ H1
0 (Ω),
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we have

ãh(u− uch, v) = ãh(u, v)− ãh(uch, v)

=

∫
Ω

fvdx− bh(u, v)− ãh(uch, v)

=

∫
Ω

fvdx− bh(u, v)−Dh(u
c
h, v)− Jh(uch, v)−Oh(u

c
h, v)

=

∫
Ω

fvdx− bh(uh, v) + bh(uh, v)− bh(u, v)

−ãh(uh, v) +Dh(u
r
h, v) + Jh(u

r
h, v) +Oh(u

r
h, v).

We also have from the SIPG scheme (3.4) that∫
Ω

fIhvdx = ãh(uh, Ihv) +Kh(uh, Ihv) + bh(uh, Ihv),

where Ih is the interpolation operator in Definition 3.2.4. Hence, we obtain that

ã(u− uch, v) = T1 + T2 + T3 + T4

with the terms

T1 =

∫
Ω

f(v − Ihv)dx− ãh(uh, v − Ihv)− bh(uh, v − Ihv)

T2 = Dh(u
r
h, v) + Jh(u

r
h, v) +Oh(u

r
h, v)

T3 = Kh(u
s
h, Ihv)

T4 = bh(uh, v)− bh(u, v).

From the identity (3.30), we have

T1 . (η + Θ)|||v|||.

The continuity results (3.18)-(3.20) and the bound to remainder term (3.29) yields

T2 . (|||urh|||+ |~βurh|∗)|||v||| ≤ η|||v|||.

Moreover, using the identities (3.21) and (3.26), we get

T3 . σ−1/2

(∑
K∈ξ

η2
JK

)1/2

|||Ihv||| . σ−1/2

(∑
K∈ξ

η2
JK

)1/2

|||v|||.

Finally, using the Cauchy-Schwarz’s inequality and the identity 3.22, we obtain

T4 = bh(uh, v)− bh(u, v) =

∫
Ω

r(uh)vdx−
∫

Ω

r(u)vdx

≤ C1‖v‖L2(Ω) − C2‖v‖L2(Ω)

. |||v|||,

which finishes the proof.
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Now, we can give the proof of Theorem 3.2.1.

Proof. (Theorem 3.2.1) In case of the reliability condition (3.12), combining the

bounds (3.29) and (3.31) to the remainder and the conforming parts of the error, re-

spectively, we obtain

‖u− uh‖DG ≤ ‖u− uch‖DG + ‖urh‖DG

≤ η + Θ + η

. η + Θ.

The proof to the efficiency condition (3.13) is similar to [75, Theorem 3.3]. We only

use the boundedness property (3.2a) of the non-linear reaction term to bound the

terms occurring in the procedure in [75].

3.3 Solution of Linearized Systems

Recall from Section 3.1.1 that the approximate solution uh is of the form

uh =
Nel∑
i=1

Nloc∑
l=1

U i
l φ

i
l,

where φil’s are the basis polynomials spanning the DGFEM space Vh, U i
l ’s are the

unknown coefficients to be found, Nel denotes the number of triangles and Nloc is

the number of local dimension depending on the degree of polynomials k, and the

system dimension is dof := Nel ∗ Nloc giving the DoFs in DG methods. Inserting

the linear combination of uh in (3.4) and choosing the test functions as vh = φil,

l = 1, 2, . . . , Nloc, i = 1, 2, . . . , Nel, the discrete residual of the system (3.4) in

matrix vector form is given by

R(U) = SU + b(U)− L = 0, (3.32)

where U ∈ Rdof is the vector of unknown coefficients U i
l ’s, and the stiffness matrix

S ∈ Rdof×dof , the vector function h ∈ Rdof and the vector L ∈ Rdof are defined as in

Section 3.1.1. Being the usual approach, we solve the non-linear system of equations
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(3.32) by Newton-Raphson method. So, we start with an initial guess U(0) to the

solution U. Then, the Newton-Raphson process to solve the system (3.32) reads as:

given initial guess U(0), for i = 0, 1, 2, . . ., solve the system

Jw(i) = −R(i), (3.33)

U(i+1) = U(i) + w(i)

until a prescribed tolerance is satisfied. In (3.33), the sparse matrix J = S+b′(U(0))

denotes the value of the Jacobian matrix of the residual function R(U) at the initial

iterate U(0) and remains unchanged among the iteration steps, w(i) = U(i+1)−U(i) is

the Newton correction, and R(i) = R(U(i)) denotes the value of the residual function

R(U) at the current iterate Ui.

The solution of the linear system (3.33), in case of a huge system, may be challenge

since stiffness matrices obtained by DG schemes become ill-conditioned and dense

for higher order DG elements [7]. Thus, it would be better to solve a preconditioned

linear system of (3.33). There are several preconditioners developed for the efficient

and accurate solution of the linear diffusion-convection equations [4, 46]. In this

section, we introduce the matrix reordering and partitioning technique in [80] as a

preconditioner.

3.3.1 Matrix Reordering & Block LU Factorization

To solve the linear systems (3.33), we apply the matrix reordering and partitioning

technique in [80], which uses the largest eigenvalue and corresponding eigenvector of

the Laplacian matrix. This reordering allows us to obtain a partitioning and a precon-

ditioner based on this partitioning. Since our matrices arising from the SIPG formu-

lation are non-symmetric (due to the convective terms), as the first step, we compute

the symmetric structure by adding its transpose to itself. A symmetric, square and

sparse matrix could be represented as a graph where same index rows and columns

are mapped into vertices and nonzeros of the sparse matrix are mapped into the edges

of the graph. Since the matrix is symmetric, the corresponding graph is undirected.
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The Laplacian matrix (L) is, then, defined as follows

L(i, j) =

deg(vi) if i = j,

−1 if i 6= j

in which the deg(vi) is the degree of the vertex i. The reordering we use is based

on the unweighted Laplacian matrix given above. If the graph contains only one

connected component, the eigenvalues of L are 0 = λ1 < λ2 ≤ λ3 ≤ ... ≤ λn,

otherwise there are as many zero eigenvalues as the number of connected components.

Certain eigenvalues and corresponding eigenvectors of the Laplacian matrix have

been studied extensively. Most notably the second nontrivial eigenvalue of the Lapla-

cian and the corresponding eigenvector known as the algebraic connectivity and the

Fiedler vector of the graph [43]. Nodal domain theorem in [44] shows that the eigen-

vectors corresponding to the eigenvalues other than the first and the second smallest

eigenvalue give us the connected components of the graph. In [11], the Fiedler vec-

tor for permuting the matrices to reduce the bandwidth is proposed. Reordering to

obtain effective and scalable parallel banded preconditioners is proposed in [64]. We

use a sparse matrix reordering for partitioning and solving linear systems using the

largest eigenvalue and the corresponding eigenvector of the Laplacian matrix. Using

this reordering, we show that one can reveal underlying structure of a sparse matrix.

A simple Matlab code to find the reordered matrix and the permutation matrix can be

found in Appendix B.

To form the preconditioned system of the linear system (3.33), we first construct a

permutation matrix P using the matrix reordering technique described above, applied

to the sparse Jacobian matrix J. Then, we apply the permutation matrix P to obtain

the permuted systemNw = dwhereN = PJP T , w = Pw(i) and d = −PR(i). After

solving the permuted system, the solution of the unpermuted linear system (3.33) can

be obtained by applying the inverse permutation, w(i) = P Tw.

Given a sparse linear system of equations Nw = d, after reordering, one way to solve

this system is via block LU factorization. Suppose, the permuted matrix N , the right
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hand side d and the solution w is partitioned as follows: A B

CT D

w1

w2

 =

d1

d2

 .

A block LU factorization of the coefficient matrix can be given as A B

CT D

 =

 A 0

CT S

I U

0 I

 ,

where U = A−1B and S = D − CTA−1B, also known as the Schur complement

matrix. If the cost can be amortized, one can form U and S once and use them for

solving linear systems with the same coefficient matrix and different right hand sides.

After this factorization, there are various approaches that one can take to solve the

system. One way is to solve the system via block backward and forward substitution,

by first solving the linear system At = d1, and then solving the Schur complement

system Sw2 = d2 − CT t and obtaining w1 = t − Uw2. This method is summarized

in Algorithm 1.

Algorithm 1 Algorithm for solving the linear system after reordering

Input: The coefficient matrix:

 A B

CT D

 and the right hand side:

d1

d2


Output: The solution vector:

w1

w2


1: solve At = d1

2: solve Sw2 = d2 − CT t

3: compute w1 = t− Uw2

We note that this approach involves solving two linear systems of equations with the

coefficient matrix A and S. These linear systems can be solved directly or iteratively

which requires effective preconditioners. Other approaches could involve solving

the system Nw = d iteratively where the preconditioner could take many forms.

There are many other techniques for solving block partitioned and saddle point linear

systems, we refer to [19] for a more detailed survey of some of these methods.
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3.4 Comparison with Galerkin Least Squares FEM (GLSFEM)

Among the numerical methods to solve the convection dominated diffusion-convection

equations, since one of the most popular one is the class of Galerkin Least Squares

FEM (GLSFEM) such as SUPG, we discuss on this section the GLSFEMs. We com-

pare the numerical solutions obtained by DGFEM and adaptive DGFEM (DGAFEM)

formulations with the numerical solutions obtained by GLSFEMs, and we demon-

strate by a numerical example that the SIPG approximation is rather accurate than the

GLSFEM approximation.

For linear PDEs, the weak form in the standard Galerkin method is obtained by mul-

tiplying the differential equation with a test function v and integrating over a suitable

function space V

(Lu, v) = (f, v), ∀v ∈ V = H1
0 (Ω),

where L = −ε∆ + ~β · ∇+ α is the linear part of the stationary diffusion-convection-

reaction equation (3.1). Defining the residual as R(u) = f − Lu, the standard

Galerkin method can be interpreted in form of the residual orthogonality (R(u), v) =

0. In the case of non self-adjoint differential operators like the diffusion-convection-

reaction operator L, it can happen that (Lu, v) is not coercive or symmetric on V , and

the resulting FEM discretization may be unstable.

For transport problems, another popular approach is based on the least squares for-

mulation of the Galerkin FEM. Let us write the simple form of the model problem

(3.1) as

Lu+ r(u) = f in Ω, (3.34a)

u = g on ∂Ω. (3.34b)

Define the least-squares functional

J(u) :=
1

2
‖Lu+ r(u)− f‖2

L2(Ω).

A minimizer of J(u) is obtained by

lim
t7→0

d

dt
J(u+ tv) = 0 , ∀v ∈ V,
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which yields the least-squares term

J̃Ω(u, v) := (Lu+ r(u)− f,Lv + r′(u)v)L2(Ω).

For linear problems with r(u) = 0, the least squares Galerkin method reduces to the

minimization problem

F (u) = min
v∈V

F (v),

where the functional F (·) is defined by

F (v) =
1

2
|| Lv − f ||2L2(Ω) .

The first order optimality condition leads to the least squares Galerkin method

(Lu,Lv) = (f,Lv) , ∀v ∈ V.

The bilinear form (Lu,Lv) is symmetric and coercive and has stronger stability prop-

erties compared the standard Galerkin method.

There are many publications on the Galerkin least squares finite element methods

(GLSFEM). We mention here two books [22, 54] and the review article [21]. There

are mainly two variants of the GLSFEMs; the stabilized and the direct versions.

Stabilized finite elements method [53]: The standard (continuous) Galerkin FEM

for the problem (3.34) reads: find uh ∈ Uh ⊂ U (U : solution space) such that

a(uh, vh) + (r(uh), vh)L2(Ω) = (f, vh)L2(Ω) , ∀vh ∈ Vh ⊂ V (3.35)

where a(u, v) = (ε∇u + ~β · ∇u + αu, v)L2(Ω) is the standard bilinear form to the

linear part of (3.34). The general stabilized FEMs formulation reads as: for all vh ∈
Vh ⊂ V , find uh ∈ Uh ⊂ U such that

a(uh, vh) + (r(uh), vh)L2(Ω) +
∑
K

τKSK(uh,vh) = (f, vh)L2(Ω) (3.36)

where the stabilization parameter is defined on each element K as [48]

τK =
1

4ε
h2

+ 2|~β|
h

+ |α|
.
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One way to proceed GLSFEMs is then to use the least-squares term J̃K(u, v) as the

stabilization term SK in (3.36), i.e.: for all vh ∈ Vh, find uh ∈ Uh such that

a(uh, vh) + (r(uh), vh)L2(Ω) +
∑
K

τK J̃K(uh, vh) = (f, vh)L2(Ω) (3.37)

Note that, being another stabilized FEM, streamline upwind Petrov-Galerkin (SUPG)

method is obtained by setting

SK(uh, vh) = (Luh + r(uh)− f, ~β · ∇vh)L2(K)

with different choices of the parameter τK .

The direct variant of GLSFEM: The second way to proceed the GLSFEMs is to

consider and discretize just the least-squares term J̃Ω(u, v). One may solve this prob-

lem in a straightforward manner: for all vh ∈ Vh ⊂ H2(Ω) ∩ V , find uh ∈ Uh ⊂
H2(Ω) ∩ U such that J̃Ω(uh, vh) = 0, i.e.∫

Ω

(Luh + r(uh))(Lvh + r′(uh)vh)dx =

∫
Ω

f(Lvh + r′(uh)vh)dx

which is not only a fourth order problem but also the solution and trial subspaces Uh

and Vh need to consist of continuously differentiable functions making it complicated

to construct bases functions (standard finite element spaces cannot be used anymore)

and the assembly of the stiffness matrix. The condition number of the stiffness is

order of O(h−4) instead of order O(h−2) for the standard Galerkin FEM. Hence, this

approach is impractical. Instead, being the most common practical way, the problem

(3.34) is converted into a first-order system as [50, 21].

p−∇u = 0 in Ω

−ε∇ · p+ ~β · ∇u+ αu+ r(u) = f in Ω

u = g on Γ

Then, we define now the least-square functional for z = (p, u)T as

J(z) :=
1

2
‖p−∇u‖2

L2(Ω) +
1

2
‖ − ε∇ · p+ ~β · ∇u+ αu+ r(u)− f‖2

L2(Ω)

A minimizer of J(z) is obtained by the identity

lim
t7→0

d

dt
J(z + tv) = 0 , ∀v
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which yields a least-squares term of order two. Using this approach, we solve the

resulting least-squares term, which is a second-order problem now, using continuous

(discontinuous) finite elements solution and trial spaces Sh ⊂ H1(Ω, div)×U (Sh ⊂
H1(Ω, div) × H1(Ω)) and Th ⊂ H1(Ω, div) × V (Th ⊂ H1(Ω, div) × H1(Ω)),

respectively. The condition number of the stiffness matrix is retained asO(h−2) as in

the standard Galerkin method [21]. For convection dominated problems, the resulting

linear systems of equations are solved usually with preconditioned conjugate gradient

method due to large condition numbers, as reported in [60] for GLSFEM solution of

singularly perturbed diffusion-convection problems.

Figure 3.3: Solution profiles of linear convection dominated problem (3.38)

In order to compare the GLSFEM with the DGFEM and DGAFEM, we consider the

linear problem [89]

− ε∆u+ ~β · ∇u+ αu = f in (0, 1)2 (3.38)
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with ε = 10−6, ~β = (2, 3)T and α = 1. The load function f and Dirichlet boundary

conditions are chosen so that the exact solution is

u(x1, x2) =
π

2
arctan

(
1√
ε
(−0.5x1 + x2 − 0.25)

)

Fig.3.3 shows that GLSFEM is not stable for the non-linear model (3.38), and even

uniform DG scheme is capable of solving the problem. We can see from the Fig.3.4

the global L2-errors and the result that the solutions obtained by DGAFEM produces

more accurate profiles than the DGFEM for the convection dominated problem (3.38).
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Figure 3.4: Comparison of the GLSFEM and DGFEM for linear convection domi-
nated problem (3.38)

3.5 Numerical Examples

In this section, we give several numerical examples demonstrating the effective-

ness and accuracy of the DGAFEM for convection dominated non-linear diffusion-

convection-reaction equations of the form (3.1).

3.5.1 Example with Polynomial Type Non-Linearity

Our first example is taken from [15] with Dirichlet boundary condition on Ω = (0, 1)2

with ε = 10−6, ~β = 1√
5
(1, 2)T , α = 1 and r(u) = u2. The source function f and

Dirichlet boundary condition are chosen so that u(x1, x2) = 1
2

(
1− tanh 2x1−x2−0.25√

5ε

)
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is the exact solution. The problem is characterized by an internal layer of thickness

O(
√
ε | ln ε |) around 2x1 − x2 = 1

4
.

The mesh is locally refined by DGAFEM around the interior layer (Fig.3.5) and the

spurious solutions are damped out in Fig.3.6, similar to the results as in [15] using

SUPG-SC, in [90] with SIPG-SC. On adaptively and uniformly refined meshes, from

the Fig.3.7, it can be clearly seen that the adaptive meshes reduce the substantial

computing time. On uniform meshes, the SIPG is slightly more accurate as shown

in [90] than the SUPG-SC in [15]. The error reduction by increasing degree of the

polynomials is remarkable on finer adaptive meshes (Fig.3.7, right).
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Figure 3.5: Example 3.5.1; Adaptive mesh

Figure 3.6: Example 3.5.1: Uniform (left) and adaptive (right) solutions, quadratic
elements
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Figure 3.7: Example 3.5.1: Global errors: comparison of the methods by quadratic
elements (left), adaptive DG for polynomial degrees 1-4 (right)

In Table 3.1, we give the results using the solution technique in Section 3.3.1 for the

BiCGStab with the stopping criterion as ‖ri‖2/‖r0‖2 ≤ tol for tol = 10−7 (ri is the

residual of the corresponding system at the ith iteration) applied to the unpermuted

system and Schur complement system with and without preconditioning on the finest

levels of uniformly (4th refinement level with DoFs 196608 and 32768 triangular el-

ements) and adaptively (17th refinement level with DoFs 70716 and 11786 triangular

elements) refined meshes. As a preconditioner, the incomplete LU factorization of

the Schur complement matrix S (ILU(S)) is used for the linear system with the coef-

ficient matrix S. The linear systems with the coefficient matrix A are solved directly.

Table 3.1 shows that solving the problem via the block LU factorization using the

Schur complement system with the preconditioner ILU(S) is the fastest.

Table 3.1 Example 3.5.1: Average number of Newton iterations, average number

of BiCGStab iterations, total computation time in seconds corresponding to the uni-

formly refined (adaptively refined) mesh

Linear Solver # Newton # BiCGStab Time

BiCGStab w/o prec. (Unpermuted) 10.8 (10.5) 818 (757.5) 1389.3 (773.3)

BiCGStab w/ prec. M1 (Permuted) 10.3 (10.3) 1.5 (3) 423.1 (374.2)

BiCGStab w/ prec. M2 (Permuted) 10.3 (10.3) 1.5 (3) 416.8 (375.9)

Block LU + (BiCGStab w/o prec.) 10.3 (10.9) 247.5 (315.5) 270.9 (310.3)

Block LU + (BiCGStab w/ prec.) 10.3 (10.9) 19 (28.5) 140.9 (114.7)
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The time for applying the permutation to obtain the reordered matrix and the permu-

tation matrix P takes 9.9 seconds, whereas, it takes 0.13 seconds to form the Schur

complement matrix S and 0.04 seconds to compute the ILU(S) on a PC with Intel

Core-i7 processor and 8GB RAM using the 64-bit version of Matlab-R2010a. We

note that since the Jacobian matrix does not change during the non-linear iterations,

the permutation, the Schur complement matrix and ILU(S) is computed only once for

each run.

In all of the following results and figures, the Jacobian matrix J is scaled by a left

Jacobi preconditioner before reordering to obtain a well conditioned matrix. The re-

ordering procedure is applied to the scaled Jacobian matrix. Reordering times, which

are included in the total computation time, for the uniform and adaptive refinements

are 102.1 seconds and 41.4 seconds, respectively.
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Figure 3.8: Example 3.5.1: Condition number of the matrices J (unpermuted matrix),
S (Schur complement matrix) and A (left top block of permuted matrix): Uniform
refinement (left) and adaptive refinement (right)

Fig.3.8 shows the condition numbers of the Jacobian matrices J of the original sys-

tem, S and A of the block LU factorized system on the uniformly and adaptively

refined meshes. The condition numbers of the coefficient matrix A are almost con-

stant for uniform refinement by different orders of DG discretizations and around

10, whereas the condition number of S lower than of the Jacobian matrix J . This

is due to the clustering of nonzero elements around the diagonal (Fig.3.9) due to the

matrix reordering. For adaptive refinement, Fig.3.8, right, we observe the same be-

havior, whereas the conditions numbers are larger of order one than for the uniform
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Figure 3.9: Example 3.5.1: Sparsity patterns of the unpermuted (left), permuted
(middle) and the Schur complement (right) matrices at the final refinement levels:
Uniform refinement (top) with DoFs 196608 and adaptive refinement (bottom) with
DoFs 70716

refinement. For comparison, we provide results by using BiCGStab with two block

preconditioners. The preconditioning matrices M1 and M2 for the permuted full sys-

tems are given as

M1 =

 A 0

CT S

 , M2 =

A B

0 S

 .

Total number of iterations and time for different algorithms are given in Table 3.1.

Our proposed method where we compute the block LU factorization of the partitioned

matrix and solve the system involving the Schur complement iteratively via precon-

ditioned BiCGStab is the best in terms of the total time compared to other methods

for both uniform and adaptive refinement. In Fig.3.10 and Fig.3.11, we present the

total time and the average number of linear solver iterations, respectively, for uniform
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and adaptive refinements as the problem size has been increased. We observe that

the proposed preconditioned linear solver has been the best in terms of time with a

reasonable number of iterations for different problem sizes regardless of refinement

type.
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Figure 3.10: Example 3.5.1: Computation time vs. DoFs: Uniform refinement (left)
and adaptive refinement (right)
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Figure 3.11: Example 3.5.1: # Average BiCGStab iterations vs. DoFs: Uniform
refinement (left) and adaptive refinement (right)

3.5.2 Example with Monod Type Non-Linearity

We consider the problem in [15] of type (3.1) on Ω = (0, 1)2, and having a Monod

type non-linearity r(u) = −u/(1 + u) and homogeneous source function. The con-
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vection field and the diffusion coefficient are given as ~β(x1, x2) = (−x2, x1)T and

ε = 10−6, respectively. The Dirichlet boundary condition is prescribed as

u(x1, x2) =


1 for 1/3 ≤ x1 ≤ 2/3, x2 = 0,

0 for x1 < 1/3, x1 > 2/3, x2 = 0,

0 for x1 = 1 or x2 = 1.

On the left boundary (x1 = 0, 0 ≤ x2 ≤ 1), no-flow condition is assumed.
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Figure 3.12: Example 3.5.2: Adaptive meshes (left) and the cross-section plots (right)
of the solutions at the left outflow boundary by quadratic elements (top) and quartic
elements (bottom)

There are both internal and boundary layers on the mesh (Fig.3.12, left), around them

oscillations occur. Fig.3.12, right, shows that by DGAFEM, the oscillations are al-

most disappear, similar to the results in [15] for the SUPG-SC and in [90] for SIPG-

SC. Fig.3.12, left, shows that the adaptive process leads to correctly refined meshes.

Moreover, by increasing polynomial degree of the basis functions (k = 4), the oscil-
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lations are completely eliminated on the outflow boundary (Fig.3.12, bottom) and the

sharp front is preserved. This is not the case for SUPG-SC [15] and SIPG-SC [90],

where still small oscillations are present.

As in case of polynomial non-linearity, Example 3.5.1, the block LU factorized sys-

tem solved by BiCGStab with the preconditioner ILU(S) is the most efficient solver,

with an average number of 7 Newton iterations. The computing times for the uniform

refinement was 20.6 seconds, and 30.5 for the adaptive refinement.

Figure 3.13: Example 3.5.3: Uniform(left) and adaptive(right) solutions to the tem-
perature(top) and reactant(bottom), quadratic elements with DoFs 12288 for uniform
refinement and with DoFs 6168 for adaptive refinement
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3.5.3 Coupled Example with Arrhenius Type Non-Linearity

Next example is the non-linear reaction for a two-component system in [81]:

−∇ · (ε∇u1) + ~β · ∇u1 − 100k0u2e
−E
Ru1 = 0,

−∇ · (ε∇u2) + ~β · ∇u2 + k0u2e
−E
Ru1 = 0,

on Ω = (0, 1)2 with the convection field ~β = (1 − x2
2, 0)T , the diffusion constant

ε = 10−6, the reaction rate coefficient k0 = 3 × 108 and the quotient of the acti-

vation energy to the gas constant E
R

= 104. The unknowns u1 and u2 represent the

temperature of the system and the concentration of the reactant, respectively.

There are oscillations (Fig.3.13, left) around the layers, even small, for the uniform

refinement as for SIPG-SC in [90]. On the other hand, these oscillations are com-

pletely dumped out by DGAFEM with almost half of the DoFs used in the uniform

refinement (Fig.3.13, right).

The block LU factorization based algorithm with the preconditioner ILU(S) requires

10.5 seconds for the uniform and 24.4 seconds for the adaptive refinements. Matrix

reordering and permutation took 2.44 seconds for the uniform and 2.17 seconds for

adaptive refinements, respectively.
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x
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Figure 3.14: Example 3.5.4: Adaptive mesh, quartic elements with DoFs 33690
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3.5.4 Coupled Example with Polynomial Type Non-Linearity

Our final problem is the modification of the non-stationary transport problem, Exam-

ple 2, in [17]. The problem is stated as the following:

αu1 −∇ · (ε∇u1) + ~β · ∇u1 + 50u2
1u

2
2 = 0,

αu2 −∇ · (ε∇u2) + ~β · ∇u2 + +50u2
1u

2
2 = 0,

on the rectangular domain Ω = (0, 1)× (0, 2) with the convection field ~β = (0,−1)T ,

the diffusion constant ε = 10−10 and linear reaction constant α = 0.1. On the left,

right and lower parts of the boundary of the domain, Neumann boundary conditions

are prescribed. On the remaining part of the boundary, Dirichlet boundary conditions

are chosen as

u1(x) =


8(x1 − 0.375) for 0.375 < x1 ≤ 0.5,

−8(x1 − 0.625) for 0.5 < x1 ≤ 0.625,

0 otherwise

u2(x) =



8(x1 − 0.125) for 0.125 ≤ x1 ≤ 0.25,

−8(x1 − 0.375) for 0.25 < x1 ≤ 0.375,

8(x1 − 0.625) for 0.625 ≤ x1 ≤ 0.75,

−8(x1 − 0.875) for 0.75 < x1 ≤ 0.875,

0 otherwise.

There is a boundary layer on the outflow boundary, Fig.3.14. Fig.3.15 shows that

oscillations are almost damped using DGAFEM approximations, similar to those re-

sults in [17] using SUPG-SC. It can be seen from Fig.3.14 that the mesh is correctly

refined by DGAFEM near the boundary layer.
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Figure 3.15: Example 3.5.4: Uniformly (left) and adaptively (right) obtained cross-
section plots on the outflow boundary for the component u2, quartic elements with
DoFs 61440 for uniform refinement and with DoFs 33690 for adaptive refinement
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CHAPTER 4

PARABOLIC PROBLEMS WITH TIME-SPACE ADAPTIVITY

The aim of this chapter is to propose an adaptive algorithm both in space and time

applied to the DG discretized (in space) systems using (residual-based) a posteriori

error estimates. We derive a posteriori error estimates for semi-linear problems of

the form (1.1) using the ready elliptic a posteriori estimates derived in Chapter 3, by

which in contrast to the standard energy techniques we do not need to try to adapt the

estimates case by case in order to compare the exact solution with numerical solution

directly. For this reason, we use the elliptic reconstruction technique in [63] which

allows us to utilize ready a posteriori estimates derived for elliptic models to bound

the main part of the spatial error. The idea of the elliptic reconstruction technique is

to construct an auxiliary solution whose difference to the numerical solution can be

estimated by a known (elliptic) a posteriori estimate, and the constructed auxiliary

solution satisfies a variant of the given problem with a right hand side which can

be controlled in an optimal way. By this way, we are able to obtain results being

optimal order in both L2(H1) and L∞(L2)-type norms, while the results obtained

by the standard energy methods are only optimal order in L2(H1)-type norms, but

sub-optimal order in L∞(L2)-type norms. In [25], a posteriori error estimates in the

L∞(L2) + L2(H1)-type norm are derived for linear parabolic diffusion-convection-

reaction equations using backward Euler in time and discontinuous Galerkin in space

utilizing the elliptic reconstruction technique. In this chapter, we extend the study in

[25] in a similar way by deriving and implementing a posteriori error estimates in the

L∞(L2) + L2(H1)-type norm using backward Euler in time and SIPG in space for

the convection dominated parabolic problems with non-linear reaction mechanisms.
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Application of the adaptive discontinuous Galerkin methods and a posteriori error

estimates to the problems in geoscience are reviewed recently in [31]. Most of the

applications of DG methods in geoscience concern reactive transport with advection

[13, 58, 78] and strong permeability contrasts such as layered reservoirs [83] or van-

ishing and varying diffusivity posing challenges in computations [68]. The perme-

ability in heterogeneous porous and fractured media varies over orders of magnitude

in space, which results in highly variable flow field, where the local transport is dom-

inated by advection or diffusion [79]. Accurate and efficient numerical solution of

the ADR equations to predict the macroscopic mixing, anomalous transport of the

solutes and contaminants for a wide range of parameters like permeability and Péclet

numbers, different flow velocities and reaction rates and reaction rates are challeng-

ing problems [79]. In order to resolve the complex flow patterns accurately, higher

order time stepping methods like exponential time stepping methods are used [79].

We show here, using time-space adaptive first order backward Euler and DG in space,

the same results can be obtained.

4.1 Preliminaries and Model Equation

Let Ω ⊂ R2 be a bounded, open and convex domain with boundary ∂Ω. For a Banach

space X , define the spaces Lp(0, T ;X)

‖v‖Lp(0,T ;X) =

(∫ T

0

‖v(t)‖pXdt
)1/p

<∞ , for 1 ≤ p < +∞,

‖v‖L∞(0,T ;X) = esssup
0≤t≤T

‖v(t)‖X <∞ , for p = +∞.

We also introduce the space

H1(0, T ;X) = {v ∈ L2(0, T ;X)| vt ∈ L2(0, T ;X)}.

We denote by C(0, T ;X) and C0,1(0, T ;X) the spaces of continuous and Lipschitz-

continuous functions v : [0, T ] 7→ X , respectively, equipped with the norms

‖v‖C(0,T ;X) = max
0≤t≤T

‖v(t)‖X <∞,

‖v‖C0,1(0,T ;X) = max
{
‖v‖C(0,T ;X), ‖vt‖C(0,T ;X)

}
<∞.
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The model equation we consider in this Chapter is the system of semi-linear diffusion-

convection-reaction equations of type (1.1) for an indexed set i = 1, 2, . . . ,m given

by

∂ui
∂t
−∇ · (εi∇ui) + ~βi · ∇ui + ri(~u) = fi (4.1)

in Ω × (0, T ] for the vector of unknowns ~u = ~u(x, t) = (u1, u2, . . . , um)T with

appropriate boundary and initial conditions, and with uj = uj(x, t), j = 1, 2, . . . ,m.

We assume that the source functions fi ∈ C(0, T ;L2(Ω)), and the velocity fields
~βi ∈ C (0, T ;W 1,∞(Ω))

2 either given or computed. To be applicable to the models

of flow in heterogeneous media, the symmetric dispersion tensors εi are taken of the

form

εi =

D1
i 0

0 D2
i


with 0 < D1

i , D
2
i � 1. Moreover, we assume that the non-linear reaction terms are

bounded, locally Lipschitz continuous and monotone, in other words, they satisfy for

any s, s1, s2 ≥ 0, s, s1, s2 ∈ R the following conditions

|ri(s)| ≤ CS, CS > 0, s ∈ [−S, S], (4.2a)

‖ri(s1)− ri(s2)‖L2(Ω) ≤ L(S)‖s1 − s2‖L2(Ω), L > 0, (4.2b)

ri ∈ C1(R+
0 ), ri(0) = 0, r′i(s) ≥ 0. (4.2c)

We further assume that there are α0, c∗ ≥ 0 satisfying for i = 1, 2, . . . ,m

‖ − ∇ · ~βi(x, t)‖C(0,T ;L∞(Ω)) ≤ c∗α0. (4.3)

In the sequel, for simplicity, we just consider a single equation of the system (4.1)

(m=1) without any subscript to construct the SIPG discretization in space and a ho-

mogeneous dispersion tensor leading to a simple diffusivity constant 0 < ε � 1.

We further take into account the homogeneous Dirichlet boundary condition on the

whole boundary to simplify a posteriori error constructions. It can be proceeded with

heterogeneous dispersion tensor and inhomogeneous Dirichlet or Neumann boundary

condition in a standard way.
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Thus, we consider the semi-linear system

∂u

∂t
− ε∆u+ ~β · ∇u+ r(u) = f in Ω× (0, T ], (4.4a)

u(·, t) = 0 on ∂Ω× (0, T ], (4.4b)

u(·, 0) = u0 in Ω. (4.4c)

Then, the standard weak formulation of (4.4) reads as: for any v ∈ H1
0 (Ω), find

u ∈ L2(0, T ;H1
0 (Ω)) ∩H1(0, T ;L2(Ω)) satisfying for all t ∈ (0, T ]

∫
Ω

∂u

∂t
vdx+ a(t;u, v) + b(t;u, v) = l(v), (4.5)

a(t;u, v) =

∫
Ω

(ε∇u · ∇v + ~β · ∇uv)dx, (4.6a)

b(t;u, v) =

∫
Ω

r(u)vdx, (4.6b)

l(v) =

∫
Ω

fvdx, (4.6c)

which have a unique solution in the space C(0, T ;L2(Ω)) under the given regularity

assumptions and the conditions (4.2a)-(4.2c). Further, using the definitions, one can

easily show that the bilinear form a(t;u, v) is coercive and continuous on the space

H1
0 (Ω) such that

a(t; v, v) ≥ |||v|||2, ∀v ∈ H1
0 (Ω), (4.7)

a(t;u, v) ≤ ||u||DG|||v|||, ∀v ∈ H1
0 (Ω), ∀u ∈ H1

0 (Ω) + Vh. (4.8)

4.2 Semi-Discrete and Fully Discrete Formulations

In this section, we introduce the semi-discrete and fully-discrete formulations of the

model (4.4). Most of the notations here are analogue to the ones introduced in Chapter

3, but now time-dependent.
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4.2.1 Semi-Discrete Formulation

Let the mesh ξ = {K} be a family of shape regular elements (triangles). We set the

mesh-dependent finite dimensional solution and test function space by

Vh = Vh(ξ) =
{
v ∈ L2(Ω) : v|K ∈ Pk(K), ∀K ∈ ξ

}
6⊂ H1

0 (Ω).

For a given t ∈ [0, T ], we restate the sets of inflow and outflow edges by

Γ−t = {x ∈ ∂Ω : ~β(x, t) · ~n(x) < 0} , Γ+
t = ∂Ω \ Γ−t ,

∂K−t = {x ∈ ∂K : ~β(x, t) · ~nK(x) < 0} , ∂K+
t = ∂K \ ∂K−t .

Moreover, we denote by Γ0
h and Γ∂h the set of interior and boundary edges, respec-

tively, so that the union set Γh = Γ0
h ∪ Γ∂h forms the skeleton of the mesh. Then,

utilizing the SIPG construction in Chapter 3, the semi-discrete formulation of (4.4)

reads as: for t = 0 set uh(0) ∈ Vh(ξ) as the projection (orthogonal L2-projection) of

u0 onto Vh(ξ), and for each t ∈ (0, T ], for all vh ∈ Vh(ξ), find uh ∈ C0,1(0, T ;Vh(ξ))

such that∫
Ω

∂uh
∂t

vhdx+ ah(t;uh, vh) +Kh(uh, vh) + bh(t;uh, vh) = lh(vh), (4.9)

where the forms are given by

ah(t;uh, vh) =
∑
K∈ξ

∫
K

ε∇uh · ∇vhdx+
∑
K∈ξ

∫
K

~β · ∇uhvhdx

+
∑
e∈Γh

σε

he

∫
e

[uh] · [vh]ds−
∑
K∈ξ

∫
∂K−t ∩Γ−t

~β · ~nKuhvhds

+
∑
K∈ξ

∫
∂K−t \∂Ω

~β · ~nK(uouth − uh)vhds, (4.10a)

Kh(uh, vh) =−
∑
e∈Γh

∫
e

({ε∇vh} · [uh] + {ε∇uh} · [vh])ds, (4.10b)

bh(t;uh, vh) =
∑
K∈ξ

∫
K

r(uh)vhdx, (4.10c)

lh(vh) =
∑
K∈ξ

∫
K

fhvhdx. (4.10d)
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Upon integration by parts on the convective term, bilinear form (4.10a) will be

ah(t;uh, vh) =
∑
K∈ξ

∫
K

ε∇uh · ∇vhdx−
∑
K∈ξ

∫
K

(~βuh · ∇vh +∇ · ~βuhvh)dx

+
∑
e∈Γh

σε

he

∫
e

[uh] · [vh]ds+
∑
K∈ξ

∫
∂K+

t ∩Γ+
t

~β · ~nKuhvhds

+
∑
K∈ξ

∫
∂K+

t \∂Ω

~β · ~nKuh(vh − vouth )ds. (4.11a)

Note that the bilinear form ah(t;u, v) in (4.10a) is well-defined for the functions

u, v ∈ H1
0 (Ω), and equal to

ah(t;u, v) =

∫
Ω

(ε∇u · ∇v + ~β · ∇uv)dx.

Thus, the continuous weak formulation (4.5) can be rewritten for any t ∈ (0, T ] as∫
Ω

∂u

∂t
vdx+ ah(t;u, v) + b(t;u, v) = l(v) , ∀v ∈ H1

0 (Ω). (4.12)

Proposition 4.2.1 (Existence of Unique Solution). The SIPG semi-discrete system

(4.9) has a unique solution in C0,1(0, T ;Vh(ξ)).

Proof. Using the matrix-vector notations and construction introduced in Section 3.1.1,

we reach the system of non-linear equations of (4.9) in matrix-vector form by

MUt + SU = L− b(U), (4.13)

where U is the vector of unknown coefficients, the matrix S is the stiffness matrix

related to the coercive (Lemma 2.5.3) bilinear form ah(t;uh, vh)+Kh(uh, vh), and the

Lipschitz (Lemma 3.1.1) vector function b(U) and the vector L corresponds to the

non-linear form bh(t;uh, vh) and the linear form lh(vh), respectively. The matrix M

is the usual mass matrix which by DG construction has a symmetric block diagonal

structure, and therefore it is a symmetric positive definite matrix. As a consequent, in

the algebraic point of view, what we have in the ODE system (4.13) is that M is an

invertible matrix, S is a positive definite matrix and the right hand side is Lipschitz

with respect to U, which means by the theory of ordinary differential equations that

the system (4.13), as a result, the semi-discrete problem (4.9) has a unique solution.
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4.2.2 Fully Discrete Formulation

In this thesis, to integrate the non-stationary models in time, we use the backward

Euler method which is an unconditionally stable integrator and convenient for stiff

ODEs as it is the case in our model problem. Hence, we consider a subdivision of

[0, T ] into n time intervals Ik = (tk−1, tk] of length ∆tk, k = 1, 2, . . . , n. Set t0 = 0

and for n ≥ 1, tk = ∆t1 + ∆t2 + · · · + ∆tk. Denote by ξ0 an initial triangulation

and by ξk the mesh associated to the kth time step for k > 0, which is obtained from

ξk−1 possibly by locally refining/coarsening. Moreover, we assign the finite element

space V k
h = Vh(ξ

k) to each mesh ξk. Then, backward Euler in time the fully discrete

formulation of (4.9) reads as: for t = 0 set u0
h ∈ V 0

h as the projection (orthogonal

L2-projection) of u0 onto V 0
h and for k = 1, 2, . . . , n, find ukh ∈ V k

h satisfying for all

vkh ∈ V k
h∫
Ω

ukh − uk−1
h

∆tk
vkhdx+ ah(t

k;ukh, v
k
h)+Kh(u

k
h, v

k
h)

+ bh(t
k;ukh, v

k
h) =

∫
Ω

fkvkhdx. (4.14)

Remark 4.2.2. A single system of (4.14) can be considered as a non-stationary semi-

linear diffusion-convection-reaction equation of type (3.1) with the linear reaction

coefficient α = 1/∆tk > 0 and with a modified right hand side. Hence, it is a direct

consequent not only by the existence of unique solution result given for the semi-

discrete system (4.9) but also by the ones given for stationary problems that for each

k = 1, 2, . . . , n, the full-discrete system (4.14) has a unique solution.

4.3 Time-Space Adaptivity for Non-Stationary Problems

The solution of the evolution problems modeled by the convection dominated diffusion-

convection-reaction equations has a number of challenges. In one hand, one has to

resolve the solution around the interior/boundary layers due to the convection domi-

nation. In the other hand, the nature of non-stationary model leads to the resolution

of spatial layers to be more critical since the location of the layers may vary as time

progresses, and it is mostly possible that there occur also temporal layers in addition

to the spatial one. The native approach is the use of adaptive algorithms to resolve
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the solution in an accurate and efficient way around the regions where the solution

obeys large gradients. The key tool in adaptive algorithms, thus, is the way of locat-

ing the so-called regions, which is usually and naturally based on a posteriori error

estimation. On the other hands, even for linear evolution problems, the results for a

posteriori error estimation in evolution problems are limited. The analysis of exis-

tence studies are mostly based on energy techniques comparing the continuous and

the discrete solution directly, and a posteriori bound driven there are optimal order in

L2(H1)-type norms. We refer to the studies in [1, 9, 20, 28, 67] and reference therein.

In this thesis, our approach is to derive energy norm based a posteriori estimates by

not comparing the exact solution with the numerical solution directly, instead, by

comparing the numerical solution with a constructed auxiliary solution whose dif-

ference to the numerical solution can be estimated by a posteriori estimate driven

for stationary problem in Chapter 3. By the computational and theoretical point of

view, this approach is more useful than the direct approaches which have a number of

challenges. In order to be more clear, let consider a simple evolution problem

u′(t) + A(u(t)) = f, in Ω× (0, T ],

u(·, t) = 0, on ∂Ω× (0, T ],

u(·, 0) = u0, in Ω,

leading to the weak formulations

〈u′(t), v〉+ a(u(t), v) = 〈f, v〉, ∀v ∈ V, a.e. t ∈ (0, T ], (4.15)

〈U ′(t), v〉+ a(U(t), v) = 〈f, v〉, ∀v ∈ Vh, a.e. t ∈ (0, T ] (4.16)

with the exact and numerical solutions u and U , respectively, in the appropriate so-

lution spaces. Then, the direct approach adaptive algorithms aim to derive an energy

norm based a posteriori error indicator η to estimate the error between u and U by a

suitable energy norm ‖ · ‖E , i.e. find η satisfying

‖u− U‖E ≤ η(U).

The native way of deriving such a residual-based a posteriori error indicator is to

estimate, using the Galerkin orthogonality property, the residual function R under the
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given energy norm, and satisfying the variational formulation

〈RU , v〉 =

∫ T

0

(〈f, v〉 − 〈U ′(t), v〉 − a(U(t), v)) dt

=

∫ T

0

(〈f, v − Ihv〉 − 〈U ′(t), v − Ihv〉 − a(U(t), v − Ihv)) dt.

The above identity leads to the error equation

1

2
‖u(T )− U(T )‖2

L2(Ω) +

∫ T

0

a(u− U, u− U)dt =
1

2
‖u(0)− U(0)‖2

L2(Ω) + 〈RU , v〉

in which it is well-known that the integral term is of sub-optimal in L∞(L2)-type

norms. On the other hands, the residual functionRU results in a number of challenges:

• It is possible that 〈RU , v〉 is not well-defined,

• The numerical solution U does not satisfy point-wise structural conditions of

the true solution u.

The approach to handle the above drawbacks is to construct a continuous auxiliary so-

lution Ũ which is easily computable from the numerical solution U through a suitable

operator, and it satisfies the following conditions

• The difference U − Ũ is computable and can be estimated by a known (elliptic)

a posteriori error indicator,

• 〈RŨ , v〉 is well-defined and can be estimated by a computable a posteriori error

indicator,

• 〈RŨ , v〉 satisfy the original PDE with a modified right hand side.

In this thesis, the tool to obtain such an auxiliary solution Ũ is the elliptic reconstruc-

tion technique introduced in [63] to derive a posteriori error estimates for the linear

semi-discrete problems. In what follows, the elliptic reconstruction is an operator

R : Vh 7→ V withRU = Ũ , which is stated in the following definition.

Definition 4.3.1. [63, Definition 2.1] For each t ∈ (0, T ], let U ∈ Vh be the solution

of the discrete system (4.16). The elliptic reconstruction Ũ = RU ∈ V of U is defined

as the solution of the stationary problem

a(Ũ(t), v) = 〈gh(t), v〉 , ∀v ∈ V, a.e. t ∈ (0, T ]
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with the modified right hand side term

gh := AhU − fh + f,

where Ah : Vh 7→ Vh is the discrete version of A satisfying

a(U, v) = 〈AhU, v〉 ∀v ∈ Vh,

and fh denote the L2-projection of f onto the space Vh.

In the sequel, we will use the elliptic reconstruction technique to derive a posteriori

error indicators for semi-discrete system (4.9) and the fully-discrete system (4.14)

by utilizing a posteriori error estimate (3.8) driven for stationary model in Chapter

3. This approach is studied in [25] for the non-stationary linear diffusion-convection-

reaction equations. Here, we will utilize the results in [25] to modify a posteriori error

estimates for the non-stationary semi-linear diffusion-convection-reaction equations

using a posteriori error estimates we have derived for stationary models in Chapter 3.

4.3.1 A Posteriori Error Bounds for Semi-Discrete System

In order to measure the error for the semi-discrete problem, we use the L∞(L2) +

L2(H1)-type norm

‖v‖2
∗ = ‖v‖2

L∞(0,T ;L2(Ω)) +

∫ T

0

|||v|||2dt,

and we also take into account the DG-norm

‖v‖DG = |||v|||+ |v|C ,

where the energy norm ||| · ||| and the semi-norm | · |C are defined as in (3.10) and

(3.11) in Chapter 3, respectively.

We make use the elliptic reconstruction technique in [63]. In the view of the con-

tinuous semi-discrete problem (4.5), for each t ∈ (0, T ], the elliptic reconstruction

w ∈ H1
0 (Ω) is the unique solution of the problem

a(t;w, v) + b(t;w, v) =

∫
Ω

(
f − ∂uh

∂t

)
vdx , ∀v ∈ H1

0 (Ω). (4.17)
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The SIPG discretization, on the other hand, of the above system reads as: for each

t ∈ (0, T ], find wh ∈ C0,1(0, T ;Vh(ξ)) satisfying for all vh ∈ Vh(ξ)

ah(t;wh, vh) +Kh(wh, vh) + bh(t;wh, vh) =

∫
Ω

(
f − ∂uh

∂t

)
vhdx,

which implies according to (4.9) that wh = uh. Hence, the error bound to the term

‖w − uh‖DG can be found using the ready a posteriori error bound (3.12) for non-

linear stationary problem.

Most of the steps of the construction of a posteriori error bounds for the semi-discrete

system is analogous to the ones in [25]. For the error e(t) = u(t) − uh(t) of the

semi-discrete problem, we set the decomposition e(t) = µ(t) + ν(t) with

µ(t) = u(t)− w(t) , ν = w(t)− uh(t).

Further, as in the stationary case, we also decompose the SIPG solution uh(t) ∈ Vh
for each t ∈ (0, T ] as

uh(t) = uch(t) + urh(t)

with uch(t) ∈ H1
0 (Ω)∩Vh being the conforming part of the solution and urh ∈ Vh is the

remainder term. By this constructions, we will have the following conforming error

definitions

ec(t) = u(t)− uch(t) , νc(t) = w(t)− uch(t) (4.18)

Theorem 4.3.2. For the time-dependent error e = u− uh of the semi-discrete system

(4.9), there holds

‖e‖∗ . η̃, (4.19)

where the error estimator η̃ is defined by

η̃2 = ‖e(0)‖2 +

∫ T

0

η̃2
S1
dt+ min

{(∫ T

0

η̃2
S2
dt

)2

, ρ2
T

∫ T

0

η̃2
S2
dt

}
+ max

0≤t≤T
η̃2
S3
,
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with

η̃2
S1

=
∑
K∈ξ

ρ2
K

∥∥∥∥f − ∂uh
∂t

+ ε∆uh − ~β · ∇uh − r(uh)
∥∥∥∥2

L2(K)

+
∑
e∈Γ0

h

ε−1/2ρe‖[ε∇uh]‖2
L2(e) +

∑
e∈Γh

(
εσ

he
+ α0he +

he
ε

)
‖[uh]‖2

L2(e),

η̃2
S2

=
∑
e∈Γh

he

∥∥∥∥[∂uh∂t
]∥∥∥∥2

L2(e)

,

η̃2
S3

=
∑
e∈Γh

he‖[uh]‖2
L2(e),

and the weight ρT = min(ε−
1
2 , α

− 1
2

0 ). Note that the indicator η̃S1 is the same as the

error indicator η in (3.7) for the elliptic model by the only differences that we have a

modified right hand side and no linear reaction term.

Proof. For any t ∈ (0, T ], let u = u(t) and uh = uh(t) be the exact solution and

SIPG semi-discrete approximation of (4.4), respectively. For any v ∈ H1
0 (Ω), the

equations (4.12) and (4.17) reads∫
Ω

∂u

∂t
vdx+ ah(t;u, v) +

∫
Ω

r(u)vdx =

∫
Ω

fvdx, (4.20)

ah(t;w, v) +

∫
Ω

r(w)vdx =

∫
Ω

(
f − ∂uh

∂t

)
vdx. (4.21)

Subtracting (4.21) from (4.20), we obtain∫
Ω

∂e

∂t
vdx+ ah(t;µ, v) +

∫
Ω

(r(u)− r(w))vdx = 0 (4.22)

Choosing v = ec ∈ H1
0 (Ω) in (4.22) and using the error definitions (4.18), we get∫

Ω

∂ec

∂t
ecdx+ ah(t; e

c, ec) +

∫
Ω

(r(u)− r(w))ecdx =

∫
Ω

∂uch
∂t

ecdx+ ah(t; ν
c, ec)

(4.23)

In (4.23), using the Young’s inequality, and imposing the coercivity and continuity

facts (4.7) and (4.8), respectively, we arrive at

d

dt
‖ec‖2 + |||ec|||2 +

∫
Ω

(r(u)− r(w))ecdx . ‖νc‖DG +

∥∥∥∥∂uch∂t
∥∥∥∥ ‖ec‖. (4.24)
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Adding and subtracting the term r(uch) into the integral term related to the non-linear

term in (4.24), we obtain

d

dt
‖ec‖2 + |||ec|||2 +

∫
Ω

(r(u)− r(uch))ecdx . ‖νc‖DG +

∥∥∥∥∂uch∂t
∥∥∥∥ ‖ec‖

+

∫
Ω

(r(w)− r(uch))ecdx. (4.25)

Now, consider the integral terms related to the non-linear term in (4.25). In one

hand, using the Cauchy-Schwarz’s and Young’s inequalities, and the local Lipschitz

condition (4.2b), we have∫
Ω

(r(w)− r(uch))ecdx ≤ L(S)‖νc‖‖ec‖

. ||νc||2DG. (4.26)

On the other hand, using the Cauchy-Schwarz’s and Young’s inequalities, and the

conditions (4.2a) and (4.2c), we obtain∫
Ω

(r(u)− r(uch))ecdx & |||ec|||2. (4.27)

Thus, combining the identities (4.26) and (4.27), the inequality (4.25) become

d

dt
‖ec‖2 + |||ec|||2 . ‖νc‖DG +

∥∥∥∥∂uch∂t
∥∥∥∥ ‖ec‖. (4.28)

Finally, the error bound (4.19) easily follows from (4.28) and [25, Theorem 5.4].

4.3.2 A Posteriori Error Bounds for Fully Discrete System

For the fully-discrete system (4.14), we consider the solutions at discrete time in-

stances. For this reason, for any vkh ∈ V k
h , let Ak ∈ V k

h be the unique solution of the

stationary system

ah(t
k;ukh, v

k
h) +Kh(u

k
h, v

k
h) + bh(t

k;ukh, v
k
h) =

∫
Ω

Akvkhdx. (4.29)

Note that for k ≥ 1, Ak = Ikhf
k−(ukh−Ikhuk−1

h )/∆tk with Ikh being the L2-projection

operator onto the space V k
h . Then, the elliptic reconstruction wk ∈ H1

0 (Ω) is defined

as the unique solution of the stationary problem

ah(t
k;wk, v) + b(tk;wk, v) =

∫
Ω

Akvdx , ∀v ∈ H1
0 (Ω). (4.30)
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Next, we define the time-dependent solution uh(t) ∈ V k
h ∪ V k+1

h as a piecewise con-

tinuous function so that on each interval (tk−1, tk], uh(t) is the linear interpolation of

the values uk−1
h and ukh given by

uh(t) = lk−1(t)uk−1
h + lk(t)u

k
h (4.31)

with the linear Lagrange interpolation basis lk−1 and lk are defined on [tk−1, tk].

Further, we use the decomposition of each discrete solution ukh = uk,ch + uk,rh with

uk,ch ∈ H1
0 (Ω) and uk,rh ∈ V k

h , as well as the error definitions ec = u − uch and

νk = wk − ukh, where, on an arbitrary interval (tk−1, tk], we have

uch(t) = lk−1(t)uk−1,c
h + lk(t)u

k,c
h .

Theorem 4.3.3. Through the definition (4.31), for the in time continuous error e =

u− uh of the fully-discrete system (4.14), there holds

‖e‖2
∗ . η2

S + η2
T , (4.32)

where the spatial estimator ηS is given by [25]

η2
S = ‖e(0)‖2 +

1

3

n∑
k=1

∆tk(η
2
S1,k−1

+ η2
S1,k

) +
n∑
k=1

∆tkη
2
S2,k

+ max
0≤k≤n

η2
S3,k

+ min


(

n∑
k=1

∆tkηS4,k

)2

, ρ2
T

n∑
k=1

∆tjη
2
S4,k

 (4.33)

with

η2
S1,k

=
∑

K∈ξk−1∪ξk
ρ2
K

∥∥∥Ak + ε∆ukh − ~βk · ∇ukh − r(ukh)
∥∥∥2

L2(K)

+
∑
e∈Γ0

h

ε−1/2ρe‖[ε∇ukh]‖2
L2(e) +

∑
e∈Γh

(
εσ

he
+ α0he +

he
ε

)
‖[ukh]‖2

L2(e),

η2
S2,k

=
∑

K∈ξk−1∪ξk
ρ2
K

∥∥∥∥fk − Ikhfk +
uk−1
h − Ikhuk−1

h

∆tk

∥∥∥∥2

L2(K)

,

η2
S3,k

=
∑
e∈Γh

he‖[ukh]‖2
L2(e),

η2
S4,k

=
∑
e∈Γh

he

∥∥∥∥[ukh − uk−1
h

∆tk

]∥∥∥∥2

L2(e)

,
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and the temporal estimator ηT is given by [25]

η2
T =

n∑
k=1

∫ tk

tk−1

η2
T1,k

dt

+ min


(

n∑
k=1

∫ tk

tk−1

ηT2,kdt

)2

, ρ2
T

n∑
k=1

∫ tk

tk−1

η2
T2,k

dt

 (4.34)

with

η2
T1,k

=
∑

K∈ξk−1∪ξk
ε−1‖lk(~βk − ~β)ukh + lk−1(~βk−1 − ~β)uk−1

h ‖
2
L2(K),

η2
T2,k

=
∑

K∈ξk−1∪ξk
‖f − fk + lk−1(Ak − Ak−1) + lk(∇ · ~βk −∇ · ~β)ukh

+lk(∇ · ~βj−1 −∇ · ~β)uk−1
h ‖

2
L2(K).

Proof. On an arbitrary interval (tk−1, tk], let e = e(t) = u(t) − uh(t) represents

the error of the fully-discrete system (4.14), where the approximate solution uh(t) is

formulated as in (4.31). Then, the use of the systems (4.12) and (4.30) yields for all

v ∈ H1
0 (Ω) the error equation∫

Ω

∂e

∂t
vdx+ ah(t; e, v) +

∫
Ω

(r(u)− r(uh))vdx =

∫
Ω

(f − fk)vdx

+

∫
Ω

(
fk − ∂uh

∂t

)
vdx− ah(t;uh, v)−

∫
Ω

r(uh)vdx. (4.35)

After choosing v = ec in (4.35) and utilizing the conditions (4.2a)-(4.2c) related to

the non-linear term, as it done in the proof of the semi-discrete case in Section 4.3.1,

the error bound (4.32) easily follows from [25, Theorem 6.5].

4.3.3 Adaptive Algorithm

Our time-space adaptive algorithm (see Fig. 4.1) for the non-stationary semi-linear

model of type (1.1) based on the residual-based a posteriori estimations derived above,

and utilizes the residual-based a posteriori error estimators derived in Chapter 3. The

algorithm starts with an initial uniform mesh in space and with a given initial suf-

ficiently large time step. At each time step, the space and time-step are adaptively

arranged according to the user defined tolerances ttol for time-step refinement, and
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Figure 4.1: Adaptive algorithm chart on a single time step (tk−1, tk]
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stol+ and stol− for spatial mesh, former corresponding to refinement and latter

corresponding to the coarsening procedures in space. Note that we do not need a

temporal tolerance corresponding to the time-step coarsening, since we start, in our

problems, with a uniform equispaced distribution of [0, T ] having sufficiently large

time-steps. Thus, it is enough just bisecting the time intervals not satisfying the tem-

poral tolerance ttol, and keep unchanged the remaining. Both the refinement and

coarsening processes in space are determined by the indicator ηS1,k
appearing in the

spatial estimator (4.33), which is indeed analogue to the elliptic indicator (3.7). Since

the temporal estimator ηT (4.34) is not easy to compute, the adaptive refinement of

the time-steps are driven by the modified temporal-indicator [25]

η̃2
Tk

=

∫ tk

tk−1

η2
T1,k

dt+ min{ρT , T}
∫ tk

tk−1

η2
T2,k

dt

sum of which gives a bound for the temporal estimator η2
T .

Although the adaptive algorithm, Fig. 4.1, stands for a single equation of the system

(4.4), it is not difficult to extend the algorithm to the coupled systems. For this, say we

have a system of two equations for the unknowns u1 and u2, the temporal-indicators

η̃1
Tk

, η̃2
Tk

and the spatial-indicators η1
S1,k

, η2
S1,k

corresponding to the unknowns u1 and

u2, respectively, are computed. To adapt the time-step size, we ask the temporal

condition for the both temporal-indicators, i.e. η̃1
Tk
≤ ttol and η̃2

Tk
≤ ttol. On the

other hand, to select the elements to be refined, we take the set of elements which

is the union of the sets of the elements satisfying η1
S1,k

> stol+ and η2
S1,k

> stol+,

and similar procedure to select the elements to be coarsened, but not including any

elements which are selected to be refined. Numerical studies demonstrate that the

adaptive algorithm is capable of resolving the layers in space as the time progresses.

4.4 Solution of Fully Discrete System

In this section, we discuss the solution of the fully-discrete system (4.14) on an ar-

bitrary kth time-step, which is solved for all k = 1, 2, . . . , n. In order to not be

confused about the notations, let us consider the system (4.14) on an arbitrary kth
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time-step without the superscript for the time-step of the form∫
Ω

uh − wh
∆t

vhdx+ ah(uh, vh)+Kh(uh, vh)

+ bh(uh, vh) =

∫
Ω

fvhdx , ∀vh ∈ Vh (4.36)

where we have set uh := ukh, wh := uk−1
h , vh := vkh, f := fk, ∆t := ∆tk,

ah(uh, vh) := ah(t
k;ukh, v

k
h), Kh(uh, vh) := Kh(u

k
h, v

k
h), bh(uh, vh) := bh(t

k;ukh, v
k
h)

and Vh := V k
h . The approximate solution uh and the known solution (from the previ-

ous time-step) wh of (4.36) have the form

uh =
Nel∑
i=1

Nloc∑
l=1

uilφ
i
l , wh =

Nel∑
i=1

Nloc∑
l=1

wilφ
i
l, (4.37)

where φil’s are the basis polynomials spanning the space Vh, U = {uil} is the vector of

unknown coefficients to be found and W = {wil} is the vector of known coefficients.

Using the notations and definitions in Section 3.1.1, the discrete residual of the system

(4.36) in matrix vector form is given by

R(U) = MU−MW + ∆t(SU + b(U)− L) = 0, (4.38)

where M is the mass matrix, S is the stiffness matrix corresponding to the bilinear

form ah(uh, vh) + Kh(uh, vh), b(U) is the vector function of U related to the non-

linear form bh(uh, vh) and L is the vector to the linear form lh(vh).

Next, we solve the system (4.38) by Newton method. In the sequel, we start with

an initial guess U(0) (most possibly U(0) = W, i.e. the known solution from the

previous time-step) and for i = 0, 1, 2, . . ., we solve the system

J iδU(i) = −R(U(i)) (4.39)

U(i+1) = U(i) + δU(i)

until a prescribed tolerance is satisfied. In (4.39), the sparse matrix J i = M+∆t(S+

J ib) denotes the value of the Jacobian matrix of the residual function R(U) at the

current iterate U(i), and Jsb stands for the Jacobian matrix to the vector function b(U)

at the current iterate U(i).
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4.5 Numerical Examples

In this section, we give the numerical studies demonstrating the performance of the

time-space adaptive algorithm. All the computations are implemented on MATLAB-

R2014a. In the problems, by the very coarse initial mesh, we mean an initial mesh

which is formed, for instance on Ω = (0, 1)2, by dividing the region with ∆x1 =

∆x2 = 0.5 leading to 8 triangular elements and 48 DoFs for quadratic elements. As

the first example, we give a test example with polynomial type non-linearity having a

non-moving internal layer to figure out the benchmark of the algorithm by looking at

the rates of error, spatial and temporal estimators, and effectivity indices (proportion

of the estimator to the error) for different tolerances and diffusion parameters ε. We

expect that the effectivity indices lie in a small band for different diffusion parameters

meaning that our estimators are robust in the system Péclet number. Moreover, to

demonstrate the mentioned properties, we use the average weighted DoFs

Average Weighted DoFs =
1

T

n∑
k=1

∆tkλk,

where λk denotes the total number of DoFs on the union mesh ξk−1 ∪ ξk. Since

the first example has a non-moving internal layer, a monotonic increase in the DoFs

is expected by the time progresses. Conversely, we give problems having moving

layers by the time progresses in Example 4.5.2-4.5.3. In this case, we expect that

the refinement and coarsening procedures in space work simultaneously leading to

oscillations in time vs DoFs plots. By Example 4.5.2, we also test the performance

of our algorithm for a coupled system. As the final example, Example 4.5.4, we

consider a real geoscience problem representing a reaction in porous media having

internal layers at different locations due to the high-permeability rocks.

4.5.1 Example with Polynomial Type Non-Linearity (Benchmark of the Algo-

rithm)

The first example is taken from [16] with a polynomial non-linear term

ut + ~β · ∇u− ε∆u+ u4 = f in Ω = (0, 1)2
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with the convection field ~β = (2, 3)T and the diffusion coefficient ε = 10−6. The

source function f and the Dirichlet boundary condition are chosen so that the exact

solution is given by

u(~x, t) = 16 sin(πt)x1(1− x1)x2(1− x2)

[0.5 + π−1 arctan(2ε−1/2(0.252 − (x1 − 0.5)2 − (x2 − 0.5)2))].

We start by demonstrating the decrease of the errors by uniform time-space refine-

ment using linear DG elements. In Fig. 4.2, the expected first order convergence in

space and time is shown.
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Figure 4.2: Example 4.5.1: Decays of estimators and errors for uniform time-space
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Figure 4.3: Example 4.5.1: Error vs. spatial (left) and temporal (right) estimators for
ε = 10−6
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In the sequel, we use quadratic DG elements. We investigate the performance of the

spatial estimator by fixing the temporal time-step ∆t = 0.002 so that the temporal

error is dominated by the spatial error. Then, we reduce the spatial estimator tolerance

stol+ from 10−1 to 10−6. The rate of the errors and the spatial estimators are similar

as illustrated in Fig. 4.3, left, for ε = 10−6. Fig. 4.4 shows the spatial effectivity

indices and the decrease of the spatial estimators for various diffusion constants ε.

One can see that the effectivity indices converges asymptotically to a small band, as

the results in [25] for linear problems, showing the robustness of the spatial estimator.
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Figure 4.4: Example 4.5.1: Spatial effectivity indices (left) and estimators (right)
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Figure 4.5: Example 4.5.1: Temporal effectivity indices (left) and estimators (right)

To investigate the performance of the temporal estimator, we fix a sufficiently fine

spatial mesh so that the spatial error is dominated by the temporal error, and then we
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reduce the temporal estimator tolerance ttol in the range 10−1 − 10−6. In Fig. 4.5,

the temporal effectivity indices and the decrease of the temporal estimators are not

affected by ε, and effectivity indices are almost the same within the band 1-2, showing

the robustness of the temporal estimator.
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Figure 4.6: Example 4.5.1: Adaptive mesh

Figure 4.7: Example 4.5.1: Uniform (left) and adaptive (right) solutions at T=0.5

Finally, we apply the time-space adaptive algorithm with the tolerances ttol = 10−3,

stol+ = 3× 10−4 and stol− = 3× 10−7. Firstly, we prepare an initial mesh starting

from a very coarse spatial mesh and a uniform partition of the time interval [0, 0.5]

with the step-size ∆t = 0.25 until the user defined tolerances ttol and stol+ are

satisfied. The adaptive mesh at the final time T = 0.5 is shown in Fig. 4.6. In Fig. 4.8
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Figure 4.8: Example 4.5.1: Evolution of DoFs (left) and time-steps ∆t (right)

on the right, the change of the time-steps is shown, whereas the change in the DoFs

is illustrated in Fig. 4.8 on the left. Since the layers in the problem do not move as

the time progresses, the number of DoFs increases monotonically by the spatial grid

refinement. In Fig. 4.7, it is shown that all the oscillations are damped out by adaptive

algorithm using less DoFs compared to the uniform one.

4.5.2 Coupled Example with Polynomial Type Non-Linearity

The next example is a coupled non-linear problem taken from [17].

∂ui
∂t
− ε∆ui + ~βi · ∇ui + u1u2 = fi, i = 1, 2

on Ω = (0, 1)2 with the convection fields ~β1 = (1, 0)T and ~β2 = (−1, 0)T , and the

diffusion constant ε = 10−5. The Dirichlet boundary conditions, initial conditions

and the load functions fi are chosen so that the exact solutions are

u1(~x, t) =
1

2

(
1− tanh

2x1 − 0.2t− 0.8√
5ε

)
,

u2(~x, t) =
1

2

(
1 + tanh

2x1 + 0.2t− 0.9√
5ε

)
.

We use again quadratic DG elements. We prepare an initial mesh, Fig. 4.10 on the left,

starting with a very coarse spatial mesh and a uniform partition of the time interval

[0, 1] with the step-size ∆t = 0.1 until the user defined tolerances ttol = 10−3
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and stol+ = 10−1 are satisfied. Here, two sharp fronts move towards to each other

and then mix directly after the time t = 0.1, Fig. 4.9. The movement of the fronts are

also visible in Fig. 4.10 claiming that refinement/coarsening of the adaptive algorithm

works well. We see that the sharp fronts in the cross-wind direction x2 = 0.5x1 +0.75

are almost damped out. Moreover, Fig. 4.10-4.11 show that both the spatial and

temporal estimators catch the time where the two sharp fronts mix.
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Figure 4.9: Example 4.5.2: Cross-section plots in the cross-wind direction at t = 0.1

(left) and t = 1 (right)
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Figure 4.10: Example 4.5.2: Adaptive meshes at t = 0, t = 0.1 and t = 1 (from left
to right)
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Figure 4.11: Example 4.5.2: Evolution of DoFs (left) and time-steps ∆t (right)

4.5.3 A Non-linear ADR in Homogeneous Porous Media

We consider the advection-diffusion-reaction (ADR) equation in [79] with polyno-

mial type non-linear reaction

∂u

∂t
− ε∆u+ ~β · ∇u+ γu2(u− 1) = 0 in Ω× (0, T ]

with Ω = (0, 1)2. We take as in [79] the homogeneous dispersion tensor as ε = 10−4,

the velocity field ~β = (−0.01,−0.01)T and γ = 100. The initial and boundary

conditions are chosen by the exact solution

u(~x, t) = [1 + exp(a(x1 + x2 − bt) + a(b− 1))]−1,

where a =
√
γ/(4ε) and b = −0.02 +

√
γε. The problem is a transport of a front in

homogeneous porous media. We simulate the given problem for the final time T = 1,

and with quadratic DG elements. We begin by preparing an initial mesh starting

from a very coarse spatial mesh and a uniform partition of the time interval [0, 1]

with the step-size ∆t = 0.25 until the user defined tolerances ttol = 3 × 10−3 and

stol+ = 10−3 are satisfied. In Fig. 4.12, the adaptive meshes and solution profiles are

shown at the times t = {0.2, 0.6, 1}, where the movement of the front can be seen.

The time vs DoFs and time vs time step-size plots in Fig. 4.13 indicate clearly the

oscillations in DoFs and time-steps due to the movement of the front.
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Figure 4.12: Example 4.5.3: Adaptive meshes (top) and solution profiles (bottom) at
t = 0.2, t = 0.6 and t = 1 (from left to right)

4.5.4 A Non-linear ADR in Deterministic Heterogeneous Porous Media

As the final numeric, we consider the ADR equation in [79] with Monod or Langmuir

isotherm type non-linear reaction

∂u

∂t
−∇ · (ε∇u) + ~β(x) · ∇u+

u

1 + u
= 0 in Ω× (0, T ],

u(x, t) = 1 on ΓD × [0, T ],

−ε∇u(x, t) · ~n = 0 on (∂Ω \ ΓD)× [0, T ],

u(x, 0) = 0 in Ω

with Ω = (0, 3) × (0, 2) and ΓD = {0} × [0, 2]. The problem represents a reaction

in porous media, for instance, transport in a highly idealized fracture pattern. Here ε

stands for the heterogeneous dispersion tensor given by

ε =

10−3 0

0 10−4

 .
The velocity field ~β(x) is determined via the Darcy’s law

~β = −k(x)

µ
∇p,
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Figure 4.13: Example 4.5.3: Evolution of DoFs (left) and time-steps ∆t (right)

where p is the fluid pressure, µ is the fluid viscosity and k(x) is the permeability of

the porous medium. Using the mass conservation property∇· ~β(x) = 0 under the as-

sumption that rock and fluids are incompressible, the velocity field ~β(x) is computed

by solving the system

∇ ·
(
k(x)

µ
∇p
)

= 0 in Ω,

p = 1 on {0} × [0, 2],

p = 0 on {3} × [0, 2],

−k(x)∇p · ~n = 0 on (0, 3)× {0, 2}.
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Figure 4.14: Example 4.5.4: Permeability field (left) and velocity streamlines (right)
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We simulate the given problem for the final time T = 1 using linear DG elements.

We take the fluid viscosity µ = 0.1, and the permeability field as in [79] with three

parallel streaks the permeability of which are 100 times greater than the permeability

of the surrounding domain, see Fig. 4.14 on the left, by which the flow is canalized

from the lower-permeability rocks into the high-permeability ones, Fig. 4.14 on the

right. For the adaptive procedure, we prepare an initial mesh starting from a very

coarse spatial mesh and a uniform partition of the time interval [0, 1] with the step-

size ∆t = 0.05 until the user defined tolerances ttol = 10−3 and stol+ = 3 × 10−4

are satisfied. Fig. 4.16-4.17 show the adaptive meshes and concentrations at t = 0.3

and t = 1, where we can clearly see the flow-focusing due to the high-permeability.
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Figure 4.15: Example 4.5.4: Evolution of DoFs (left) and time-steps ∆t (right)

Time vs DoFs and time vs time step-size plots are given in Fig. 4.15. We see that

initially small time steps are used and then it reaches a steady time step, Fig. 4.15 on

the right. The number of DoFs increases (refinement dominates coarsening) mono-

tonically after the meet of first high-permeability rock until the meet of third high-

permeability rock and then the increase stops, Fig. 4.15 on the left. This is meaningful

since there is no sharp flow canalization after the third high-permeability rock.
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Figure 4.16: Example 4.5.4: Adaptive mesh (left) and concentration (right) at t = 0.3

Figure 4.17: Example 4.5.4: Adaptive mesh (left) and concentration (right) at t = 1
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

In this thesis, we have studied convection/reaction dominated stationary and non-

stationary semi-linear diffusion-convection-reaction equations. In order to handle the

unphysical oscillations due to the convection, we have applied symmetric interior

penalty Galerkin (SIPG) method, a type of discontinuous Galerkin methods, to dis-

cretize the problem in space, being an alternate to the well-known stabilized contin-

uous Galerkin methods such as streamline upwind Petrov-Galerkin (SUPG) method.

We have given the detailed construction of SIPG formulation on the general Pois-

son equation, and we have discussed the effect of penalty parameter in Chapter 2.

In Chapter 3, we have studied stationary semi-linear diffusion-convection-reaction

equations with existence and uniqueness results of the solution. We have figured out

the adaptivity tool based on the residual-based in Péclet number robust a posteriori

error estimation to handle not only the layers produced by convection but also the

sharp fronts due to the non-linear reaction as an alternate to the shock/discontinuity

capturing techniques in the literature, and we have shown that adaptive DG approxi-

mations are more accurate than the ones obtained by the solutions through Galerkin

least squares FEMs and shock/discontinuity capturing techniques. We have proven a

posteriori error bounds for stationary semi-linear diffusion-convection-reaction equa-

tions, which is the main theoretical contribution of this thesis. Moreover, we have

introduced an efficient iterative method, matrix reordering technique, as a precondi-

tioner to solve the linear systems arising from the Newton’s method applied to the

discrete system of stationary semi-linear diffusion-convection-reaction equations.
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In Chapter 4, we have considered the non-stationary semi-linear diffusion-convection-

reaction equations discretized in space by SIPG and in time by backward Euler method.

We have driven and proved a posteriori error bounds for the semi-discrete and fully-

discrete systems using a L∞(L2) + L2(H1)-type norm. We have stated in detailed

the elliptic reconstruction technique which was a key tool in constructing a posteriori

error bounds for the non-stationary model. To construct the energy-norm a posteriori

error bounds for the non-stationary model, we have utilized the elliptic reconstruction

technique to use a posteriori error bounds driven for stationary models in contrast to

standard energy techniques which have to adapt the estimates case by case in order

to compare the exact solution with numerical solution directly and are sub-optimal

order in L∞(L2)-type norms. Using driven a posteriori error estimates, we have in-

troduced an adaptive algorithm both in space and time, in space using both refinement

and coarsening. Through the numerical studies, we have demonstrated that our adap-

tive algorithm allows to capture the interior and boundary layers very sharply without

any significant oscillation, and also the temporal layers. In addition, we have shown

the efficiency and in diffusion parameter robustness of the algorithm numerically by

demonstrating the spatial and temporal effectivity indices, and the rates of the errors

and estimators. We have noted that the results are similar to those ones for non-

stationary linear diffusion-convection-reaction equations in [25].

In contrast to the residual-based energy techniques, there are more popular approaches

such as goal oriented and hierarchical error estimates for the non-stationary prob-

lems. As a consequent, we will study on such approaches to solve the non-stationary

semi-linear diffusion-convection-reaction equations as a future work. Further, in the

real life non-stationary models, there occur huge systems of equations, and most of

the time the perturbations of some parameters of the systems are considered. Such

systems are needed to be reduced to smaller systems using certain existing tech-

niques. Hence, again as a future work, we will study on the reduced order modeling

based on proper orthogonal decomposition (POD) to solve the non-stationary semi-

linear diffusion-convection-reaction equations using adaptive DG methods, which is

an open problem in the literature.
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[80] O. Tarı and M. Manguoğlu. Revealing the saddle point structure using the
largest eigenvector of the Laplacian. International Conference On Precondition-
ing Techniques For Scientific And Industrial Applications (19-21 June, 2013),
Oxford, UK, 2013.

[81] T. E. Tezduyar and Y. J. Park. Discontinuity capturing finite element formula-
tions for nonlinear convection-diffusion-reaction equations. Comp. Meth. Appl.
Mech. Eng., 59:307–325, 1986.

[82] M. Uzunca, B. Karasözen, and M. Manguoğlu. Adaptive discontinuous
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APPENDIX A

MATLAB TUTORIAL

We discuss a collection of MATLAB routines using discontinuous Galerkin (DG)

methods for solving and simulating steady-state diffusion-convection-reaction equa-

tions in 2D. The code employs the sparse matrix facilities of MATLAB with the

coding style "vectorization" which replaces for loops by matrix operations. More-

over, we utilize multiple matrix multiplications "MULTIPROD" [62] to decrease the

number of for loops in an efficient way.

A.1 Linear Model Problem

The general (linear) model problem used in the code is

αu− ε∆u+ ~β · ∇u = f in Ω, (A.1a)

u = gD on ΓD, (A.1b)

ε∇u · ~n = gN on ΓN . (A.1c)

The domain Ω is bounded, open, convex in R2 with boundary ∂Ω = ΓD ∪ ΓN ,

ΓD ∩ ΓN = ∅, 0 < ε � 1 is the diffusivity constant, f ∈ L2(Ω) is the source func-

tion, ~β ∈ (W 1,∞(Ω))
2 is the velocity field, gD ∈ H3/2(ΓD) is the Dirichlet boundary

condition, gN ∈ H1/2(ΓN) is the Neumann boundary condition and ~n denote the unit

outward normal vector to the boundary.

Using the notations in Chapter 3, the DG discretized system to the problem (A.1)

combining with the upwind discretization for the convection part reads as: find uh ∈
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Vh such that

ah(uh, vh) = lh(vh) ∀vh ∈ Vh, (A.2)

ah(uh, vh) =
∑
K∈ξh

∫
K

ε∇uh · ∇vhdx+
∑
K∈ξh

∫
K

αuhvhdx+
∑
K∈ξh

∫
K

~β · ∇uhvhdx

−
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇uh} · [vh]ds+ κ
∑

e∈Γ0
h∪ΓD

h

∫
e

{ε∇vh} · [uh]ds

+
∑
K∈ξh

∫
∂K−\∂Ω

~β · ~n(uouth − uinh )vhds−
∑
K∈ξh

∫
∂K−∩Γ−h

~β · ~nuinh vhds

+
∑

e∈Γ0
h∪ΓD

h

σε

he

∫
e

[uh] · [vh]ds,

lh(vh) =
∑
K∈ξh

∫
K

fvhdx+
∑
e∈ΓD

h

∫
e

gD
(
σε

he
vh + κε∇vh · ~n

)
ds

−
∑
K∈ξh

∫
∂K−∩Γ−h

~β · ~ngDvhds+
∑
e∈ΓN

h

∫
e

gNvhds.

The parameter σ ∈ R+
0 should be sufficiently large independent of the mesh size h

and the diffusion coefficient ε. In our code, we choose the penalty parameter σ on

interior edges depending on the polynomial degree k as σ = 3k(k + 1) for the SIPG

and IIPG methods, whereas, we take σ = 1 for the NIPG method. On boundary

edges, we take the penalty parameter as twice of the penalty parameter on interior

edges.

A.2 Description of MATLAB Codes

The given codes are mostly self-explanatory with comments to explain what each

section of the code does. In this section, we give the line-by-line descriptions of our

main code. The use of the code consists of three main parts

1. Mesh generation,

2. Entry of user defined quantities (boundary conditions, order of basis etc.),

3. Forming and solving the linear systems,

4. Plotting the solutions.
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Except the last one, all the parts above, in the case of our code, take place in the m-file

Main_Linear.m which is the main code to be used by the users for linear problems

without need to entry to any other m-file. The last part, plotting the solutions, takes

place in the m-file dg_error.m

A.2.1 Mesh Generation

In this section, we define the data structure of a triangular mesh on a polygonal do-

main in R2. The data structure presented here is based on simple arrays [27] which are

stored in a MATLAB "struct" that collects two or more data fields in one object that

can then be passed to routines. To obtain an initial mesh, firstly, we define the nodes,

elements, Dirichlet and Neumann conditions in the m-file Main_Linear.m through the

lines 14–20, and we call the getmesh function to form the initial mesh structure mesh,

line 22.

Nodes

Nodes = [0,0;0.5,0;1,0;0,0.5;0.5,0.5;1,0.5;0,1;0.5,1;1,1];

Elements

Elements = [4,1,5;1,2,5;5,2,6; 2,3,6;7,4,8;4,5,8;8,5,9;5,6,9];

Dirichlet bdry edges

Dirichlet = [1,2;2,3;1,4;3,6;4,7;6,9;7,8;8,9];

Neumann bdry edges

Neumann = [];

Initial mesh struct

mesh = getmesh(Nodes,Elements,Dirichlet,Neumann);

As it can be understood, each row in the Nodes array corresponds to a mesh node

with the first column keeps the x-coordinate of the node and the second is for the

y-coordinate, and the i− th row of the Nodes array is called the node having index i.

In the Elements array, each row with 3 columns corresponds to a triangular element

in the mesh containing the indices of the nodes forming the 3 vertices of the triangles

in the counter-clockwise orientation. Finally, in the Dirichlet and Neumann arrays,

each row with 2 columns corresponds to a Dirichlet and Neumann boundary edge

containing the indices of the starting and ending nodes, respectively (see Fig.A.1).
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Figure A.1: Initial mesh on the unit square Ω = [0, 1]2 with nodes ni, triangles Ej
and edges ek

The mesh "struct" in the code has the following fields:

• Nodes, Elements, Edges, intEdges, DbdEdges, NbdEdges, intEdges

• vertices1, vertices2, vertices3,

• Dirichlet, Neumann, EdgeEls, ElementsE.

which can be reached by mesh.Nodes, mesh.Elements and so on, and they are used

by the other functions to form the DG construction. In line 24–26, the initial mesh is

uniformly refined several times in a "for loop" by calling the function uniformrefine.

for jj=1:2

mesh = uniformrefine(mesh); Refine mesh

end
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A.2.2 User Defined Quantities

There are certain input values that have to be supplied by the user. Here, we will

describe that how one can define these quantities in the main code.

In lines 29–31, one determines the type of the DG method (SIPG, NIPG or IIPG)

and the order of the polynomial basis to be used by the variables method and degree,

respectively. According to these choices, the values of the penalty parameter and

the parameter κ ∈ {−1, 1, 0} defining DG method in (A.2) are set by calling the

sub-function set_parameter in line 33.

method : NIPG=1, SIPG=2, IIPG=3

method = 2;

Degree of polynomials

degree = 1;

Set up the problem

[penalty,kappa] = set_parameter(method,degree);

The next step is to supply the problem parameters. In line 88–101, the diffusion

constant ε, the advection vector ~β and the linear reaction term α are defined via the

sub-functions fdiff, fadv and freact, respectively.

function diff = fdiff(x,y)

diff = (1e−6).∗ones(size(x));

end

Advection

function [adv1,adv2] = fadv(x,y)

adv1 = (1/sqrt(5))∗ones(size(x));

adv2 = (2/sqrt(5))∗ones(size(x));

end

Linear reaction

function react = freact(x,y)

react = ones(size(x));

end
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The exact solution (if exists) and the source function f are defined in lines 114–157

via the sub-functions fexact and fsource, respectively. Finally, in lines 163–174, the

boundary conditions are supplied via the sub-functions DBCexact and NBCexact.

function DBC=DBCexact(fdiff,x,y)

Evaluate the diffusion function

diff = feval(fdiff,x,y);

Drichlet Boundary Condition

DBC = 0.5∗(1−tanh((2∗x−y−0.25)./(sqrt(5∗diff))));

end

Neumann Boundary Condition

function NC = NBCexact(mesh,fdiff,x,y)

Neumann Boundary Condition

NC = zeros(size(x));

end

A.2.3 Forming and Solving Linear Systems

To form the linear systems, firstly, let us rewrite the discrete DG scheme (A.2) as

ah(uh, vh) := Dh(uh, vh) +Ch(uh, vh) +Rh(uh, vh) = lh(vh) ∀vh ∈ Vh, (A.3)

where the forms Dh(uh, vh), Ch(uh, vh) and Rh(uh, vh) corresponding to the diffu-

sion, convection and linear reaction parts of the problem, respectively, given by

Dh(uh, vh) =
∑
K∈ξh

∫
K

ε∇uh · ∇vhdx+
∑

e∈Γ0∪ΓD

σε

he

∫
e

[uh] · [vh]ds

−
∑

e∈Γ0∪ΓD

∫
e

{ε∇uh} · [vh]ds+ κ
∑

e∈Γ0∪ΓD

∫
e

{ε∇vh} · [uh]ds
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Ch(uh, vh) =
∑
K∈ξh

∫
K

~β · ∇uhvhdx

+
∑
K∈ξh

∫
∂K−\∂Ω

~β · ~n(uouth − uinh )vhds−
∑
K∈ξh

∫
∂K−∩Γ−

~β · ~nuinh vhds

Rh(uh, vh) =
∑
K∈ξh

∫
K

αuhvhdx

lh(vh) =
∑
K∈ξh

∫
K

fvhdx+
∑
e∈ΓD

∫
e

gD
(
σε

he
vh + κε∇vh · n

)
ds

−
∑
K∈ξh

∫
∂K−∩Γ−

~β · ~ngDvhds+
∑
e∈ΓN

∫
e

gNvhds,

For a set of basis functions {φi}Ni=1 spanning the space Vh, the discrete solution uh ∈
Vh is of the form

uh =
N∑
j=1

υjφj (A.4)

where υ = (υ1, υ2, . . . , υN)T is the unknown coefficient vector. After substituting

(A.4) into (A.3) and taking vh = φi, we get for i = 1, 2, . . . , N , the linear systems of

equations

N∑
j=1

υjDh(φj, φi) +
N∑
j=1

υjCh(φj, φi) +
N∑
j=1

υjRh(φj, φi) = lh(φi) (A.5)

Thus, for i = 1, 2, . . . , N , to form the linear system in matrix-vector form, we need

the matrices D,C,R ∈ RN×N related to the terms including the forms Dh, Ch and

Rh in (A.5), respectively, satisfying

Dυ + Cυ +Rυ = F

with the unknown coefficient vector υ and the vector F ∈ RN related to the lin-

ear rhs functionals lh(φi) such that Fi = lh(φi), i = 1, 2, . . . , N . In the code

Main_Linear.m, all the matrices D,C,R and the vector F are obtained by calling the

function global_system in lines 36–37, in which the sub-functions introduced in the

previous subsection are used. In line 39, we set the stiffness matrix, Stiff, as the sum

of the obtained matrices and we solve the linear system for the unknown coefficient

vector coef:= υ.
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Compute global matrices and rhs global vector

[D,C,R,F] = global_system(mesh,@fdiff,@fadv,@freact,[],...

@fsource,@DBCexact,@NBCexact,penalty,kappa,degree);

Stiff = D + C + R; Stiffness matrix

coef = Stiff\F; Solve the linear system

A.2.4 Plotting Solutions

After solving the problem for the unknown coefficient vector, the solutions are plotted

via the function dg_error in line 74, and also the L2-error between the exact and

numerical solution is computed.

Compute L2−error and plot the solution

[l2err,hmax] = dg_error(coef,mesh,@fexact,@fdiff,degree);

A.3 Models with Non-Linear Reaction Mechanisms

The model problem in this case is

αu− ε∆u+ ~β · ∇u+ r(u) = f in Ω, (A.6a)

u = gD on ΓD, (A.6b)

ε∇u · ~n = gN on ΓN . (A.6c)

which arises from the time discretization of the time-dependent non-linear diffusion-

convection-reaction equations. Here, the coefficient of the linear reaction term, α >

0, stand for the temporal discretization, corresponding to 1/∆t, where ∆t is the dis-

crete time-step. The model (A.6) differs from the model (A.1) by the additional non-

linear term r(u).

To solve the non-linear problems, we use the m-file Main_Nonlinear which is sim-

ilar to the m-file Main_Linear, but now we use Newton iteration to solve for i =
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1, 2, . . . , N the non-linear system of equations
N∑
j=1

υjDh(φj, φi) +
N∑
j=1

υjCh(φj, φi) +
N∑
j=1

υjRh(φj, φi) +

∫
Ω

r(uh)φidx = lh(φi)

(A.7)

Similar to the linear case, the above system leads to the matrix-vector form

Dυ + Cυ +Rυ +H(υ) = F

where, in addition to the matrices D,C,R ∈ RN×N and the vector F ∈ RN , we also

need the vector H ∈ RN related to the non-linear term such that

Hi(υ) =

∫
Ω

r

(
N∑
j=1

υjφj

)
φidx , i = 1, 2, . . . , N.

For an initial guess υ0 = (υ0
1, υ

0
2, . . . , υ

0
N)T , we solve the system

Jkwk = −Rk (A.8)

υk+1 = wk + υk , k = 0, 1, 2, . . .

until a user defined tolerance is satisfied. In (A.8), Rk and Jk denote the vector of

system residual and its Jacobian matrix at the current iterate υk, respectively, given

by

Rk = Sυk +H(υk)− F

Jk = S + JH(υk)

where JH(υk) is the Jacobian matrix of the non-linear vector H at υk

JH(υk) =


∂H1(υk)

∂υk1

∂H1(υk)

∂υk2
· · · ∂H1(υk)

∂υkN... . . . ...
∂HN (υk)

∂υk1

∂HN (υk)

∂υk2
· · · ∂HN (υk)

∂υkN


In the code Main_Nonlinear, obtaining the matrices D,C,R and the rhs vector F

is similar to the linear case, but now we give the function handle freact_nonlinear,

which is a sub-function in the main file Main_Nonlinear, lines 104–109, as an input

to compute the source function.

Compute global matrices and rhs global vector

[D,C,R,F] = global_system(mesh,@fdiff,@fadv,@freact,@freact_nonlinear,...

@fsource,@DBCexact,@NBCexact,penalty,kappa,degree);
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function [r,dr] = freact_nonlinear(u)

Value of the non−linear reaction term

r = u.ˆ2;

Value of the Jacobian of the non−linear reaction term

dr = 2∗u;

end

In line 42, we initialize the initial guess for Newton iteration, and we solve the non-

linear system in lines 46–71. To obtain the non-linear vector H and its Jacobian JH

at the current iterate, we call the function nonlinear_global in line 51. It uses the

function handle freact_nonlinear and has to be supplied by user for r(u) and r′(u).

Newton iteration

noi=0;

for ii=1:50

noi=noi+1;

Compute the non−linear vector and its Jacobian matrix at

the current iterate

[H,JH] = nonlinear_global(coef,mesh,@freact_nonlinear,degree);

Form the residual of the system

Res = Stiff∗coef + H − F;

Form the Jacobian matrix of the system

(w.r.t. unknown coefficients coef)

J = Stiff + JH ;

Solve the linear system for the correction "w"

w = J \ (−Res);

Update the iterate

coef = coef + w;

Check the accuracy

if norm(J∗w+Res) < 1e−20

break;

end
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end

A.4 Full Version of the Code Main_Nonlinear

1 This routine solves the diffusion−convection−reaction equation

2

3 \alpha u − \epsilon∗ \Delta u + b\dot\nabla u + r(u) = f

4

5 using DG−FEM.

6

7 function Main_Nonlinear()

8 clear all

9 clc

10

11 Generate the mesh

12

13 Nodes

14 Nodes = [0,0;0.5,0;1,0;0,0.5;0.5,0.5;1,0.5;0,1;0.5,1;1,1];

15 Elements

16 Elements = [4,1,5;1,2,5;5,2,6; 2,3,6;7,4,8;4,5,8;8,5,9;5,6,9];

17 Dirichlet bdry edges

18 Dirichlet = [1,2;2,3;1,4;3,6;4,7;6,9;7,8;8,9];

19 Neumann bdry edges

20 Neumann = [];

21 Initial mesh struct

22 mesh = getmesh(Nodes,Elements,Dirichlet,Neumann);

23

24 for jj=1:2

25 mesh = uniformrefine(mesh); Refine mesh

26 end

27

28 method : NIPG=1, SIPG=2, IIPG=3

29 method = 2;

30 Degree of polynomials

31 degree = 1;

32 Set up the problem
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33 [penalty,kappa] = set_parameter(method,degree);

34

35 Compute global matrices and rhs global vector

36 [D,C,R,F] = global_system(mesh,@fdiff,@fadv,@freact,@freact_nonlinear,...

37 @fsource,@DBCexact,@NBCexact,penalty,kappa,degree);

38

39 Stiff = D + C + R; Stiffness matrix

40

41 Initial guess for Newton iteration

42 coef = zeros(size(Stiff,1),1);

43

44 Newton iteration

45 noi=0;

46 for ii=1:50

47 noi=noi+1;

48

49 Compute the non−linear vector and its Jacobian matrix at

50 the current iterate

51 [H,JH] = nonlinear_global(coef,mesh,@freact_nonlinear,degree);

52

53 Form the residual of the system

54 Res = Stiff∗coef + H − F;

55

56 Form the Jacobian matrix of the system

57 (w.r.t. unknown coefficients coef)

58 J = Stiff + JH ;

59

60 Solve the linear system for the correction "w"

61 w = J \ (−Res);

62

63 Update the iterate

64 coef = coef + w;

65

66 Check the accuracy

67 if norm(J∗w+Res) < 1e−20

68 break;

69 end

70

71 end

72
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73 Compute L2−error and plot the solution

74 [l2err,hmax] = dg_error(coef,mesh,@fexact,@fdiff,degree);

75

76 Degree of freedom

77 dof = size(mesh.Elements,1)∗(degree+1)∗(degree+2)∗0.5;

78

79 fprintf( ′ DoFs h_max L2−error it\n ′ )

80

81 fprintf( ′ 7d 5.3f 5.3e d\n ′ ,dof, hmax ,l2err,noi);

82

83 end

84

85 Define diffusion, advection, and reaction as subfunctions

86

87 Diffusion

88 function diff = fdiff(x,y)

89 diff = (1e−6).∗ones(size(x));

90 end

91

92 Advection

93 function [adv1,adv2] = fadv(x,y)

94 adv1 = (1/sqrt(5))∗ones(size(x));

95 adv2 = (2/sqrt(5))∗ones(size(x));

96 end

97

98 Linear reaction

99 function react = freact(x,y)

100 react = ones(size(x));

101 end

102

103 Non−linear reaction

104 function [r,dr] = freact_nonlinear(u)

105 Value of the non−linear reaction term

106 r = u.ˆ2;

107 Value of the Jacobian of the non−linear reaction term

108 dr = 2∗u;

109 end

110

111 Define exact solution and force as subfunctions

112
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113 Exact solution

114 function [yex,yex_x,yex_y] = fexact(fdiff,x,y)

115 Evaluate the diffusion function

116 diff = feval(fdiff,x,y);

117 Exact value

118 yex = 0.5∗(1−tanh((2∗x−y−0.25)./(sqrt(5∗diff))));

119 First derivative value wrt x

120 yex_x = (−1./(sqrt(5∗diff))).∗(sech((2∗x−y−0.25)./(sqrt(5∗diff)))).ˆ2;

121 First derivative value wrt y

122 yex_y=((0.5)./(sqrt(5∗diff))).∗(sech((2∗x−y−0.25)./(sqrt(5∗diff)))).ˆ2;

123 end

124

125 Force function

126 function source = fsource(fdiff,fadv,freact,freact_nonlinear,x,y)

127 Evaluate the diffusion function

128 diff = feval(fdiff,x,y );

129 Evaluate the advection function

130 [adv1,adv2] = feval(fadv,x, y );

131 Evaluate the reaction function

132 reac = feval(freact,x,y);

133

134 Exact value

135 yex = 0.5∗(1−tanh((2∗x−y−0.25)./(sqrt(5∗diff))));

136 First derivative value wrt x

137 yex_x = (−1./(sqrt(5∗diff))).∗(sech((2∗x−y−0.25)./(sqrt(5∗diff)))).ˆ2;

138 First derivative value wrt y

139 yex_y=((0.5)./(sqrt(5∗diff))).∗(sech((2∗x−y−0.25)./(sqrt(5∗diff)))).ˆ2;

140 Second derivative value wrt x

141 yex_xx = ((0.8)./diff).∗tanh((2∗x−y−0.25)./(sqrt(5∗diff))).∗...

142 (sech((2∗x−y−0.25)./(sqrt(5∗diff)))).ˆ2;

143 Second derivative value wrt y

144 yex_yy = ((0.2)./diff).∗tanh((2∗x−y−0.25)./(sqrt(5∗diff))).∗...

145 (sech((2∗x−y−0.25)./(sqrt(5∗diff)))).ˆ2;

146

147 Value of non−linear reaction (if exists)

148 if ~isempty(freact_nonlinear)

149 nonlin_reac = freact_nonlinear(yex);

150 else

151 nonlin_reac = 0;

152 end
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153

154 Value of the source function

155 source = −diff.∗(yex_xx+yex_yy)+(adv1.∗yex_x+adv2.∗yex_y)+...

156 reac.∗yex+nonlin_reac;

157 end

158

159

160 Boundary Conditions

161

162 Drichlet Boundary Condition

163 function DBC=DBCexact(fdiff,x,y)

164 Evaluate the diffusion function

165 diff = feval(fdiff,x,y);

166 Drichlet Boundary Condition

167 DBC = 0.5∗(1−tanh((2∗x−y−0.25)./(sqrt(5∗diff))));

168 end

169

170 Neumann Boundary Condition

171 function NC = NBCexact(mesh,fdiff,x,y)

172 Neumann Boundary Condition

173 NC = zeros(size(x));

174 end

175

176

177

178 Set−up parameters function for DG−FEM

179

180 function [penalty,kappa]=set_parameter(method,degree)

181

182 global Equation;

183

184 Equation.b0 = 1; Superpenalization parameter (In standart b0=1)

185 Equation.base = 2; Choose the basis ( 1:monomials, 2:Dubiner Basis)

186

187 switch method

188 case 1

189 NIPG

190 Equation.method = 1;

191 kappa = 1; type of primal method

192 penalty = 1; penalty parameter
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193 case 2

194 SIPG

195 Equation.method = 2;

196 kappa = −1; type of primal method

197 penalty = 3∗degree∗(degree+1); penalty parameter

198 case 3

199 IIPG

200 Equation.method = 3;

201 kappa = 0; type of primal method

202 penalty = 3∗degree∗(degree+1); penalty parameter

203

204 end

205

206 end
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APPENDIX B

A SIMPLE MATLAB CODE FOR MATRIX REORDERING

function [N, partitionPoint] = MatrixReorder(M)

Authors: Omer Tari, Murat Manguoglu

June 2013

This function reorders a sparse matrix using the largest

eigenvector of the Laplacian of the graph corresponding to

the matrix. Reordered matrix can be partitioned into 2x2 blocks

Input: M − sparse input matrix

Output: N − resulting reordered matrix

partitionPoint − row and column index of the partition borders

Reference: Tari O, Manguoglu M, ′ ′ Revealing the Saddle Point Structure

Using the Largest Eigenvector of the Laplacian ′ ′ , International

Conference On Preconditioning Techniques For Scientific And Industrial

Applications (19−21 June 2013), Oxford, UK

Get size of the Matrix

[x,y] = size(M);

theRank = sprank(M);

if( theRank ~= x | | x ~= y )

return;

end

permute = symrcm(M);

M = M(permute,permute);
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If not symmetric make symmetric

isSym = M − M ′ ;

if( nnz(isSym) == 0 )

isSym = abs(M);

else

isSym = abs(M) + abs(M ′ );

end

Get diagonal

Diagonal = diag(diag(isSym));

Get rest

Rest = isSym − Diagonal;

Row , Col and Values of Sparse

[row,col,values] = find(Rest);

values = −1;

RestNew = sparse(row,col,values,x,y);

summationVector = sum(abs(RestNew ′ ));

DiagonalNew = diag(summationVector);

Laplacian = DiagonalNew + RestNew;

opts.accuracy = 1e−12;

[eigenVectors,eigenValues] = eigs(Laplacian,5, ′ lm ′ ,opts);

theEigenVector = eigenVectors(1:x,1);

partitionPoint = 0;

absEigenVector(x) = 0;

for i = 1:x

if ( theEigenVector(i) <= 0 )

absEigenVector(i) = − theEigenVector(i);

partitionPoint = partitionPoint+1;

end

end

[t,p] = sort(absEigenVector, ′ descend ′ );

N = M(p,p);

end
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