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ABSTRACT

ESTIMATING SWELLING CHARACTERISTICS OF CLAYS USING
METHYLENE BLUE TEST - A MACHINE LEARNING APPROACH

Oget, Gamze Didem
M.S. Department of Civil Engineering
Supervisor  : Asst. Prof. Dr. Onur Pekcan
Co-Supervisor: Prof. Dr. Erdal Cokga

September 2014, 158 Pages

Clayey soils tend to increase volume when theyracte with water, by a
phenomenon known as swelling. It is a major probfeonldwide causing excessive
economical damage for the infrastructure that néede taken into consideration. In
order to avoid the damage, the identification oékbwusceptible soils and predicting
their swelling potential is a must. Our study maifdcuses on the prediction of swell
potential of clayey soils using methylene blue (MB$t. A set of laboratory tests
containing the physical properties of clays, MBtseand oedometer tests are
performed. For this purpose, 32 samples obtainem flifferent regions of Turkey
are tested to obtain Atterberg limits, clay cordeand methylene blue values
(MBVSs). In addition, maximum dry density, optimurmat&r content, swell percent
and swell pressure tests are conducted on 20 &¢ tB2 samples. Then the laboratory
data with similar characteristics available in likerature are compiled and combined
with our data set to generate a comprehensive liga. Using this database, the
swelling potential is examined such that the swelicent and MBV are predicted

through physical characteristics. First multivagiahear regression technique is used



to understand the relationships in the databaseieMer, the results show that the
variables in the database are not linearly comdlafThen a machine learning
approach is utilized such that Genetic Expressimgi@mming (GEP) and Artificial
Neural Networks (ANN) are applied to understand rdlations. The results prove
that the nonlinear relationship can best be modeldg ANNs. The values of
MAPE for the best models of Dataset I, Il, 1ll, aidfor MBV prediction are 4.2%,
5.0%, 11.5%, and 30.6%, respectively. The onesttier determination of swell
percent for Dataset I, and Il are 1.8% and 20.&%pectively.

Keywords: expansive soils, swelling potential, ¢claethylene blue test, multivariate

linear regression, genetic expression programnarigicial neural networks
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0z

KILLERIN SISME KARAKTERISTIGININ METILEN MAVISI TEST iLE
TESHT EDILMESI — BIR YAPAY ZEKA YAKLA SIMI

Oget, Gamze Didem
Yuksek Lisans[nsaat Miihendisfii Bolumi
Tez YoOneticisi: Asst. Prof. Dr. Onur Pekcan

Ortak Tez Yonetici: Prof. Dr. Erdal Cokca

Eylul 2014, 158 Sayfa

Killi zeminler, suyla temaslari halinde hacmen ekasisme eilimi gostermektedir.
Killerin sismesi, altyapi elemanlari Gzerinde istenmeyen zamidebep olmakta ve
dinya capinda hesaba katilmasi gereken onemlirbblgm olyturmaktadir. Bu
hasari Onlemek icin, sisme potansiyelli zeminleri ©6nceden tanimlamak
gerekmektedir. Bu c¢aima, Killi zeminlerinsisme ylUzdelerinin, metilen mavisi testi
ile belirlenmesi Ustiine odaklanmaktadir. Bu amaklakiye'nin farkli bolgelerinden
toplanan 32 adet numunede gercgliiden deneyler ile numunelerin Atterberg
limitleri, kil muhteviyatlari ve metilen mavisi derleri belirlenmg olup, 32
numuneden 20’si Ustinde ayrica maksimum kugugtuk, optimum su muhtevasi,
sisme yuzdesi vesisme basing testleri yapilgtir. Daha sonra, deneylerden elde
edilen datalar ile literatirden derlenen benzerlli@peki datalar birlatirilerek

olusturulan veri tabani kullanilarakisme yizdesi ve metilen mavisi gkxlerini

Vil



tahmin eden modeller afturulmustur. Oncelikle, veri tabanindaki gkileri anlamak
amaclyla cok daskenli dasrusal regresyon analizi telgnikullaniimistir. Ancak,
sonuclar veri tabanindaki gigkenler arasinda dgousal bir iliski olmadgini
gostermg olup, bunun Uzerine, yapay zeka yakim deserlendiriimis ve bu
kapsamda “genetik programlama” ve “yapay sirgtan” metodlari uygulanarak
veriler arasindaki ifki incelenmgtir. Bu analizlerden c¢ikan sonuclar, veriler
arasindaki modellerin en iyi “yapay siniglari” ile modellenebilecg@ni gbstermstir.
Yapay sininr glari kullanilarak metilen mavisi @eri tahmin etmek i¢i okturlan
modellerde, mutlak ortalama hata yuzdesgetkeri, dataset I, I, Ill ve IV igin
sirasiyla 4.2%, 5.0%, 11.5%, ve 30.6% olarak eldémestir. Bu deser sisme

yuzdesi analizleri icin ise dataset | ve Il icin8% ve 20.7% olarak belirlengtiir.

Anahtar KelimelerSisen zeminlersisme potansiyeli, kil, metilen mavisi testi, ¢cok

degiskenli dgsrusal regresyon, genetik programlama, yapay sitare

viii
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CHAPTER 1

INTRODUCTION

1.1. Problem Statement

Understanding the soil behavior requires determginits type and engineering
properties. The classification of soils is perfodreecording to their particle sizes.
Silts, clays, sands, gravels, cobbles all havesifit physical properties. Soils with
particle size smaller than 0.002 mm are definedlag (Chen, 1975). Even though
clays are defined based on their particle sizest thineralogy is the most important

factor determining their governing behavior (ChEdi75).

Clayey soils are much likely to change their voluwigen they interact with water.
Unsaturated clays tend to increase their volumé wigter addition, similarly they
are inclined to shrink when the water is removduae $welling potential of clays are
defined as the tendency of unsaturated clays tagehéheir volume in the presence
of water. Various factors such as the mineralogtewcontent, regional climate, etc.
can affect the swelling behavior of clays.

When light structures are considered, construdiiggn on clayey soils susceptible
of swelling can cause severe economic damage. @$teo€ swelling damage can be
millions of dollars on single and multi-story hoaswalk ways, drive ways, parking
areas, highways and streets, underground utiliégports as well as swelling
induced urban landslides (Jones and Holts, 1978mdhstrations of case histories
provide more insight to the swelling problem (Li at., 2013, Yenes et. al., 2012,
Ozer et. al., 2011). Some examples of the damageaadswelling of clayey soils are
shown in Figure 1.1 and Figure 1.2. Consideringéhstructural and therefore the
economic losses, understanding swelling behaviorclalys and predicting the

swelling potential become really important.



Figure 1.1. Damage to a Building by Swelling of y3la

(Yenes et. al., 2012)

Figure 1.2. A Damaged Pavement Due to Swellingadlf ®iMillio, 1999)



Several methods are developed to understand thdlingvdehavior and its
underlying mechanisms. For example, experimentahous provide insight into the
swelling behavior and provide estimations for thr@lume change and swelling
pressure. In this category, swelling potential deteation using Atterberg Limit
Tests (e.g.: Skempton, 1953, Holtz and Gibbs, 1956l Potential Volume Change
meter test (PVC) provide some correlations thatsitg swelling potential of the soil
into one of the following groups; low, medium, highvery high. On the other hand,
mineralogical identification such as X-ray diffrext of the clayey soil is a major
tool when swelling behavior of clays is consideMthen the swell percent and swell
pressure of the clayey soils are pursued, soiiGuecheasurements and oedometer
tests can also be used determine those paramatrgsugh the above methods can
predict the swelling potential of clays, they haame disadvantages such as being
expensive or predictive models working well only &mils used in the experiments.
In addition, some models use mathematical techsicgueh as linear regression

which may not be capable of capturing the compédations between the variables.

Another method to obtain swell characteristics aifssis through methylene blue
(MB) test. It is an easy and practical dye testduse obtaining the maximum value
of methylene blue dye that a clay sample can absaehich is generally called

methylene blue value (MBV). Relations between MBM &lassification of the soil,

swell percent or swell pressure are also studietthenliterature. From the findings
obtained so far, it is understood that there iseadnto understand the relation
between soil characteristics, MBV value and thellgvgepotential and generalize it

using simple predictive models.

Although MB test is a simple and valid method foetetmining swelling
characteristics of clayey soils, it is not commoniged in practice in Turkey.
Therefore to ease the use of this test in practivedels estimating MBV from
Atterberg limits and clay contents and models esfiimg swell percentage from
MBYV, Atterberg limits, dry unit weight, optimum wext content and clay content are
developed. This way an idea on the swelling peroéstayey soils can be obtained
through MB test and simple soil laboratory testshsas Atterberg limits.



1.2. Objective

The main objective of Our study is to develop maehiearning based models that
can predict the swelling potential of clays reliablVith this context, the focus is
given to estimate swell percent of clayey soilshgishe soil characteristics obtained
from the laboratory. With this aim in mind, anothebjective, to estimate the
methylene blue (MB) values of the expansive sodsehalso emerged. Mehylene
blue value of clayey soils is also estimated uding same characteristics and

machine learning based statistical techniques.

Another objective is to compile all the laboratatgta that contain MB tests and
swelling characteristics together with the soil releéerization tests. It is hoped that
this data set will be a valuable resource for ttheeoresearches from all around the
world. New techniques and tools that would be usedinderstand the swelling

behavior of clays can be implemented using thisaltkgde. The schematic
representation of the methodology of the studyvsmgin Figure 1.3andFigure 1.4

o Atterberg Limits
¢ Clay Content

e Linear Regression

o Genetic Expression
Programming

o Neural Networks

Figure 1.3. Schematic Representation of the Metloggcof the Study (MBV
Determination)



Atterberg Limits
Clay Content
Dry Density
Optimum Water
Content

MBV

o Linear Regression

e Genetic Expression
Programming

¢ Neural Networks

¢ Swell Percent

Figure 1.4. Schematic Representation of the Metloggoof the Study (Swell Percent
Determination)

1.3.Scope

Our study mainly utilizes the machine learning édedmine the swelling potential of
clays. In order for those techniques to work, tlaadset utilized should be as
comprehensive as possible, which can only be ceapihen the world literature is
examined carefully. Therefore, in the scope of study, the literature work related

to estimations of swelling potential of clays isefally examined.

A data pool combined from literature and laboratevgrk is used during the
analysis. In the scope of our study 32 samplesqidd from different regions of
Turkey are tested to obtain Atterberg limits, otaytents and MBVs. On a subset of
these samples (20 samples) maximum dry densityynapt water content, swell
percent and swell pressure tests are conducteder Gibphisticated laboratory
experiments such as X-ray diffraction, scanningteb®m microscopy are kept out of

the scope of our study.



In order to understand complex problems of natwaepus learning techniques such
as Neural Networks, Support Vector Machines, Denisirees, Bayesian Learning
Techniques, etc. could be used. Within our stulkdge methods are utilized for the
determination of MBV and prediction of Swelling Botial; (i) Multivariate Linear
Regression, (i) Genetic Expression Programmingd &m) Artificial Neural
Networks. The reason behind the selection of thkesse specific methods is that
they are simpler, widely used in the literature gederally produce very successful
results. The other methods, although they can m®@s good results as the above

ones, are kept out of our study.
1.4.Thesis Organization

This thesis contains a total of five chapters:l(itjoduction, (2) Expansive Soils, (3)
Machine Learning Methods (4) Experimental Study &wiellling Database, (5)
Predictive Models, and (6) Summary, Conclusions famdire Studies. In Chapter 2,
the literature studies related to expansive sodspaesented. Within this context, the
factors affecting the swelling potential of claysl as mineralogy, cation exchange
capacity and diffuse double layer are providedxjan the mechanism of swelling.
In addition, the factors affecting swelling chamadtics, and methods to determine
swelling potential are provided. In the next chaptaachine learning techniques
used in our study are described. The algorithmthefmethods and the important
parameters which will be used in analyses are dbestrin chapter four, initially
experimental study conducted in the scope of oudystre given. The details of
methylene blue and oedometer tests are given snctipter. The results obtained
from laboratory tests are also presented withis thiapter. In addition, the collected
data set from the literature are provided togettidr a discussion on the limitations
of the compiled data. Then the analysis relatatieéacharacteristics of the dataset are

presented.

In chapter five, the development of predictive mede estimate (i) methylene blue
value of given clays and (ii) Swelling potentiakadlescribed. Predictive models

developed using linear regression, genetic expresprogramming and neural



network analysis are presented. The results olataiseng these methods are given

and a discussion is provided at the end.

The last chapter summarizes the whole work predant¢he thesis. It includes the
summary of the thesis as well as the major findifidee conclusions of the theses
are given in this chapter. Lastly, the chapter taes with the provisions for the

future studies and gives directions to possiblerutvork fields.






CHAPTER 2

LITERATURE REVIEW

2.1.Expansive Soils

1.1.1. Swelling Mechanism of Clays

Swelling occurs when there is an environmental ghampressure release due to
excavation, temperature increase or introductiormaoisture around the clay in
subject. However, the main reason of swelling s ititroduction of water to the
system. The swelling mechanism of clays is clogelated to cation exchange
capacity and diffuse double layer concepts. Whetemia introduced, attractive and
repulsive forces are developed in clays. On wetting cations tend to diffuse due to
osmotic pressures. Even though clay minerals tendattract them, soil water
chemistry is disturbed. If there is no externalcéoto balance the corresponding

change, then the particle spacing of the soil efenges (Nelson and Miller, 1992).

Even though clays are classified according to tpaiticle sizes, their mineralogy is
the most important factor in determining the bebeawf the clay particles (Chen,
1975). Clay particles are formed by physical or/ahédmical weathering of rocks.
The rate, the chemical reaction type and the raftiovater (with respect to rock)

determine the mineralogy of clayey soils (Velde93p
2.1.1.1. Mineralogy

Clay minerals are chemically active minerals usub#iving sheet-shaped structures

and accordingly high surface areas.



Basic unit of a clay particle is either silica &dtedron or alumina octahedron.
Isomorphous substitution of these elements is plessihich creates different types

of clay minerals. The basic unit of clay mineralgiven in Figure 2.1.

N R
/| AN /) * /
_"f | .-"a" \\, LI -"r_-'
/o N\ AN,
dl::_,::';—_ —===0 Gemz ="
@ Slicon ® Aluminium
O Oxygen O Hydroxyl

Silicon-oxygen letrahedron  Aluminium—hydroxyl octahodron

AN 1]

Silica sheel Gibbsite sheot

Figure 2.1. Clay Minerals Basic Units (Craig,2004)

Silica tetrahedrons or alumina octahedrons fornetshevhere two or three layers of
these sheets form clay minerals (Raj, 2008). K#elimnit is a two-layer unit, which

iIs composed of gibbsite sheets and silica sheetsof each other forming lattice
of the mineral. Basic kaolinite units do not expaviten saturated because they are
formed by hydrogen bonding which results in a v&gable bond that does not allow
water to enter the lattice (Raj, 2008). Serpenginé halloysite minerals are two layer

sheet minerals just like kaolinite except the wateisence between the sheets.

Montmorillonite and illite are three-layer sheetnemals. Three-layer sheets are
composed of silica and gibbsite sheets; gibbsitetsbeing located between silica
sheets. They are formed by the same minerals, batmorillonite has water and

exchangeable ions in between the sheets which nthh&dsond between silica sheets
very weak. Swelling of montmorillonite mostly ocsudue to the additional water

adsorbed between the combined sheets (Craig, 2004).
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lllite mineral has the same structure as montnarite mineral, only the space
between combined sheets is occupied by non-exchalgggotassium ions. Also
there is partial substitution of silicon by alummyCraig, 2004). Symbolic structure

of the minerals are given in Figure 2.2 and FiguB

G B
/ A / A
G B
/ AN / AN
G B
/ N\ / A\
/ G G- Gr:bhtsite / B B- Br:ucitte
4\ shee ﬁ shee
(a) Kaalinite mineral (b) Serpentine mineral

Figure 2.2. Symbolic Structures of Kaolinite andg@atine (Raj, 2008)

> ONNONNONN'S

Loosely held
G water and G

exchangeable

metallic ions

" OO O «
G G G — Gibbsite
sheet
(a) Montmorillonite mineral (b) lite mineral

Figure 2.3. Symbolic Structures of Montmorillongted lllite (Raj, 2008)
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2.1.1.2. Cation Exchange Capacity

Clay minerals are able to adsorb anions and cati@isare outside the structural unit
and since they are negatively charged, cationuuswally adsorbed. However one
adsorbed cation can be replaced with another presgion. This replacement of
excess cations is called cation exchange (Chenb)19Zlay minerals’ cation

exchange capacity is the charge or electrical citra of the cation per unit mass

which is measured in milli-equivalent per 100 grashsoil.

Due to their structures, montmorillonites are et more active than kaolinite on
this matter. The most common exchangeable catimn<d”, Mg™, H', K*, NH;"
and Nd. The factors that determine cation exchange chpatclays can be listed in

three main titles (Grim, 1968).

1. Isomorphous Substitution, the replacement of the existing cation in the
structure with a more active one, for exampl&Adr Si** in Silica sheet.

2. Broken Bonds around the particle edges and noncleavage surfabesmajor
cause in Kaolinite).

3. Replacement of the hydrogen of an exposkygtroxyl (Mitchell, 1978).

The type of the exchangeable ion and the minerabbglye particles affect the cation
exchange capacity (Lambe and Whitman, 1969). Ca&wrohange capacity of
kaolinite, illite and montmorillonite are given irable 2.1.

Table 2.1. Cation Exchange Capacity of Some Clayekéils (Terzaghi, Peck and
Mesri, 1995)

Clay Minerals | CEC (mEg/100g

Kaolinite 3-10

Ilite 20-30

Montmorillonite 80-120
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Cation exchange capacity has a definite relatignstith Atterberg Limits. The

relation between cation exchange capacity and rfesthyblue value is investigated
in several studies (Birand and Cokca 1993, Yukseled Kaya 2008). A part of

Birand and Cokca's (1993) study was on determinatfocation exchange capacity
of clayey soils using methylene blue test. The dampbtained from Ankara was
subjected to index, hydrometer, swell index anda)X-diffraction tests. Cokca and
Birand (1993) determined the cation exchange capaticlayey soils by methylene

blue method and then compared results with themratxchange capacity of the
minerals obtained by X-ray diffraction tests. Thahars concluded that methylene
blue test is an easy and reliable method for det@ngnthe cation exchange capacity

of clayey samples.

Yukselen and Kaya (2008) compared determinatiospafcific surface area using
methylene blue titration and,Mdsorption methods, as well as prediction of catio
exchange capacity by methylene blue spot test adgtNM methods. The authors
determined that the CEC values obtained by metleyiéne test are lower than those

obtained from NB-Na method but there is a linear relation betwéento.
2.1.1.3. Diffuse Double Layer

Water molecules have an uneven charge distributitppglar character and are
attracted to molecules in the solution. Clay mileesie negatively charged and they
attract cations to balance the structure. When they subjected to water, clay
minerals attract cations, therefore the concewmatif cation gets higher near the
clay surface. Since concentration of cations irege@ear the clay surface, cations
tend to diffuse, however electrostatic attractidimaat them. The negative surface
and the distributed charge in the adjacent phaseated thaliffuse double layer
(Mitchell, 1976).
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Figure 2.4. Diffuse Double Layer of Clays (Das, 201

The surface of the clay particle is more conceatratith positive charged particles
and the anion concentration increases along tlokrtess of diffuse double layer.
When two diffuse double layers overlap, the sansgdd particles create repulsive
forces, therefore swelling potential of the claynarals increase with increasing
diffuse double layer thickness (Nelson and MillE£392).

There are several factors affecting diffuse doubieer thickness. Diffuse double
layer thickness depends on variations in surfa@geh density, surface potential,
electrolyte concentration, cation valence, dielectonstant of the medium and
temperature (Mitchell, 1976).

Particle spacing increases as the electrolyte caorat®on decreases, thus diffuse
double layer thickness is increased (Mitchell, 197 cation valence decreases
diffuse double layer thickness increases. Accoflglindor soils with identical
mineralogy, the sample having exchangeable sodatiors (N&) will swell more

than the sample possessing calcium cation&(Qselson and Miller, 1992).
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Double layer thickness increases as temperatureeases, but increase in the
temperature decreases dielectric constant of thdiume Therefore when both

aspects are considered the effect is negligibleciMil, 1976).
2.1.2. Factors Affecting Swelling Characteristics of Clays

Swelling potential of clayey soils is affected bgrious factors that can be mainly
divided into three groups. The internal structufelays is an important factor that
determines the swelling potential of the soil. Hiere one of these three main
groups isProperties of Soil. The other important factors on swelling potentah be
named as thenvironmental conditions and the state of stress (Nelson and Miller,
1992). The factors that influence swelling are pnésd in Table 2.2, Table 2.3 and
Table 2.4.
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Table 2.2. Soil Properties Influencing Volume Chaxigelson and Miller, 1992)

Factor Description References

Clay minerals which typically cause soil volume

changes are montmorillonites, vermiculites, p@dm (1968);
Clay some mixed layer minerals. lllites and kaolinjts8tchell (1973);

Mineralogy |are frequently not expansive, however expansi®nethen et al.

can be expected when particle sizes are extrenedy7)

fine.

Swelling is repressed by increased cation
Soil Water |concentration and increased cation valence. Iﬁlﬂ
Chemistry |example Mg+2 cations in the soil water wopld
result in less swelling than Na+ cations.

Chell (1976)

Snethen (1980);
Soil suction is an independent effective stréssdlund and
variable, represented by the negative pdMergenstern (1977);
pressure in unsaturated soils. Soil suctionJihnson (1973);
related to saturation, gravity, pore size and shdplsen and
surface tension and electrical and chemjitahgfelder (1965);
characteristics of the soil particles and water. | Aitchison et al.
(1965)

Soil Suction

In general, soils that exhibit plastic behavior gve

wide ranges of moisture content and that have
Plasticity |high liquid limits have greater potential for
swelling and shrinking. Plasticity is an indicator
of swell potential.

Flocculated clays tend to be more expansive than

dispersed clays. Cemented particles reduce swell.

Fabric and structure are altered by compactigdatinson and
higher water content or remolding. Kneadj@nethen (1978);
compaction has been shown to create dispefSeed et al. (1962a)
structures with lower swell potential than soils

statically compacted at lower water contents.

Soil Structure|
and Fabric

Higher densities usually indicate closer particiden (1973);
spacings, which may mean greater repulsikemornik and
forces between particles and larger swelliDgvid (1969);
potential. Uppal (1965)

Dry Density
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Table 2.3. Environmental Conditions Influencing Mwole Change (Nelson and

Miller, 1992)

Factor

Description

References

1) Initial
Moisture
Condition

A desiccated expansive soil will have a hig
affinity for water, or higher suction, than
same soil at higher water content. Converse
wet soil will lose water more readily than
relatively dry initial profile. The initial suctio
must be considered in conjunction with
expected range of final suction conditions.

her

he

y, a
a

n

the

2) Moisture
Variations

Changes in moisture in the active zone nea
upper part of the profile primarily define heavs
is in those layers that the widest variation
moisture and volume change will occur.

the
'Jllﬁhnson(1969)

2.1) Climate

Amount and variation of precipitation a
evapotranspiration greatly influence the mois
availability and depth of seasonal moist
fluctuation. Greatest seasonal heave occur
semiarid climates that have pronounced, §
wet periods.

nd

ture

utelland and
d_dmwrence (1980)
hort

2.2)
Groundwater

Shallow water tables provide a source
moisture and fluctuating water tables contril
to moisture.

of
ute

2.3) Drainage
and Manmade
water sources

Surface drainage features, such as pon
around a poorly graded house foundat
provide sources of water at the surface; Ig
plumbing can give the soil access to wate
greater depth.

ding

%:razynski (1980);

" aé{naldson (1965)

2.4) Vegetation

Trees, shrubs and grasses deplete moisture
the sail through transpiration, and cause the
to be differentially wetted in areas of varyi
vegetation.

from

(o]
n%guckley(lgm)

Soils with higher permeabilities, particularly d

lWise and Hudson

2.5) to fissures and cracks in the field soil massyvall 971): De brujin
Permeability faster migration of water and promote faster r f§65), )
of swell.
: , . Johnson and
Increasing temperatures cause moisture to dlfoS? _
2.6) to cooler areas beneath pavements and buildjings o 2 (1976);
Temperature P Pramilton (1969)
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Table 2.4. Stress Conditions Influencing Volume i@jea(Nelson and Miller, 1992)

Factor Description References
An overconsolidated soil is more expansiye
than the normally consolidated same soil at
the same void ratio. Swell pressures can
increase on aging of compacted clays, buMitchell (1976);
Stress History amount of swell under light loading has bedfassif and Baker
shown to be unaffected by aging. Repeate(qg71)
wetting and drying tend to reduce swell in
laboratory samples, but after a certain number
of wetting-drying cycles, swell is unaffected.
The initial stress state in a soil must be
estimated in order to evaluate the probable
consequences of loading the soil mass and/or
In Situ altering the moisture environment therein.
Conditions | The initial effective stresses can be roughly
determined through sampling and testing in a
laboratory, or by making in situ
measurements and observations.

Magnitude of surcharge loads determines the
amount of volume change that will occur far a
given moisture content and density. An
externally applied load acts to balance Holtz (1959)
interparticle repulsive forces and reduce
swell.

Loading

[72)

The thickness and location of potentially]
expansive layers in the profile considerably
influence potential movement. Greatest
. ' movement will occur in profiles that have Holand and
Soil Profile | expansive clays extending from the surface t
depths below the active zone. Less movemeﬁtawrence (1980)
will occur if expansive soil is overlain by
non-expansive material or overlies bedrock at
a shallow depth.
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2.1.3. Determining Swelling Potential

When determining swelling potential of clayey soiteo main subjects can be
considered: (i) identification and classificatioh swelling characteristics, and (ii)

heave prediction. There are numerous ways to iiyestid classify swelling soils.

As a matter of fact, even the definition of swadlipotential lacks a standard.
According to Holtz, 1959 "potential swell is thelwme change of an air-dry
undisturbed sample when saturated under 1 psi“l@adl according to Seed et al.,
1962b, "swell potential is the volume change ofemolded sample at optimum
moisture content and maximum dry density underillgasl." (cited in Nelson and
Miller, 1992). In our study, definition of Seed at, 1962b is used. Experiments are
conducted in the light of this definition and d&taof swell percentage test are

presented in the following chapters.

2.1.3.1. Identification and Classification of Swelling
Characteristics of Clayey Soils

Identification and classification of swelling cheteristics of clayey soils are mostly
conducted using soil index properties, mineraldgiests and cation exchange
capacity. However there are also other tests usedléssification, some of those
tests are free swell test, potential volume changser test (PVC Meter), and

Expansion Index test.
2.1.3.1.1. Soil Index Properties

Classifications using soil index properties usugilye a range of probable swelling,
such as low or high swelling potential, range ofebwpressure and/or swell
percentage.

Soil index properties, mostly Atterberg limits ofagey soils, are used for
identification and classification of clayey soi&welling potential of clayey soils are
determined using various physical properties of&yasoils, such as liquid limit,
plasticity index and etc.
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Louisiana Department of Transportation uses liquidt and plasticity index for
classification of potential swell of clays, Kans&ghway Commission uses
Plasticity Index, Raman Method uses plasticity indad L(LL-SL), Sowers Method
uses plasticity index and shrinkage limit and éfokca, 1991).

Skempton, 1953 suggested the usage of activityagsccombining Atterberg limits

and clay content for determining swelling potenti@here activity is defined as;

PI
A= o~ Eqgn. 2.1

where,

A: Activity

Pl: Plasticity Index (PI=LL-PL)

CC: Clay Content (% weight finer thanr)

Skempton suggested that, active clays are the pnose clays to swell. According

to Skempton,1953 the activity of clays are ranged a
<0.75 Inactive
0.75-1.25 Normal
>1.25 Active

Some example classifications are given below:

Table 2.5. Expansive Soil Classification (Holtz &ithbs,1956 )

Clay Plasticity Shrinkage Swell Degree of
Content Index Limit Potential (%) expansion
>28 >35 <11 >30 Very High
20-31 25-41 7-12 20-30 High
13-23 15-28 10-16 10-20 Medium
<15 <18 >15 <10 Low
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Table 2.6. Expansive Soil Classification ( Chen398

Plagticity Index | Swell Potential
>35 Very High
10-35 High
20-55 Medium
0-15 Low

Seed et. al. 1962b, also proposed a classificdborcompacted clays (Standard
AASHTO compaction) at optimum water content ancdvaéd to swell at 1 psi
loading. Mitchell, 1993 developed the relationshging the data obtained from Seed
et. al 1962b (Hergul, 2012) and determined thdiozlaiven below.

S = (3,6x107>)xA>**xC3** Egn. 2.2

where,
S: Swell Potential
A:Activity

CC: Clay Content (% weight finer thanr)

ACTIVITY
n
"

S

DIUM SWELLING

|
] POTENTIAL
Lnk‘q: ~ 259,
I.S‘ﬁ

DO 0 20 30 40 50 60 TO 8O 950 100
PERCENT CLAY SIZES (finer thon 0.002 mm)

Figure 2.5. Swell potential classification (Seedakt1962b)
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2.1.3.1.2. Mineralogical Tests

Another way of determining swelling potential ohgéy soils is by mineralogical
tests. X-ray diffraction, differential thermal apsis and electron microscopy are
used for determining mineralogy of clays (Nelsod Bfiller, 1992).

X-ray diffraction test is the most popular test agonineralogical tests. Basically,
minerals are subjected to x-rays and accordinchéodiffraction of x-rays, basal
spacings of minerals are calculated. Basal spasimparacteristic for each mineral
group and it is used for identification of the clayneral.

2.1.3.1.3. Free Swell Test

Free Swell test is a test method to obtain volurhange in a clayey sample,
proposed by Holtz and Gibbs (1956). Clay sampfessoven dried and then sieved
through No:40 sieve size. The known volume of tam@le is then placed into a
graduated cylinder and filled with water. The vokichange in the clay sample is
observed and percentage of swell is obtained.

V-V,
Vo

FS = Eqgn. 2.3

where,
FS=Free Swell
V=Final volume of the sample
Vo=Initial volume of the soll
2.1.3.1.4. PVC Meter Test

PVC meter test was introduced by Lambe in 1960 litain a swell index. The
samples obtained are compacted with modified praatats natural water content,

after wetting the sample, it is allowed to changdume. Pressure on the ring is
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defined as Swell Index and a relation between Simdéx and PVC is determined
by the Figure 2.6 below.

SWELL INDEX (lb/sq ft)

4000 &
g/
3000 £‘I 1
&/ 17
-
!f
|mc:~-—-/ VA
/ pal
200f | -4—
O 1| 2 3 4 5 6 7 8 9 101 12

NON
Tl

POTENTIAL VOLUME CHANGE (PVC)

CAL| VERY CRITICAL

Figure 2.6. Swell Index vs PVC (Lambe, 1960)

23



2.1.3.1.5. Expansion Index Test

Expansion Index test was developed by the requeldhidorm Building Code and
California government. It is a very similar testRWC with a few differences.

The samples are sieved through Sieve No:4 and vistadded until the samples
reach their optimum moisture content (AccordindA®TM D-1557-66T). Then the

samples are cured for 6 to 30 hours and compastediistandardized 4 in. diameter
mold. The sample is adjusted to be at 50% moistargent and a 6.9 kPa load is
applied. After the sample is wetted, the volumengeais monitored for 24 hours and

the expansion index is calculated as:

EI = 100AhxE, Eqn. 2.4

where,

Ah=percent Swell

F= Fraction passing No.4 sieve

Then the Table 2.7 is used for classification.

Table 2.7. Expansion Index-Expansion Potential

El Expansion Potentia
0-20 Very Low
21-50 Low
51-90 Medium

91-130 High
>130 Very High

24



2.1.3.1.6. Cation Exchange Capacity

The studies show that cation exchange capacitjagé@lso play a great role on the
swelling mechanism of clayey soils. Cation exchawgeacity of clays can be
determined by methylene blue test. This is onehef determination methods of
swelling potential of clays using the physico-chemhi properties of the soil.

Methylene blue test is conducted on clay sampledin the cation exchange

capacity of the soil. Basically the ion exchangpazaty of clays is used to determine
swelling potential of clayey soils.

2.1.3.2. Heave Prediction of Clayey Soils

Heave prediction of clayey soils is made accordintyvo approaches (i) Soil suction

measurements and (iil)oedometer tests, which adaiard in the following sections.
2.1.3.2.1. Soil Suction

Soil materials above the ground water table isigfrtsaturated where, particle and
physico-chemical forces exerted by the soil createsirface tension between the
boundary of soil particle and water in the voidkisTphenomena is termed as soill
suction. It results with the arising of negativagavater pressure in the soil voids

relative to the atmospheric pressure.

Matric suction and osmotic suction are two compdmenf soil suction. Matric
suction is the difference between the pore watesqure and pore air pressure.
Osmotic suction can be described as the forceegpplin water molecules to even the

concentration ratio of salt molecules present endlay mineral.

Total suction is a function of matric suction angmmtic suction. However in
geotechnical practice osmotic forces are constdnarefore the change in total
suction is only due to matric suction (Krahn anédfund, 1972) (cited in Nelson
and Miller, 1992).
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The suction in a soil can be measured using mafigreint methods, including;

Tensiometer, filter paper, psychrometers, thernmattimpotential sensors.
2.1.3.2.2. Oedometer Tests

The general purpose of oedometer test is to uradetghe consolidation settlement
and drainage behaviour of a soil specimen. Theb&sitally depends on measuring
deformation characteristics of soil against diffeérapplied loads. By this way, actual
site response and stress history of soil is treetld estimated. However this test is
also used for determining swelling characteristicsoils. Further information on the

test method is presented in the chapter 4.
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2.1.4. MB Test in Literature:

Various researchers studied dye adsorption by oiaerals for a long time in
literature. Methylene blue test has various proocesiland can be used for many
different purposes. A slightly different version wfethylene blue test is used for
determination of clay amount in aggregates or rggles (Outhwaite and Morgan
(1972), Hills and Pettifer (1985), Nikolides andr&alou (2007)). In addition,
methylene blue test is also found to be a methatetdrmination of cation exchange

capacity and surface area of clayey soils.

One of the earliest papers on dye adsorption ofeglaoils is "The Adsorption of
Dyestuffs by Montmorillonite” (Emodi, 1949). She nclucted a study on the
chemical reaction that takes place when dye swifaidded to montmorillonite
suspension. Base exchange and Van der Waals mttré&tsupposed to occur when
the dye is mixed into the suspension. She conclad&dsimple base exchange was
not observed and when methylene blue dye is corsidd6% of the calcium ions
are trapped in the structure due to the placeménnethylene blue molecules

between the silica sheets.

Another study about methylene blue belongs to Reberand Ward (1951) who
described methylene blue dye preparation and atigorgCation exchange capacity
deduction by methylene blue adsorption is studied eompared with barium ion

exchange method. The authors pointed out that thtairong chemically pure

methylene blue is impossible and the impurity carb®estimated. Also they stated
that the quantity of water required for hydratian not constant. However they
concluded that methylene blue adsorption is an aasydependable test for cation

exchange determination.

Fairbarn and Robertson (1956) studied the reldietaveen liquid limit of clays and
methylene blue adsorption. The study revealedibaratibn between methylene blue
value and Liquid Limit (LL) of clayey soils. Howewhis calibration is only valid

when clay samples are grouped according to theilogeal age.
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Worrall (1958) studied adsorption of methylene bldge by clayey soils. He
concluded that "the adsorption of dyestuff is mainy cation exchange capacity.”
He also stated that the adsorption of methylene EHwnly reversible until a limit

which is associated with surface area.

Brooks (1964) studied the mechanism of methylene lldsorption and stated that
there are other adsorption mechanisms rather thioncexchange. However MB
test is decided to be a rapid and approximate Wajetermining cation exchange

capacity.

Nevins and Weinritt (1967) studied determinatiorcafion exchange capacity (cec)
by methylene blue adsorption and compared the teesuth that obtained by

ammonium accetate method. The study suggests @kaltg are determined to be
similar and MB test is a rapid and simple test. &tdon (1975) stated that the cation
exchange capacity of clays can be found by meteyidne test. He also investigated
the heat effect on clayey soils and determined Wian clays are heated their

methylene blue capacities are decreased (citedkga; 1991).

Hang and Brindey (1970) studied methylene blue mqdiem by Na saturated clays
and determination of surface area and cation exyghaapacities via methylene blue
test. They used two methods to determine the exwthylene blue value. They
stated that the adsorption of methylene blue bgsgtarface acts as an error source.
They have conducted parallel tests to identify aneount of methylene blue. To
identify surface area, Brauner, Emmett and TelB¥T) gas adsorption technique
and for cation exchange capacity conventionaltitnatechnique was applied. Also
X-ray diffraction measurements were taken on saspféer adsorbing MB. They
concluded that methylene blue adsorption meth@hisasy, simple and economical

method for determining cation exchange capacitysamthce area of clays.

The study of Brindley and Thompson (1970) is on #ifect of initial cation
saturation to methylene blue adsorption. Clay semple saturated with “LiNa,

K*, Mg Ccd? Ba™? Fe3 Co? Ni*? cations. The researchers found different
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adsorption amounts and showed flocculation andgbasize of clays as the reason

for the differences.

Lan (1977) stated that specific surfaces of claparals can be determined using
methylene blue test. The methylene blue adsorptipacity of clays indicates

specific surface of clays. He also stated that MiBi& shows the activeness of the
soil (cited in Cokca, 1991). Lan (1977) in anotlséudy proposed a correlation
between plasticity index and MB value of a soitddiin Cokca,1991).

Beaulieu (1979) focused on MB value and specifidase and proposed a relation
for them (cited in Cokga,1991).

Locat, Lefebvre, Ballivy (1984) analyzed sampleketa from eastern Canada to
obtain a relation between index properties mingnaland specific surface of clayey
soils. Mineralogy of soils are determined by X-idiffraction method and surface
area of soils is determined using MB test. Autrerggest that " the specific surface
area of a soil may be a single parameter thatoeitlelate more significantly with the

engineering index parameters.”

Hills and Pettifer (1985) worked on the particleeseffect. They compared the MB
values of samples ground through 0,425 mm sieve @A@5 mm sieve. They
concluded that methylene blue value of coarser kmmE about 60% of the
methylene blue values of finer samples (cited ikgap 1991).

Lautrin (1987) used methylene blue value to obtaézard coefficient (N). The
author stated that the mineralogy and cation exghame important when behavior
of clays is considered. The hazard coefficientisned as;

N=MB/CC Eqgn. 2.5

where;
MB=Methylene blue value

CC=clay content
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He determined that as CC increases MB value ineseaand suggested a
classification using Hazard Coefficient Values.amother study, in the same year,
Lautrin (1987) stated that MB test can also givaraight about the mineralogy of
soils. Also, Lautrin (1989) criticized Activity (REC) value of Skempton (1953) and
suggested Hazard Coefficient is a more reliablehotketfor determining swelling

potential of soils (cited in Cokc¢a, 1991).

Toureng and Lan (1989) studied using methylene t#geto detect clays in soils.

They suggested a procedure and stated that MBstest easy way of determining

the properties of clay without having to separ&te ¢lay portion of the soil. They

also suggested a relation between plasticity iratekmethylene blue values of clays
(Cited in Cokca, 1991).

Magnan and Yousesefian (1989) studied classifinatifosoils with the aid of grain
size distribution curve based on colloidal activitying MB test (cited in Cokga,
1991).

Fourini Million-Devigne and Lan (1989) suggestedttMB Value (Stain test results)
is a good indicator of hazard potential of clayteftin Cokca, 1991).

Cokca (1991), studied usage of methylene blueftestetermination of swelling of
Ankara Soils in his Phd thesis. He proposed a negelling potential classification
using methylene blue test and clay content of sdie analyses were conducted on
different samples from Ankara such as; Pliocenés®leene Fluvial Lacustrine
deposits (Terrace Deposits) and Recent Alluviald3dp. 22 remolded samples from
Terrace deposits, 6 remolded samples from alleabsits and 2 remolded samples
from residual deposits were taken. Index tests, PM&er tests, X-ray diffraction
tests and methylene blue tests were performedesamples. Also data from earlier
studies were combined and searched for the sameogmir The proposed
classification system was developed using the dlatained from the tests run on the

samples obtained from Ankara. The distribution eftimylene blue value versus clay
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content graphs of the data are given in Figurea2d Figure 2.8 and the proposed

classification system is given in Figure 2.9.
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Aringhieri et. al. (1992) studied determinationspiecific surface area of clays using
MB test. They used three different methods to ob&aid compare the results of the
determined surface area. They used methylene ldsergtion method, NBET)
adsorption technique and water-vapos@j adsorption technique. They have stated
that methylene blue cannot get in reaction withodlthe surface of a bottleneck

particle.

Cokca and Birand (1993) conducted studies prouiag) mmethylene blue test can be
used for determining swelling potential of clayeyls as well as cation exchange

capacity of clayey soils.

Karahan (1999) studied the relation between thdlisgeercentage, swell pressure
and suction capacity, methylene blue value of egansoils in his master's thesis.
Karahan performed oedometer test, Atterberg liests, and suction measurements
on artificial samples. 13 samples were createdngggifferent plasticity indices and
suction was measured using Thermocouple Pyschronitteconcluded that there is
strong relation between swell percent, swell presand methylene blue value with
Liquid Limit, plasticity limit, plasticity index ath clay content. As a result of the
study, Karahan stated that methylene blue valueases as swell percent, swell

pressure and suction increases.

Cokca (2002) continued the study of Karahan (12@@) he suggested the following

equation for determination of swell pressure ingaper;

Swell (%) = —121.807 + (12.1969xMBV) + [27.6579xLog,,(ISS)]
Eqgn. 2.6

Fityus, Smith and Jennar (2000), compared shrirdlgest and methylene blue test
on samples and determined a correlation between MBY Shrink-swell Index.

They have concluded that MB test is a fast andtdi test for determining surface
area and cation exchange capacity of clayey séihough they have found a
correlation between MBV and Shrink-Swell Index, thathors noted that the
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accuracy of the model is £0.75 shrink-swell unitsickh may be unacceptable for

many applications.

Erguler (2001) studied the effect of disturbancesmrelling of Ankara Clay. He
performed soil index tests (such as Atterberg 8midnit weight, Specific Gravity,
Sieve analysis) to obtain physical properties dstn order to obtain mineralogy of
the samples, X-ray diffraction and major elemerdalgsis are performed. He also
performed free swell test, modified free swell testethylene blue test and
oedometer tests in order to obtain swell charattesi of soils. In our study also an
approach called wmaxe472)is proposed in order to obtain swelling charactiessof
soils. He determined considerable relation betwsaeelling characteristics of soils
using especially wax24MBYV, smectite ratio and liquid limit and maximumydanit

weight of soils

Chiappome et. al (2004) studied the mineral chargettion of clays using
methylene blue test. In our study, the authors hawmpared two standards of
methylene blue test by Francaise de NormalizatRNOR) and by American
Society of Testing and Materials (ASTM). They penied grain size and
hydrometer analysis, Atterberg limit tests, X-raiffrdction tests and tests for
determination of swelling pressure on the samplest twere obtained from
Piedomont, Italy. They have determined that therepassibility of obtaining a
meaningful correlation between methylene blue valu@ swelling characteristics of
clayey soils. They also suggest that MB test canubed for determination of
character of clayey soils.

Claudia M., (2004) compared methylene blue testotizer numerous swelling
determination methods and determined a correlation.order to use in the
experiments, Claudia obtained 200 samples from Apes-Italy. Dry density, water
content, Atterberg limits, grain size analysis,iseshtometry, specific gravity, X-ray
diffraction and methylene blue adsorption testsemeerformed on these samples.
Swelling percentage and swelling pressure wereméted using ASTM D4546-85
oedometer tests. In our study all regression modedse analyzed and a new
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classification with regard to MBV is proposed. Thkssification proposed by
Claudia (2000), is given in Table 2.8.

Table 2.8. Classification Based on Methylene Bladu¢ (Claudia, 2000)

MBYV (g/100g of soil) Pl SP (kPa) Swelling/Shrinkagetential
<2,5 <12 0-100 Low
2,5-4,5 12-35 100-300 Medium
4,5-9,0 35-45] 300-500 High
>9 >45 >500 Very High

Turkdz (2007) studied Harran Clay for determinatmnswelling potential in his

doctoral thesis. He used direct methods to determsuelling potential of clayey
soils as well as methylene blue test and compahned résults.He determined

Atterberg limits, water content, unit weight, sgecgravity, dry unit weight and clay

contents of the samples. In our study, methylene bést, swell percent and swell
pressure (ASTM D4546, Test Method B) were conductedhe samples. In our
study swell percent is found using expansion indest and swell pressure is
obtained by conducting PVC meter test. He studrexl dffect of disturbance of
samples on swelling determination. He performedrBlewetwork analysis and fuzzy
logic analysis. He also used Geographical Inforom8ystems in order to obtain the

swelling potential map of the area.

Yukselen and Kaya (2008) published “Suitability tbe methylene blue test for

surface area, cation exchange capacity and swethpal determination of clayey

soils". On 16 samples, Atterberg limit, specificagty, hydrometer tests were
conducted. X-ray powder diffraction patterns webbgamed using diffractometer and
CuKa radiation. The researchers performed alspadisorption method, methylene
blue-spot test method and methylene blue- titratr@ihod on samples. They have
concluded that MB test is a suitable method foeeining specific surface area,

cation exchange capacity and swelling behaviood$ s
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2.2.Machine Learning Methods

The main work of this thesis consists of developmgdels to estimate (i) swell
percent and (ii) Methylene Blue Value (MBV) of ctayin this chapter, two well-
known machine learning algorithms (i) genetic espren programming (GEP) and
(i) artificial neural networks (ANN) are defined.

2.2.1. Genetic Expression Programming

2.2.1.1. Concept and Introduction

Genetic programming is a biologically inspired nueth which employs genetic
structures of living organisms into computer prognang. A computer program
which can create the required programs by itsedfvislved using genetic operators

such as; mutation, reproduction etc.

The first researcher to suggest using machineligialce on this subject is Turing,
(1948). Turing’'s objective was to develop computetsch can solve problems on
their own using artificial intelligence. Which igaged in his words as;The aimisto
get machines to exhibit behavior, which if done by humans, would be assumed to
involve the use intelligence, (Samuel,1983)” (Cited in Koza and Poli, 2005).

One of the first improvements on genetic prograngmwias by Samuel, (1959) who
used machine learning so the computers could progiteemselves. This first

progress in machine learning resulted in sevesgarhers working on the subject,
succeeding in creating new algorithms which werestigjoconcentrated on genetic
algorithms This algorithm utilizes genetic operatsuch as mutation, reproduction,

etc., and searches for the best solution in a Bpeédatabase.

Genetic algorithm, genetic programming and genetigression programming are
similar methods where, the main difference of tire¢ methods lies in chromosome
definition. Genetic algorithms search for the bedtvidual of a specified population

using genetic operators and linear strings ofdilength named as chromosomes.

On the other hand in genetic programming, rathan thnear strings, "nonlinear
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entities of different sizes and shapes (parse)trees employed. Genetic expression
programming combines the two different approach gnts linear strings(fixed
length chromosomes) into use and defines the negufirograms as nonlinear

entities of different sizes and shapes, namelyy&sgion trees (Ferreira, 2001).

The employment of tree structures in genetic prognang was first introduced by
Koza, (1992). Tree structures are a type of stractthat represents the
data/regression with organized branches and nodesrew branches are lines
connecting literals and functions, which are callled nodes. A simple figure of a

tree structure is given in Figure 2.10.

Equation: (a+b)xc

Figure 2.10. Basic Tree Structure

At the examples given in this chapter and at tredyses results for that manner '+' is
used as the linking operator. The bold portionshef genes are tails and as can be
seen from the figure tails contain noncoding regiamich allow genes to be at the
same length despite the program length. At the ks, b, c are the literals and
(*, +, /, -, Q) are mathematical operators, wherep@rator represents the square root

function.

The goal of genetic expression programming is téaiaba suitable computer
program for the data pool given. Therefore inijidihe data are prepared for the

analyses. Normalization described at this chamexpplied on the data. Then the
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data is divided into 2 groups, as training andrigstlata where, in our study, 10% of
the initial dataset is used as testing data anddhmining 90% is used as training
data. The flowchart representing the genetic egprasalgorithm is given in Figure
2.11.

‘ Create Chromosomes of Initial Population

L

ﬁ| Express Chromosomes ‘

| Execute Each Program ‘

L

| Evaluate Fitness ‘

JA

- . Terminats
n{fbe’me or Term "aﬁﬁ)ﬁ@
_“""H-\. —

lterate

‘ Heep Best Program |
W

‘ Select Programs |

l

Replication

e

Mutation
e

5 fransposition

o

| RIS transposition ‘

o

Gene Transposition

Uoganpalday

1-Point Recombination

2-Point Recombination

| Gene Recombination ‘

l

| Prepare Mew Programs of Mext Generation

Figure 2.11. The flow chart of a genetic expressilgorithm (Ferreira, 2001)
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2.2.1.2. Components of Genetic Expression

Programming

Genetic expression programming uses chromosomepas®d of one or more genes
and applies genetic operators such as, replicatiweysion, mutation, transposition

and recombination on them in order to create aly@aogram.

The genes creating the chromosomes consist of d hed tail where head is

composed of both terminal elements and/or functiangke the tail which is solely

composed of terminal elements. Genetic expressimgr@mming uses constant
length chromosomes while creating the programs. éd&w The program does not
end where gene ends but where the last availabtrgan at the head of the gene is
used. The part used at the coding is called "OpsadRg Frames (ORFs). It is not
the length of the gene or chromosome that detesrtime length of the program but
the ORFs. Consequently a gene can posses noncadiag which is used during the

application of the genetic operators only.

Genetic expression programming uses karva lang(i&gpression) as its coding
language, where K-expression is composed of thegpresent in the chromosome

including the noncoding region.

Each gene in a chromosome are decoded with sepaxptession trees and the
resulting program is obtained by combining eachresgion tree with a linking
function. Linking functions are simple mathematioglerators (+, -, *, / ) and the

chosen operator is applied to get the resultingnam.

In order to visualize ORFs and the resulting prograf a genetic expression
program, a chromosome consisting of 2 genes arfd ilEeXxpression tree and K-

expression are given as an example in Figure 2.12.
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There are five preparatory steps before runningraatyses of genetic programming

or for that matter genetic expression programmifagé and Poli, 2005).

v

012345678012345678
*+cQbacba-/acbcacc

SUB ET1 SUB ET2
N A~
‘\*,/‘ I\,-,/
/'/ \\ / \\
/ \ / \
\ / \
)8 — P
i/+ ) e/C\‘ //\ (a)
N A _ N NG
/N /N
/ \\ / \\\
7~ N N /\ "
\Q N b N C) \ b J
"/ \‘
N

Equation: (\/5 +Db) c+% -a

Figure 2.12. K-expression and Expression tree

Initially the terminals should be specified. Terais can be defined as the input
parameters although they may be independent pagesneero argument
functions or/and random constants that need tceliaet] prior to the analyses.
Following definitions of the terminals, the funatipool, that is going to be used
at the analyses, is defined. This pool will contii@ functions which are
necessary for creating the head of the genes. Thesgons vary from simple
mathematical functions such as adding, subtractmdtiplication and division

to more complex mathematical or some logical fuong;j logistical terms.

The third step is defining the fitness measureafalyses. The fitness of

individuals created in the population can be coraguising different
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approaches but it is the difference between thevknealues-computed values
of the individual in the population.

v"In the fourth step parametric definitions, suchmagation, replication should be
defined. According to Koza and Poli (2005) the mogiortant parameter to
select is the population size.

v' The final preparatory step is to determine the teation criterion. Termination
criterion should be chosen according to the prograthcan be defined as the
maximum generation number, a defined maximum fgnedue or maximum

fitness.

When genetic programming is commenced, first a sandnitial population of
programs are created using the defined functiomgil the termination criteria is

met, genetic operators are applied on the congtandinging population.

The variation in the population is not achievedéylication alone, genetic operators
mentioned above are also applied in order to ggtdrivariety. These operators are
randomly applied on chromosomes however each apeistallowed to modify a
chromosome only once except for the mutation opera®n the other hand,
chromosomes can be subjected to one or more gem@di@tions or may not be
subjected to it at all. (Ferreira, 2001).

2.2.1.2.1. Genetic Operators
Genetic operators used at genetic expression progiag are:

Replication
Inversion
Mutation

Transposition

NN

Recombination.

Replication is the genetic operator where the chromosomes @eda to the next

generation according to their fitness.
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Mutation can occur anywhere at the gene. However when roataiin progress at
the tail of the gene, terminals can be changed wetminals only, when it is
occurring in the head there are no constraifiti® reason behind this restriction is to
ensure that the new individuals are structurallyrexd programs. An example of a

mutation on K-expression is given in Figure 2.13.

012345678012345678 012345678012345678
*+cQbacbatftacbcacc *++Qbacbakacbcacc
SUB ET1 SUB ET2
SUB ET1 SUB ETZ2
7N\ N
[ %) [ -
S N * -
// \\\\\ // )
\/ /+: / C\/ ‘i/:\/ :i a/\ + + b a
(,/”*’\: VR e - /\“ /
\Q/‘ b \&) \b/ Q b a c
1S
\\?,/: b
Equation: (\/5+b)c+%—a Equation: (vb+b)*(a+c) +(b-a)
() (b)

Figure 2.13. Example of a mutation (a) Sub-expoessiees before mutation, (b)
Sub-expression trees after mutation

As can be seen from the example the whole struabiirehe chromosome has

changed. The resulting chromosomes represent aewleoV program.

Transposition is basically copying and/or changing the locatidnaorandomly
chosen sequence in the chromosome. There aretipe® of transpositions, which
are, Transposition of insertion sequence elememtst transposition and gene
transposition.
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v The transposition of insertion sequence elemerttsatsa randomly chosen
insertion sequence element is copied and placedainandomly chosen location
on the chromosome. To maintain the genes fixedlealythe elements are
shifted and the excess elements at the end ofaihe gre removed.

v Root transposition consists of copying and movihg sequence starting with a
function to the root of the gene (starting pointtté gene).

v' Gene transposition consists of selection of a rangene (except the first one)
and moving it to the first position on the chromm®o Unlike other transposition

methods the selected gene is removed from itsr@igiosition.

Examples of transposition are given in Figure 2.14.
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012345678012345678
*+cQbacba-/acbcacc

SUB ET1 SUB ET2
B
oNCENoORO
o b b
a)

Equation: (v/a +b)c+ % -a

(@)

012345678012345678
*+cQbacba-/d cch

SUB ET1 SUB ET2

Equation: (JE +b)c +% -a

(c)

Figure 2.14. Examples of transposition —Subexpoessees (a) Before (b) After

012345678012345678

*+cbcQbacba-/akca
SUB ET1 SUB ET2
:j/;c\l :f/ti)\::
N \_/
/ \\\
OO
</ \
\b/ \&)

Equation: (b+c)c+b

(b)

012345678012345678
-lacbcact+cQbachba

SUB ET1 SUB ET2
Ve _ \\: *
‘/ /'\‘ Ve a\: / +\ /C\‘
\77 i ‘</ N/ N N/
// \ \ :
Y, N / Ny / N\
‘\ ? / E\\_b/ ‘\\Q/ \\,t»)/:
1
(a)
N

Equation: % —at (\/5 +b)c

(d)

Insertion (c) After root transposition (d) Afterrgetransposition
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Recombination is the genetic operator which allows the exchan@eslements,
leading to the production of the daughter chromasnmThere are 3 types of
recombination, which are, one point recombinatitmy point recombination and

gene recombination.

v" During one point recombination, a random pointelested at two different
chromosomes and the elements of the chromosomexenanged with respect
to this point.

v During two point recombination, two points are ramdy selected on two
different chromosomes and the elements betweedhiteenosomes are
exchanged.

v" During gene recombination, randomly selected gehéso different

chromosomes are exchanged.

Examples of Recombination are given in Figure 2Higure 2.16 and Figure 2.17.
The points marked with an arrow are the recombamapoints. The red and black

portion of the chromosomes are swithched duringeélcembination process.
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Chromosome 1 Chromosome 2
012345678012345678 012345678012345678

*+cQbacba-/acbcacc +b+Q/bacb-+*ccbaab

SUB ET1 SUB ET2 SUB ET1 SUB ET2

* (- G -

+ \c/ / \a:: b + + *
Q b c b Q / c ¢ b a
a b a c
Equation: (x/5+b)0+%—a Equation: b+\/5+%+20-ba

(a)
Chromosome 1 Chromosome 2

012345678012345678 012345678012345678
+b+Q/acha-/acbcacc *+cQbbacb-+*cchbaab
SUB ET1 SUB ET2 SUB ET1 SUB ET2

+ - * -
b + / a + c + *

Q / c b Q b c c (b a

a (c b b

Equation: b++/a + 2% -a Equation: (vb +b)c+2c-ba

(b)

Figure 2.15. Example of one point recombinatiorhranosomes (a) Before and
(b) After one point recombination
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Chromosome 1
012345678012345678

*+cQbacba-Acbcacc

SUB ET1 SUB ET2
7N\ Ve
‘\,*/\ ‘ \x- 4
/\ / 0\
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Equation: (~/a +b)c +% -a

Chromosome 2
012345678012345678

+b+Q/acb-+ccbaab

SUB ET1 SUB ET2
+ -
b + + *
Q / c c b a

Equation: b+b +%+2c— ba

(@)

Chromosome 1
012345678012345678
*+cQbbacba-+acbcacc

Chromosome 2
012345678012345678
+b+Q/acba-/*ccbaab
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) . - . i+\ \/;n\,:‘
\*/) N /N /N
VNG VRN
/ \ \ Y R N\ IR
N S g < YR\ ( b) (+) (] : \ %)
\7+ /! &) ‘\,U\‘ @) et \*i S j«/
e = {/ \\} \ a \// \/\\’ =N /Q< f\/\VV/\\ ( 71\1 /\y \\ ‘// \\‘ / V\‘
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Equation: (vb +b)c+c+b-a Equation: b+\/§+6+_—ba
C
(b)

Figure 2.16. Example of two point recombinationhr@nosomes (a) Before and
(b) After two point recombination
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Chromosome 1
012345678012345678
*+cQbacba/acbcacc

SUB ET1 SUB ET2
% (-
/ \ {
+ ‘¢ ( /<‘ a)
7. \/7 ,<\ _/
Q (b (c) (b

Equation: (~/a +b)c+ % -a

(@)

Chromosome 1

012345678012345678
*+cQbacba-+*ccbaab

SUB ET1 SUB ET2

O\ 2R
(%) ( )

N

Equation: (v/a +b)c+ 2c-ba

(b)

Chromosome 2
012345678012345678
+b+Q/bacb+*ccbaab

SUB ET1 SUB ET2
+ -
b + + *
Q / c c (b a

Equation: b+x/5+3+20—ba
c

Chromosome 2
012345678012345678
+b+Q/bacb-/acbcacc
SUB ET1 SUB ET2
/’;\ {/'_"\
N/\ S—<
/5/ (%) 7 (a)
_/ \,,X }/\ N/
/Q,/ n S
N/ N \&/ N
/L\_ ./é&‘ /)C\x
N2 RN
) a ¢
Equation: b+\/5+—+6—a
C

Figure 2.17. Example of gene recombination - Chreonues (a) Before and (b)
After gene recombination
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Inversion operator randomly chooses the gene and reversealitiranent of the

randomly chosen sequence. Example of an inversigiven at Figure 2.18.

012345678012345678
*+cQbacba-/acbcacc

SUBET1 SUB ET2
* -
Q b c b

a

Equation: (v/a +b) c+% -a

(@)

012345678012345678
*Qc+bacba-/acbcacc

SUB ET1 SUB ET2
(%)
Q@ (o e
. OlC
§ b 3

Equation: (vb+a) c+% -a

(b)

Figure 2.18. Example of an inversion Chromose (a)eeand (b) after Inversion

Also random numerical constants are used at the analyses where, the number of

numerical constants, the range and the data typem@acified. Mutation, Inversion

and transposition operators are also applicablautmerical constants. Numerical

constants can be mutated in two different way$eeithe numerical constant can be

mutated directly (RNC mutation) such as from -1.6000.525 or the number

representing the constant variable can be charg€dnfutation) such as from cl to

c5 ( the values of c1 and c5 are kept the samdheuplace of the constant in the

gene is changed). The inversion and transpositp@rator are applied to numerical

constants in the same manner as described above.



2.2.2. Neural Networks

Neural networks are biologically inspired systelmat fprovide a solution using well
interconnected processing elements called 'neurofise problem can be a
classification problem or as in this case targ#infj problem. Supervised neural
networks are trained using accumulated knowledgewr&l networks do not provide
a function in the known sense. It creates a syskaipredicts the expected solution

according to the input fed using the prior knowledgobtained through training.

This section comprises of detailed introductiomé&ural networks and presents the

results of regression analyses.

Neural networks are computational networks basedimply the nervous system of
a human body; the performance of human bramnhighly complex nonlinear and

parallel computer” (Haykin, 2009) inspired neural network methodology.

Nervous system of a human body uses quite a nuofl®mple structures-neurons
to solve complex problems as visual recognition sittce neural networks are
inspired by the human brain, they are also massiveérconnected. This structure
of neural networks and the ability to learn is asled by back propagation
algorithm, which allows networks to generalize. $meural networks are successful
at solving non-linear problems and can be trairesilyand are error tolerant.

McCulloch and Pitts first introduced the idea otlsuta computational program in
1943 (McCulloch and Pitts, 1943). The authors @@at network based on threshold
function (all or none model), mimicking the nervaystem of a human body, able to
compute any computable function. Soon after thehast have published
“Recognition of spacial patterns by neural netwbrkghere they used neural
networks to model a practical problem-spacial pageln 1949 Hebb publishédhe
Organization of Behaviour" which includes, now known as, Hebbian rule, sutiags
that if one neuron activates another repeatedlyastyc strength (their effectiveness)

increases thus education of neurons can be possible
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Rosenblatt proposed a new approach to neural nietw@erceptron convergence
theorem (Rosenblatt, 1960b) which was formulated 961. Perceptron converge
procedure is an iterative procedure where, injtialeights and threshold values are
appointed, then at the second step a new inpubveetd the desired output are
presented to the system and outputs are calculatest.the calculations, weights are
adapted in according to the residuals and weigletedapted until the error is within
the specified margin. The author proved that by@airon convergence procedure,

two data groups can be classified correctly.

Werbos (1974), suggested backpropagation algorithhis Phd thesis. However it
was 1986 when backpropagation algorithm using mdadgers was developed by

Rumelhart, Hinton and Williams. (Rummelhart, et, 4086).

In our study multilayer feedforward neural netwovkish backpropagation algorithm
is used. The network has single input layer anthgles output layer, with 1 hidden
layers. A fully connected neural network with twalden layers is presented in

Figure 2.19 in order to visualize a neural netwanmghitecture.

Hidden Hidden
Layer 1 Layer 2
AR T
R e S
IEp-ut = _/?__\\ 7 4‘ _/2
aver / W '
I:i / o /\(:\ L o ]
NP AN R @ (7 AN
X ~ A r
LW kd/‘ \;?{ . I\. |
/ <9 :
- ““m\ _ i ] b, , bt
5" i =y _\w’/f A 3
— % N
= Nl = AZ o \ =
-.: \ o ‘|
N3 Nl

Figure 2.19. Neural Network with two hidden layers
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The generalized weight update rule for a multilayetworks is;

Wi(L-2n, (t +1) = Wi(L-gn, (t) +’75FITL Xi(L-y
Eqgn. 2.7
Where L denotes hidden layers, h represents timesienumber and j represents the

input node.

A database containing input and target data arentedthe ANN architecture. First,
output of the system is computed using randomignatiéd weights. After obtaining
the first outputs with those weights, they are amjd according to the residuals
calculated based on the desired outcomes. This Mbph is called iterations or

epochs, is continued until a stopping criteriorasisfied.

The ANN architecture consists of an input layeddein layer(s) and an output layer.
Certain number of neurons are present in the hiddgars which leads to the
division of a complex problem into simpler taskseuxons are simple processors
which consists of functions. Each input is fed ieich neuron in hidden layers and
the weights are computed using a transfer functipresent in the neurons. The
computed weights are combined in the last stage wétwork, output layer which

also consists of a function, used when calculatwegdesired outputs.

The data for the training of ANNSs is divided intodée sections in order to determine
the best fitting model for the problem. These aagning data, cross validation data
and testing data. Training data are the input-tapgés used in the training process
and validation data are used to evaluate the sgsteimess. Both training and
validation data's target values are compulsory. ffldeed system is first tested with
the cross validation data. Testing data on therdthed is reserved and is not used in
the training. These data are presented to systethddirst time after the network is
completely created. The aim of testing data is @aliate the performance of the

network when a completely stranger input set is@mnéed to the system.
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One of the main problems encountered while condgatieural network analyses is
memorization. When a network is trained more thacessary, the system tends to
memorize the input - target data pairs, leadingetity high performance values when
data used in training is presented. However whdidation data is delivered, the
performance of neural network drops significanBgrformance graphics of training
and cross validation data are observed in ordeavtmd memorization. Stopping
criteria or architecture of the network can be rfiedi in order to avoid

memorization.
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CHAPTER 3

EXPERIMENTAL STUDIES AND SWELLING DATABASE

3.1.General

The main idea of this thesis is to provide a robaistl accurate model for the
assessment of swelling potential of clayey soilghwhis idea in mind, the results of
methylene blue (MB) tests and swell percent (SBstare used to form a database,
where the soil characteristics will be the inputsd aMB and SP are desired
parameters to be estimated. Using this databadséipreship among those parameters
are investigated to develop models to understapedstielling behavior of clayey
soils. In order for these models to be as genéml, universal, as possible, the
database should be enriched by collecting data fi@mous resources in the

literature from all over the world.

This chapter mainly explains the experimental stiell on within the scope of our
study, details of the compiled database such as th@wvdata are compiled, its
limitations and our contributions. First our owrbdsatory experiments, which are
MB and SP tests on the samples collected from Tir&ee given. The statistical
characteristics of the data obtained from laboyat@sults are also given in this

chapter.
3.2.Laboratory Work

The laboratory experiments are conducted on 32 Emnwhich are obtained from
different regions in Turkey. In the laboratory, étberg limit tests, specific gravity
test, sieve analysis, hydrometer test and MB testperformed on all samples.
However, swell percent and swell pressure testpanf@ermed only on 20 of these 32

samples because of the lack of amount of soil sesngs they are collected from soil
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mechanics laboratories and have already been used for other purposes. The
maximum dry density and the optimum water content of these samples are
determined in the lab through Harvard Miniature Compaction test. The Atterberg
limits, sieve size - hydrometer analysis, and specific gravity tests are conducted
according to ASTM D4318, ASTM D422 and ASTM D854 accordingly. Test
procedures of methylene blue test and oedometer test are presented in the following

sections.
3.2.1. Methylene Blue (MB) test

Methylene blue (MB) test is conducted using AFNOR 80181 P18-592. The MB test

setup is given in Figure 3.1.

Brutte (100 elc)
4
Mixer (400/700 rpm)

Methylene Blue Powder
& Sol utlon

' . Distilled Water
‘%

Chronometer  Filter Paper

Figure 3.1. Methylene Blue Test Set-up
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3.2.1.1. Test Procedure

Methylene blue used in this test procedure is anite that has the following
formula, GeH1gN3SCI (Cokea, 1991) (Figure 3.2). When methylene Idugissolved
in the water, methlyene blue cations and chlorigierss are formed. Methylene blue
cations replace with cations existing in the claytigles. When clay particles reach
their cation exchange capacity indicates that thstiag amount of methylene blue

cations is reacted with clay particles.

Methylene blue dye is prepared using 10 g = 0.1 gnethylene blue powder and 1
It. of distilled water. Distilled water and methgke blue are very well mixed and the

mixture is contained in a beaker.

Soil sample is oven dried and sieved through Nsi40e. A total of 7.5 g of soil
sample is placed in a beaker and 50cc of distiNater is added. The suspension is

mixed at 700 rpm for 5 minutes.

Soil suspension is continued to be mixed at 400. Wfith 1 min intervals 5 cc of

methylene blue dye is dropped into clay solutiofteAmixing the suspension for 1
minute, a drop of the solution is dropped on tlierfipaper and occurrence of light
blue ring is checked. Any excess methylene blueorsat (simply obtained by

continuing to add methylene blue dye) remain indbkition creating the light blue
ring around the solution dropped on the filter pgi@okca,1991).

When light blue ring is detected, the methyleneslidye addition is stopped and the
solution is mixed for 5 minutes. At the end of eacimute a drop of the solution is
dropped on the filter paper and the existenceghit Iblue ring is checked. If the ring
disappears, then 2 cc of methylene blue dye isimaoed to be added to the solution

with 1 min intervals (Figure 3.2).

This whole procedure is conducted for each clayispen, several times to obtain
better results. In order to get more accurate teshé clay samples and the mixtures

are prepared carefully and each step of the praeadyperformed meticulously.
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The procedure of MB test is outlines in Figure 3.3.

N
1L
H3C\N S I’{I,CH3

CHs Cl CHs

Figure 3.2. Methylene Blue Formula

The methylene blue value is calculated using eqo&i5 for 100 g of the soill.

MBV(g/100g) = % Eqn. 3.1
Where,
Vee = Volume of methylene blue solution injected to the soil solution (mL)

f' = Dry weight of the specimen (g)

Example MB test performed on four different soitngdes are given in Figure 3.4 to
Figure 3.7. In these pictures, the dark blue dnog the light blue ring around the
dark blue core can be observed clearly.
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egative
Before
5 Tests

Add 5 em”®
Methylene
Blue

l Mix 1 Min.

Spot Test

l

egative
Before
5 Tests

Add 2 em®
Methylene
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Figure 3.3. General Overview of Methylene Blue Test Procedure

Spot Test

Mix 1 Min.




Figure 3.4. Methylene Blue Test Result (Sample Rp:2

Figure 3.5. Methylene Blue Test Result (Sample Bl
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Figure 3.6. Methylene Blue Test Result (Sample B&)

Figure 3.7. Methylene Blue Test Result (Sample B}

61



3.2.2. Oedometer Test

In this study oedometer test is used for deterngisivelling characteristics of clayey
soils, which are swelling percent and swelling pues. The test procedures for
determining these parameters are named respectseiee swell test and constant
volume (swell pressure) test. There are a quiteetyapf test procedures, however
ASTM D4546-14 suggests 3 test methods for swelladtaristics determinations.

The specimen height and specimen diameter arefigueat ASTM D4546-14.

In our study, for the swell percent test, ASTM D85 Test method A is applied
on the samples. During the oedometer test, the lsanmpaving optimum water
content and maximum dry density are placed to riigdPa of load is placed on the
samples and after the samples are inundated, ¢besfrell is observed. In addition,
for the determination of swell pressure, constamiume swell test is used. The
samples having maximum dry density and optimum watatent are placed in
oedometer test apparatus and after the samplesuar@ated, swelling is avoided by

placing the additional loads.

The test set up is given at the Figures 2.7 and@l@w. The apparatus used in the
test are listed below.

3.2.2.1. Apparatus:

-Oedometer Cell
-Specimen Ring
-Porous Disks

-Deformation Indicator
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(b)

Figure 3.8. (a) Oedometer Test Apparatus, (b) OetenTest Set-up
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3.2.2.2. Test Procedures
a) Test Method A

Test Method A uses reconstituted samples simuldieid conditions or compacted
fills. This test method can determine free swelgel pressure and swell under a
certain load. 1 kPa load is applied on the samialegol into oedometer apparatus, for
half an hour. The test is continued by applyingratial vertical stress on the sample
for another half an hour. After that the load isnoved and applied again for a
second consecutive half-hours. Then, the nextistép flood the sample with water
and to take at 0.1, 0.2, 0.5, 1.0, 2.0, 4.0, 800,130.0 minutes and 1, 2, 4, 8, 24, 48,
72 hours. After the primary swell is accomplishbd sample is loaded again until
the initial void ratio or height is obtained (SwBlessure).

b) Test Method B

Test Method B uses intact samples taken from nlatdeposit or an existing

compacted fill. This test method can determine Beell, swell pressure and swell
under a certain load. The sample is placed intsatometer apparatus and loaded
with the weight chosen equal to the vertical inrsstress corresponding to the
sampling depth. The sample having the natural m@@stontent is then inundated.

The procedure continues same as Test method A.
c) Test Method C

Either intact sample or reconstituted samples @anded for Test Method C. Intact
samples can be taken from natural deposit or astiegi compacted fill. This test
method can determine swell pressure. Initiallyerathe sample is placed, 1 kPa is
applied for half an hour. Then the load is incréase obtain in-situ loading
conditions. The specimen is then inundated andcatdtress is adjusted to maintain

the initial volume.

64



3.2.3. Laboratory Test Results

The results of all laboratory test results are mled in Table 3.1. This table also
provides the locations of soils where the samples @llected. (Particle size
distributions and Harvard miniature compaction esnare presented in Appendix
A.) Figure 3.1 illustrates the distribution of teesamples on Plasticity Index vs.
Liquid Limit chart. Similarly, Figure 3.2 shows osgtudy’s data in clay content vs.
methylene blue Value chart. Lastly, Figure 3.3ldigs the same data on Activity

vs. Percent Clay Sizes chart.

Methylene blue test is applied twice on each samalel the average of the results
are presented.
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Table 3.1. The Results of Laboratory Experiments on Samples from Turkey

Swell | Swell

Nsd: Location Gs Re’;I:irﬁng I!’\I:szs?r?g LL |PL| PI}ClaySilt| Sand A (gl\//IlE(’)\C/)g) P(rl((a;zl;reP((aor/g)e : (glljcdz?) Wopt
1 Unknown-46095 2,70 18,9 57,1 | 88| 3059| 29 | 45| 22| 2,07 11,8 269,2 20,3 15| 27,5
2 Unknown-13-B 2,71 0,0 775 | 65| 2837| 46 | 39| 15| 0,81 10,0 106,1 6,4 16| 28|5
3 Unknown-NN-1 259 22 77,3 | 67| 2344| 54 | 24| 20| 0,81 12,7 - - - -

4 Unknown-NN-2 262 0,0 91,6 | 75| 2451| 60 | 25| 15| 0,8% 14,5 - - - -

5 Adana-41 A 2,70 6,3 64,2 | 35/ 1619| 17 | 33| 30| 1,14 4.1 10,1 5,8 1,75| 18)5
6 Adana-N-37 2,71 1.1 83,0 | 52| 2230 33 | 33| 29| 091 7.6 20,3 4,5 1,72| 20)5
7 Adana-N-38A 270 04 92,6 | 34| 1619| 22 | 38| 30| 0,86 5 11,5 1,2 1,71 17
8 Adana-N-51 2,70 0,0 95,5 | 45| 2124| 31 | 37| 28| 0,76 6,3 12,6 1,9 1,67 21l6
9 Adana-N-90 269 0,0 97,9 | 54| 2529| 36 | 29| 32| 0,81 6,8 13,9 2,5 1,51 25|3
10 Ankara-Alacaatli 267 1,2 32,7 | 69| 2742| 50 | 16| 27| 0,85 9,9 55,6 4,8 1,47 25|3
11 Ankara-Batikent Kee 2,64/ 0,4 55,9 | 60| 2733| 49 | 40| 11| 0,68 11,1 - - - -

12 Ankara-ElmadaSK-2 |2,72 0,2 43,6 | 46| 2125H 36 | 27| 35| 0,70 6,3 - - - -

13 | Ankara-Etimesgut 46137-2 2,68 1,2 87,7 | 97| 3067| 48 | 40| 10| 1,40 11,9 - - - -
14 | Ankara-Etimesgut- SK-2| 2,72 3,5 67,6 | 63| 3%28| 10 | 43| 33| 2,95 59 - - - -
15 Ankara-Etimesgut-1 2,71 0,0 89,7 | 64| 2638| 44 | 35| 18| 0,87 9,0 - - - -

16 Ankara-Polatli 250 1,7 88,9 | 48| 2226| 35 | 46| 19| 0,74 5,7 21,9 4,5 1,65 21
17 Ankara -Sincan 190-11| 2,65 0,6 85,8 | 10930|79| 51 | 38| 11| 1,55 12,0 - - - -
18 Ankara-Sincan 699-11 2,66 0,0 92,1 | 10629|77| 45 | 43| 12| 1,72 12,8 - - - -
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Table 3.1. The Results of Laboratory Experiments on Samples from Turkey (Cont'd)

S. No4 | No200 . MBV Swell Swell Pary

No: Location Gs | Retainin Passing LL | PL | Pl Clay| Silt] Sand| A (9/100g) Pffisyre P?nrc\ent (glcn?) | Vort

19 Ankara-Temeli | 264 11 722 62 25 B634 | 27| 35| 10§ 104 35,4 5,8 150 245

oo |Bayramhaci Sulamasi,, o) | g 4 60,8 | 41 19 2n 17 | 15| 61| 1,26 6,1 12,7 1,7 1,83 17
Kocaeli a¢-35

o1 | Bayramhaci Sulamagi, o, | 4 g 808 | 46/ 21 1811 | 31| 53| 164 46 1149 1,08 141 282
Kocaeli ac-6

22 Bilecik Bozeyik | 2,74 0,4 962| 29 15 1425 | 36| 34| 0,58 2.4 18,95 6,05 1,89 16

23 | Bursa-Orhangazi | 2,65 7,9 646 51 22 |287 | 43| 19 | 0,79 8,9 69,73 5,58 1,67 205

24 Corum-Karahacip 2,6 0,1 96,7 55 pR6 (2910 | 41 16 | 0,73 7,7 - - - -

25 Cubuk SK-1 270 02 792l 7B 31 #4249 | 44| 5 | 089 11,9 - - - -

gg | EsksehirBakirkdy |, ool g4 8790 | 64/ 31 3842 | 44| 11| 079 97 60,63 3,37 1,47 29
Goleti-ESK

27 | Inebeyli sulamasiag-2 73| 04 923 | 50| 21 2044 | 42| 11| 0,66 9,5 30,92 3,73 1,666 10,2

28 1nebeylidsgrlamaSI ag 2,74 0,0 946 | 47| 23 2431 | 55| 13| 0,76 9,1 17,68 2,74 1,64 20,5

29 | Karabik Mer. SK-1| 2,64 0,0 094 65 Bl [360 | 48| 2 | 068 81

30 | Kirikkale-Keskin | 2,61 2.0 804 48 21 2727 | 28| 42| 0,99 9,2 24.00 2,76 161 22

31 | Yumrudere Sulamas),, g5 | 016 | 38 26 12 7 | 33| 47| 180 3,1 7,58 1,17 1,671 21
Kirklareli 1 ag-321

32 Y“mr}‘éﬂiﬁr‘jf‘rpde“e 275 14 748 | 49| 26 2829 | 36| 29| 0,80 4,8 28,40 3,55 1,71 282
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3.3.Swelling Database for Clayey Soils

In order for the mathematical or machine learnirgdad regression techniques to
work, the data obtained from the laboratory workistl cover various ranges for the
variables included in the database. Therefore |ahoratory data is extended using
the data available in the literature.

3.3.1. Data Source

The main source of the literature data is the Ph&sis of Cokca (1991). Cokca
(1991) created a data pool by combining his owma @daid using the laboratory test
results obtained from the studies of Lautrin (1988agnan (1989). In addition, the
data available in the works of Erguler (2001) ariolkbz (2007) are also used when
forming the swelling database for clayey soils.haligh other studies provide data
containing methylene blue value, either due todifierence in methylene blue test

procedure or unavailability of datasets they areimduded in our study.

The study of Erguler (2001) is based on deternonabf swelling potential of
clayey soils using MB test on Ankara clay. He ofa statistical relations using
regression analyses. He determined Atterberg ljmitster content, natural unit
weight, specific gravity, dry unit weight and claypntents of the samples. In
Erguler’s study, free swell index, modified freeedindex, oedometer tests (swell
percent and swell pressure) and MB test were cdaduan the samples. Optimum
water contents of the samples are not determinedht samples, however ko4
and whax72 values, the maximum water contents that samplegyea after 24 hours
and 72 hours, are determined.

Turk6z (2007) also studied about determination wélbng potential of clays and
conducted some experiments on Harran clay. He dsedt methods to determine
swelling potential of clayey soils as well as MBttand compared the results of
these tests. He determined Atterberg limits, waientent, unit weight, specific

gravity, dry unit weight and clay contents of tlaples. In addition, MB test, swell
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percent and swell pressure tests were conducteadleosamples. In Turk6z's study,
swell percent is found using expansion index test awell pressure is obtained
through conducting PVC meter test. In Ergiler (2001irkoz (2007), Cokga (1991)

and our study MB tests are conducted accordingRN@R.
3.3.2. Statistical Data Characteristics

In the swelling database for clayey soils, there t@tal of 332 samples obtained
through literature survey and 32 samples from abotatory experiments. For all
samples, the results of Atterberg limits, sievelygsis, hydrometer analysis and
specific gravity tests are obtained. However, dodimitations of literature and
availability of sample quantities, some lab experits are not complete. Therefore
the total data pool is divided into 4 different aaets and for each data set linear

regression and machine learning analyses are psstbr

Data Set |: This data set consists of the results of 32 sasniéained from different
regions in Turkey. Atterberg limit tests, specifgravity test, sieve analysis,
hydrometer test, MB Test are performed on all efshmples. Swell percent (ASTM
D4546-14, Method A) and swell pressure tests (CGoristVolume Test) are
performed on only 20 of the samples. Data setused for both methylene blue

value (MBV) prediction and swell percent predictemalysis.

Data Set I1: It consists of total of 75 data samples, combimaté data from the
literature, Ergiler (2001) and Turk6z (2007), adl wee ones from our own results.
This data set is used for both MBV prediction ameelb percent prediction analysis.
Both of the literature studies conducted basicstastl methlyene blue tests similarly.
However swell percents of the samples are detedrshghtly differently such that,
our study and Ergiler (2001) used oedometer tegtiittl A and Method B) for

swell percent determination while Turk6z (2007)disgpansion index.

The differences between the test methodologieisteel as;

71



v' In our laboratory experiments, samples having marindry density and
optimum water content are used for oedometer test.

v' Ergller (2001) tested both undisturbed and distlireeamples. Disturbed
sample results are used at this data set. Erga@91) determined in-situ
density and water content from undisturbed sampled the disturbed
samples are placed to oedometer test apparatuaghaaiural density and
water content.

v' Turkoz (2007) performed Expansion Index test taawbswell percent. The
height of the mold is 10.2 cm. 50% water contenthef samples are used at

expansion index test.

Data Set I11: This data set consists of 125 data in total contbiinem this thesis,
Cokca (1991), Erguler (2001) and Turkdz (2007). @a& set is only used for MBV

prediction.

Data Set |V: This data set consists of 365 data in total contbiinem our study,
Lautrin (1989), Magnan (1989), Cokca (1991), Erg({2001) and Turk6éz (2007).
This data set is only used for MBV prediction téor this data set, the outliers that
stand outside the limits are omitted during botiedir regression machine learning

analysis.
The summary of the contents of the dataset are suiped in Table 3.2.

The statistical measures for individual data froiffecent resources are given in
Table 3.3 and Table 3.4. In addition, all the datplotted in Figure 3.12 to Figure
3.16.
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Table 3.2. Summary of datasets

Dataset | Dataset Il Dataset Il Dataset IV
Predlcted\ MBV Swell MBV Swell MBV MBV
Parameters Percent Percent
Numberof| ., 20 73 73 125 343

Data
Magnan (1989)
Studies Ergiler (2001) (’:OI.(.Qa (1991) - Lautrin (1989)
Composed  Our Stud Tirkoz (2007) | Crouler (2001)) Gokea (1991)
0? y our Stud Tirkoz (2007) | Erguler (2001)
y Our Study | Tarkéz (2007)
Our Study
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Table 3.3. Data Characteristics Data Set | & DaallS

LL | PL | PI | CC | A| MBV| pay | Wopr | SP* Pé"s"ﬂrei
DATA SET |
Mean 50.2 | 24.9 | 343 | 356 |1.1| 84 | 41.9 | 45 | 1.6 | 22.4
Median | 545 | 255 | 29.0| 36.0 09| 9.0 | 21.1 | 36 | 1.7 | 21.8
Variance | 383.1| 23.3 | 276.1| 186.4| 0.3| 9.7 |34875| 16.9| 0.0| 157
StdDev. | 196 | 4.8 | 16.6 | 13.7 | 05| 3.1 | 59.1 | 41 | 0.1| 4.0
Std.Eror | 35 | 0.9 | 29 | 24 |01]| 06 | 132 | 09 | 00| 0.9
Skewness| 10 | 02 | 1.4 | 04 |21| 01| 33 | 32| 01| 0.2
Kurtosis | 0.9 | -03 | 1.6 | -05 |4.9| -0.8 | 125 | 12.4|-03| -0.9
Range | 80.0 | 20.0 | 67.0 | 53.0 | 2.4| 12.1 | 261.6| 19.2| 0.5| 13.0
Max 109.0| 35.0 | 79.0 | 60.0 | 3.0| 14.5 | 269.2| 20.3| 1.9 | 29.0
Min 290 | 15.0 | 12.0| 7.0 |06| 2.4 | 76 | 1.1 | 14| 16.0
DATA SET Il
Mean 58.8 | 28.7 | 30.2 | 39.2 (09| 7.4 | 1.6 | 375408 6.7
Median | 60.0 | 28.0 | 30.0 | 41.0 | 0.8| 7.2 | 1.6 | 25.0|30.3| 3.6
Variance |151.3| 31.2 | 74.7 | 200.1| 0.1| 4.6 | 0.0 |666.6 1°2| 645
StdDev. | 12.3| 56 | 86 | 141 |03 2.1 | 0.1 |258/39.1] 8.0
Std.Error | 1.4 | 07 | 1.0 | 1.7 |00 03 | 00 | 30| 46/| 09
Skewness| 05 | 0.2 | 1.2 | 03 |20| 05 | 1.0 | 1.7 | 35| 2.6
Kurtosis | 1.8 | 1.3 | 48 | -0.1 [40| 1.0 | 09 | 1.9 |165| 7.0
Range | 73.8| 30.0 | 552 | 68.3 | 16| 12.4 | 05 [109.0%%7| 422
Max 103.0| 45.0 | 67.0 | 75.0 | 2.1| 14.8 | 1.9 |125.02%%| 430
Min 292 | 150| 11.8| 67 |05| 24 | 1.4 |16.0| 14| 08

*For 20 samples, 12 missing test results out of 32 Test Results (For Data Set )
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Table 3.4. Data Characteristics Data Set |l & D& IV

LL PL PI ccC A | MBV
DATA SET Il

Mean 60.7 27.0 33.8 417 | 09 | 7.4
Median 60.0 27.0 32.0 437 | 08 7.1
Variance | 2514 | 33.3 185.2 | 190.1 | 0.1 6.2
Std Dev. 15.9 5.8 13.6 13.8 0.3 2.5
Std. Error | 1.4 0.5 1.2 1.2 00 | 02
Skewness| 17 0.3 2.6 -0.3 3.0 0.6
Kurtosis 6.9 0.6 11.4 0.1 11.8 | 0.6
Range 117.0 | 31.0 | 1040 | 683 | 25 | 125
Max. 146.0 | 450 | 1160 | 750 | 29 | 14.9
Min. 29.0 14.0 12.0 6.7 05 | 24

Sum 7592,00| 3377,00| 4223,00| 5207,48|108,02 927,68

DATA SET IV

Mean 60.0 31.8 52.4 490 | 07 | 52
Median | 590 31.0 48.1 450 | 07 | 4.9
Variance | 3915 | 188.9 | 3943 | 371.7 | 0.1 | 10.2
StdDev. | 198 13.7 19.9 193 | 03 | 3.2
Std. Error| 1.1 0.7 1.1 1.0 0.0 0.2
Skewnesg 0.6 0.6 0.4 0.5 2.7 0.5
Kurtosis | _0.1 0.2 0.7 03 | 128 | -0.8
Range | 90.0 73.2 85.8 87.3 | 2.8 | 13.0
Max. 114.0 | 79.2 94.0 940 | 3.0 | 13.2
Min. 24.0 6.0 8.2 6.7 0.2 0.2

Sum | 20530,0110863,43 17915,89 16768,74 235,49 1770,30
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CHAPTER 4

PREDICTIVE MODELS

4.1.General

The main work of this thesis consists of developingdels to estimate (i) swell
percent and (ii) methylene blue value (MBV) of dayhis chapter consists of the
details of models developed using (i) linear regigs (i) genetic expression
programming and (iii) artificial neural networks).

4.2.Linear Regression Models

In any regression type of analyses, the first thongttempt is to use linear regression
analyses. In this section, the predictive modelagusmultivariate linear regression
analyses on the datasets constructed from litexadsrwell as experimental work
results are mentioned. Datasets |, II, Ill, and 4% used at MBV prediction
analyses. Also predictive models for swelling patcare constructed for Datasets |

and Il.

Robust multivariate linear regression analysescaralucted on datasets. The main
reason behind using robust multivariate linear e@sgion analyses is to prevent
having non-uniform distribution of residuals wheme tmodel is constructed, the
phenomenon known as heteroscedasticity. Total 8flibgar regression analysis are
conducted, where the performance of the analyseswaaluated according to the
mean absolute percentage error (MAPE) and theicieff of determination (. In
addition, heteroscedasticity of each model is 1etifvithin 85% confidence interval.
According to these criteria, the best performingdels are presented in Table 4.1.
For each model, the statistical measures such esavthrage Variance Influence

Factors (VIFs), the results of student t-testsaiiJ each variable confidence interval
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results are given in Table 4.1. The summary oflia#ar regression analyses are
provided in Appendix B. In addition, equations 4014.5 provide the equations for

these best predictive models. The performancebkeskt linear predictive models are
also given in the form of “Target vs. Output” grapand “Residuals vs. Output”

graphs in Figure 4.1 to Figure 4.10. Lastly, thmeedir regression results of Data Set
IV is given in Figure 4.11 and Figure 4.12. As searthese plots, this model should
be used carefully because it shows a trend fordstedasticity. Therefore it can be

said that no significant relation can be obtainsithg Data Set IV.

For the best performing linear predictive models BV prediction, the average
MAPE values change between 17.4 % and 19.8 %, widchot really good
considering the applicability of these models torenoomprehensive datasets. In
other words, as there are more data to be addedpdiformance will have the
tendency to get worse. Still compared to the peréarce of predictive models to
estimate the swell percent, MBV estimation modetsknbetter. The MAPE values
of swell percent models change between 44.6% ar@gAvhich shows that either
the database is not constructed carefully consideall the variability of laboratory

experiments or the linear models cannot be usecksstully.

Table 4.1. The Summary of Linear Regression Analyse

MAPE Mean

Data Set | LR No Input Data Output Data (%) R? VIF F
Data Setl| LR1 Pl, CC MBV 174 | 0.80| 1.67 | 58.25
Data Set ll| LR2 LL, PL, Wop MBV 14.0 | 0.68| 2.60 | 65.06
Data Set lll| LR3 Pl, CC MBV 19.8 | 0.53| 1.69 | 47.06
Data Setl| LR5 A, LI?\}IE\I;’ Pdry, Swell Percent 44.6 | 0.84| 4.24 | 16.38
Data Setll| LR6 |LL, pay, Wopr MBV | Swell Percent 57.9 | 0.79 | 1.93 | 24.35

The performance of preliminary models prove tormaifficient for various datasets.
It seems that there is a need to better modelelagions to understand the swelling
behavior using simple laboratory experiments. Wtientrends in a database cannot

be modeled using regression analysis, then, instéadnple statistical approaches,
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machine learning tools can be used for modelinghénfollowing sections of this
chapter, two well-known machine learning algorithni® genetic expression
programming (GEP) and (ii) artificial neural netksr(ANN) are used for predictive

modelling.
Data Set |, MBV Prediction:

MBV =0.09¢°I + 0.1086C+ 1.25 Eqn. 4.1

Data Set I, MBV Prediction:

MBV =0.200.L — 0.22®L + 0.0Mp+ 1.6¢ Eqn. 4.2

Data Set Ill, MBV Prediction:

MBV =0.114°1 + 0.023C& 2.6z Eqn. 4.3

Data Set I, Swell Percent Prediction:

Snell Percentage=2.771A+ 0.488L- 0.5+ 12.8gQ - 0.988V - 27
Egn. 4.4

Data Set Il, Swell Percent Prediction:

Swell Percentage=0.108 L + 8.30@,, + 0.21®p+ O0.6KBBV - 25.8
Eqgn. 4.5
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4.3.GEP Models

Genex-Pro 4.3 program is used in our study to implet Genetic Expression
Programming. As previously mentioned; Dataset Itabet IlI, Dataset Ill and
Dataset IV are used at MBV prediction analysesoAldsedictive models for swelling
percent are constructed for Dataset | (subset dathDataset Il.

Different number of analyses are run for each @dtas the search of best input set.
GEP analysis and results part of the chapter coagpotdefinition of GEP structure

in use and analyses results.
4.3.1. Performance Evaluation Criteria

The analyses are evaluated according to their Mdesolute Percentage Error and
fitness values. Mean Absolute Percentage Error (AR calculated with the

function below

MAPE ="

(T -0, 100
TX_ Eqgn. 4.6

n
where

Ti: The target value

Oi: Output value

n: Number of data points

Mean Absolute Error (MAE) is used as the fitnegscfion and the equation used for

fitness calculation is given below:

f, :1000L Eqn. 4.7

1+ E

where E: Mean absolute error of an individual program cated by:
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E =%Z‘Rj —Ti‘ Eqgn. 4.8
where,

Pj: The value predicted by the individual prograrorifitness case j

Ti: The target value for fitness case |

When f=1000, the perfect fitting program is obtained.

For both GEP and ANN models, normalized datasetsuditized. The data are
normalized by using standard deviation-mean nomagabtn before they are fed into
the machine learning algorithms. Standard deviatiomean normalization is
performed according to equation 4.9.

A(D)-A

oA

A, () = Eqn. 4.9
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4.3.2. Genetic Operator Parameters

All of the genetic operators described at the mesisection of this chapter are used
during the analysis. The list of the operators #r&r parameters are presented at
Table 4.2. Sensitivity analysis are also conduatedthese parameters and it is
observed that the default parameters yield therapti solution.

Table 4.2. Genetic Operator Parameters

Genetic Operators Parameters

Mutation 0.0051
Inversion 0.1
IS Transposition 0.1
RIS Transposition 0.1
Gene Transposition 0.3

One-Point Recombination 0.3
Two-Point Recombination 0.1

Gene Recombination 0.1

Constants per gene 10

Lower Bound -10

Upper Bound 10
RNC Mutation 0.0051
Dc Mutation 0.0051

Dc Inversion 0.1

Dc IS Transposition 0.2

The remaining parameters, which are number of geiogeis, gene number, head size
and chromosome number are defined through sengitimalyses. However, in order
to define the best input set, all analyses areusing following operator parameters

before conducting sensitivity analyses:

Generation number:2000
Chromosome number:30
Gene Number: 10

v
v
v
v' Head Size:9
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In total 65 analyses are run in order to deterntiebest input set. The results of
these analyses are given in Table 4.3, Table 4#BleT4.5, Table 4.6, Table 4.7 and
Table 4.8. The best models are selected accordiniget smallest MAPE value and
fitness . Sensitivity analyses in order to deteemgeneration number, chromosome
number, gene number and head size are appliecedrest models.

The best fitting analyses are selected for seiisitianalyses. The program

designations of these analyses are:

v" For MBV Prediction;
Dataset I: GEP 9
Dataset Il: GEP 1
Dataset I1l:GEP 8
Dataset IV:GEP 7
v" For Swell Percent Prediction:
o Dataset |: GEP 4
o Dataset Il: GEP 7

o O O o
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Table 4.3. Dataset |, Genetic Expression ProgrammiBV Prediction

Dataset |
Prﬁ%r.am Inputs Output R? Fitness MAPE (%)
' Training| Testing| Training| Testing| Training| Testing
GEPJ] |LL | PL MBV 0,92 0,9t | 816,( | 791 3,1 4,C
GEPZz |LL | CC MBV 0,8: 0,97 | 768,51 | 747,¢ 4,2 4.7
GEP: | PI' | CC MBV 0,8¢ 0,87 | 807,( | 785,¢ 3,C 4,1
GEP: | PL | CC MBV 0,84 0,47 | 771,¢ | 532,¢ 4,2 12,4
GEP: |LL | A MBV 0,84 0,9C | 765,F | 874,¢ 4,C 2,C
GEPt |LL | PL | CC| MBV 0,7¢ 1,0C | 7497 | 662,F 4,1 5,8
GEP: |LL | PI | CC| MBV 0,9(¢ 1,0C | 796,71 | 771 3,5 4.4
GEP¢ |PL| PI|CC| MBV 0,7¢ 0,87 | 731,F | 832,¢ 54 2,5
GEP¢ | A |LL | PL | MBV 0,91 1,0C | 820,71 | 832,¢ 2,17 3,C

Table 4.4. Dataset lll, Genetic Expression ProgramgriviBV Prediction

Dataset Il
Zz)qgram Inputs Output R? Fitness MAPE (%)
Training| Testing| Training| Testing| Training | Testing
GEPI |LL | PL MBV 0,5¢ 0,6C | 676,5 | 716,2 7,8 6,5
GEP: |LL | CC MBV 0,57 0,7¢ | 668,% | 726,¢ 7,2 6,4
GEP: | PI| CC MBV 0,54 0,5¢ | 665,z | 766, 8,C 4.t
GEP< | PL| CC MBV 0,32 0,57 | 613,z | 725,¢ 9,2 6,€
GEP: |LL| A MBV 0,57 0,7C | 678,51 | 7342 7,3 6,C
GEP¢ |LL | PL |CC| MBV 0,5¢ 0,8% | 662, | 766,% 7,E 51
GEP: |LL| PI |CC| MBV 0,51 0,75 | 662,71 | 776,2 8,7 4.6
GEPt |PL| PI |CC| MBV 0,5¢ 0,8¢ | 691,7 | 801t 6,8 3,¢
GEP¢ | A | LL |PL| MBV 0,52 0,81 | 657,¢ | 762, 7,C 5,2

Table 4.5. Dataset VI, Genetic Expression ProgrargrMBV Prediction

Dataset IV
Pr,c\)l%r.am Inputs Output R? Fitness MAPE (%)
Training| Testing| Training| Testing| Training| Testing
GEPJ] |LL | PL MBV 0,4¢ 0,41 | 633,F | 656, | 14,¢ 10,1
GEPZz |LL | CC MBV 0,3¢ 0,41 | 619,¢ | 673,1] 19,2 8,¢
GEP: | PI | CC MBV 0,4% 0,47 | 639,6 | 693, | 18, 8,€
GEP: | PL | CC MBV 0,1C 0,11 | 556,( | 581t | 22;t 11,¢
GEP: |LL| A MBV 0,4z 0,34 | 628,( | 649,(| 17,2 11,C
GEPE |LL |PL | CC| MBV 0,4% 0,54 | 632,¢ | 696,86 | 17, 8,8
GEP: |LL | PI |CC| MBV 0,4(C 0,5¢ | 639,71 | 695,(] 17,7 7,8
GEP¢ |PL| PI |CC| MBV 0,4(C 0,4t | 628,71 | 672,i| 191 9,7
GEP¢ | A |LL |PL| MBV 0,4= 0,4t | 631,z | 671,¢ | 16/¢ 9,7

Table 4.6. Dataset Il, Genetic Expression ProgrargrMBV Prediction
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Dataset Il

I\FI)' . R2 Fitness MAPE (%)
(OF Inputs Outpu - . -
Train. | Test. Train. Test| Train.Test.
GEP1| LL|PL|CC| pary | Wopt | MBV | 0,81 0,83 764,6| 8174 4,0 3,2
GEP2| LL| PI | CC| pgry | Wopt | MBV | 0,70 0,90 704,2| 8152 56 3,3
GEP3| PL| PI | CC| pgry | Wopt | MBV | 0,80 0,93 738,0| 5474 49 2,7
GEP4| A| LL| PL| pary | Wopt | MBV | 0,64 0,89 708,8| 7871 59 3,9
GEP5| LL|PL|CC| pary MBV | 0,68 0,98 704,6| 877.2 6,0 2.3
GEP6| LL| PI | CC| pgry MBV | 0,71 0,75 716,9| 817.6 56 3,1
GEP7| PL PI | CC| pgry MBV | 0,63 0,91 697,7| 8656 57 2.4
GEP8| A| LL|PL| pary MBV | 0,56 0,81 670,5| 8223 7.8 3,4
GEP9| LL|PL|CC| Wqp MBV | 0,73 0,89 719,2| 864,8 58 2,3
GEP10|LL | Pl | CC| Wqpt MBV | 0,73 0,88 724,41 8239 52 3,0
GEP11 PL| Pl | CC| Wqpt MBV | 0,76 0,86 727,61 7993 53 3,7
GEP12| A |LL | PL| Wep MBV | 0,78 0,77 739,4| 8286 4,9 3,1

93




Table 4.7. Dataset |, Genetic Expression Programming Swell Percent Prediction

v6

Dataset |
Prﬁ%r_am Inputs Outputs R? Fitness MAPE (%)
Training | Testing| Training| Testing Training Testin
GEP1 LL PL CC | pdy Wopt | MBV | Swell Percent 0,93 1,00 839,2 707,b 8,8 18
GEP2 LL Pl CC | pdy Wopt | MBV | Swell Percent 0,87 1,00 804,0 564,4 8,9 31,0
GEP3 PL Pl CC | pdy Wopt | MBV | Swell Percent 0,82 1,00 769,0 398,7 9,7 70,6
GEP4 A LL PL Pdry Wopt | MBV | Swell Percent 0,96 1,00 867,0 814,6 4,9 6,0
GEP5 LL PL Pdry Wopt | MBV Swell Percent 0,92 | 1,00 836,6 591,3 5,3 39,5
GEP6 LL CC | pay Wopt | MBV Swell Percent 0,89 1,00 813,9 622,8 8,8 19,0
GEP7 Pl CC | pay Wopt | MBV Swell Percent 0,85 1,00 769,7 670,0 8,5 18,4
GEP8 PL CC | pay Wopt | MBV Swell Percent 0,83 1,00 796,2 46,9 12,2 386,3
GEP9 LL A Pary | Wopt | MBV Swell Percent 0,94 | 1,00 858,6 464.5 5,1 50,7
GEP10 | LL Pary Wopt | MBV Swell Percent 0,79 | 1,00 763,4 849,3 13,1 8,5
GEP11 | PL | pay Wopt | MBV Swell Percent 0,79 1,00 789,0 113,1 8,0 190,9
GEP12 | PI Pdry Wopt | MBV Swell Percent 0,88 1,00 782,5 269,0 8,7 136,3
GEP13 | CC | pdy Wopt | MBV Swell Percent 0,92 1,00 783,9 633,3 7,5 29,8




G6

Table 4.8. Dataset Il, Genetic Expression Programming Swell Percent Prediction

Dataset Il
Prﬁ%r_am Inputs Outputs R Fitness MAPE (%)
Training | Testing| Training Testing| Training Testipg
GEP1 LL| PL| CC| pay Wopt | MBV | Swell Percent 0,84 0,90 765,72 806,0 26,1 21,1
GEP2 LL| PI CC| pay Wopt | MBV | Swell Percent 0,87 0,67 805,89 802,3 20,7 24 4
GEP3 PL| PI CC| pay Wopt | MBV | Swell Percent 0,82 0,96 813,1 821,5 23,b 18,5
GEP4 A| LL| PL | pay | Wopt | MBV | Swell Percent 0,79 0,98 770,2 884,9 22,2 90
GEPS5 | LL| PL| pay | Wopt | MBV Swell Percent 0,92 0,71 838,3 837,9 1730 14,6
GEP6 | LL| CC| pay | Wopt | MBV Swell Percent 0,86 0,75 796,8 846,9 22,0 19,1
GEP7 Pl| CC| pay | Wopt | MBV Swell Percent 0,83 0,97 825,2 860,3 18,1 148
GEP8 | PL| CC| pay | Wopt | MBV Swell Percent 0,83 0,82 804,9 818,4 15,6 23,9
GEP9 | LL| A | pay | Wopt | MBV Swell Percent 0,94 0,71 842,71 803,6 17,8 22{8
GEP10 | LL | pary | Wopt | MBV Swell Percent 0,81 0,27 746,9 661,0 30,p 38,5
GEP11 | PL | pary | Wopt | MBV Swell Percent 0,83 0,46 792,0 830,0 23,4 10,7
GEP12 | Pl | pary | Wopt | MBV Swell Percent 0,81 0,91 784,0 895,3 21,6 12,3
GEP13 | CC| pdry | Wopt | MBV Swell Percent| 0,86 0,66 808,0 802,1 20,2 27,2




Sensitivity analyses concerning the aforementigoe@meters for MBV and Swell
percent predictions are given in Figure 4.13 taiFegd.18.

The final parameters of the analyses are selecsatding to sensitivity analyses. As
can be seen from the figures. Parameter selectisnahslight affect on the fitness
values. The selected parameters are given at Aable

Table 4.9. Selected Parameters from Sensitivitylyses

Gen#e(r)e{tions Chromosome # Gene # ';?;gj
Dataset | 2500 30 11 10
> Dataset Il 2500 30 5 7
g Dataset Il 2000 90 8 7
Dataset IV 100000 30 7 5
3 g Dataset | 2500 110 4 3
» & | Datasetll 5000 30 5 6
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Figure 4.17. Dataset | , Swell Percent Prediction Sensitivity Analyses



0]

Fitness

Fitness

1000

900

800

700

600

500

400

300

200

100

1000

900

800

700

600

500

400

300

200

100

Generations vs. Fitness

1
5000
Number of Generations

1 1 1 1 1
1000 150020002500 3000

Gene Number vs. Fitness

1000

900

800

700

600

500

Fitness

400

300

200

100

10000

1 L L 1 L 1 L 1 L

1 2 3 4 5 6 7 8 9
Number of Genes

~—— Training Data Set!
Testing Data Set

1000

900

800

700

600

500

Fitness

400

300

200

100

0

Chromosome Number vs. Fitness

| I I 1 L L 1 L

1 1 1
10 20 30 40 50 60 70 80 90 100 110 120
Number of Chromosomes

Head Size vs. Fitness

0

Head Size

Figure 4.18. Dataset |1 , Swell Percent Prediction Sensitivity Analyses



4.3.3. Analyses Results

The analyses are repeated using the selected paramad 5-fold cross validation is
applied. The results of the 5-fold cross validatresults and the expression tree of
the best analyses are given at appendices. Thahalyses are selected according to
testing MAPE values and the summary of these aeslyssults are given at Table
4.10.

Table 4.10. Genetic Expression Programming Results

Testing
Dataset NN No Input Data Output Data R? M(’;F;E
0

Dataset| | GEP 9 A, LL, PL MBV 0,98 8,3

Dataset Il | GEP 1 LL, PL, CCyary,Wopt MBV 0,75 14,5

Dataset Ill| GEP 3 PL, PI, CC MBV 0,58 13,2

Dataset IV| GEP 7 LL, PI, CC MBV 0,45 46,3
A, LL, PL, CC,var, Wopt, Swell

Dataset | | GEP 4 MBY yr TTop Percer 1,00 11,5

Dataset Il| GEP 7|  Pl, CCuyWop MBV | ool 078 | 221
ercer

"Targets vs. Outputs" graphs are given in Figul® 40 Figure 4.24

For the best performing genetic expression progremgpmmodels for MBV
prediction, the average MAPE values change betwW8eh % and 14.5 %, which are
moderately good considering the applicability ofedd models to more
comprehensive datasets. The MAPE values of swetlepé models change between
11,5% and 22,1%, which provide much better modwls linear regression analysis.
Even though the performance of the predicted modeks better than linear

regression, again as the dataset gets larger, statel to perform worse.
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Figure 4.19. Dataset |, MBV Prediction, Target@sitput Graph of GEP 9 Testing Data
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4.4 Neural Network Models

In our study, neural networks with 1 hidden layex ased in analyses. Number of
neurons are determined using sensitivity analysgis different neuron numbers,

such as; 3, 5, 10 and 20. The analyses givingékefliness are presented below.

v For MBV Prediction;
Dataset |: 3 neurons
Dataset II: 3 neurons

Dataset Illl: 10 neurons

O O O o

Dataset IV: 5 neurons
v For Swell Percent Prediction:
o Dataset |: 3 neurons

o Dataset Il: 3 neurons

The dataset is divided into training, cross valmatnd testing data using following
proportions, 70% for training data, 10% for croatidation and 10% for testing data.
Training data is the dataset used in training pecealidation data is used for the
performance checks of the network. Testing datéherother hand is used when the

network is desired to be compared with differentels performances.

Levenberg marquardt algorithm (Haykin, 2009) isduseéhile training the neural

network and mean square error is used as the pefwe measure. Tan-Sigmoid
function (Haykin, 2009) is used as transfer funtti8topping when the increase in
performance does not exceed le-5 for 6 validatialcutations is used as the

stopping criteria.

5-fold cross validation is used for selecting tleéwork system. Cross validation and
testing data are randomly chosen for 5 times aedbist performing network is

presented.

Neural network analyses are conducted for MBV amelSPercent predictions. All
datasets are used at MBV prediction and Datasatldset of Data 1) and Dataset |l

107



are used for swell percent determinatioimsorder to obtain the best input set, 65
different analyses are run. The input set are smleaccording to the testing sets
MAPE values. The best performing networks' inputadéiidden layer, neuron

numbers and neural network properties are presetédble 4.11.

Table 4.11. Neural network properties

NN Dataset Inbut Data Hidden # of Training Transfer
No b Layer #| neurons| Function Function
MBYV Prediction
NN1| Dataset | PI, CC 1 3 Levenberg |+, sigmoid
Marquardt
LL,PL,CC, Levenberg . .
NN2| Dataset Il DuyWop: 1 3 Marquardt Tan-Sigmoid
NN3| Datasetlll|  PL, LL 1 10 Levenberg | 1. sigmoid
Marquardt
NN4| Dataset V|  LL, A 1 5 Levenberg | 1, sigmoid
Marquardt
Swell Percent Prediction
A, LL, pary, Levenberg P
NN5| Dataset | Wop MBV 1 3 Marquardt Tan-Sigmoid
A, LL, PL, Levenberg P
NN6| Dataset Il Parys Wop MBV 1 3 Marquardt Tan-Sigmoid

The analysis results (Mean absolute performancer eand coefficient of

determination values) are presented in Table 4.12.

Table 4.12. Neural Network Analyses Results

Dataset NN Testing
NA Input Data Output Datal R? | MAPE (%)
Dataset | | NN1 Pl, CC MBV 1,00 4,2
Dataset Il | NN2 LL, PL, CC,pdry, Wopt MBV 0,88 5,0
Dataset Il | NN3 LL, PL MBV 0,28 11,5
Dataset IV | NN4 LL, A MBV 0,81 30,6
Dataset | | NN5 | LL, A, pgry, Wop, MBV SP 1,00 1,8
Dataset Il | NN6 | A, LL, PL, pary, Wop, MBV SP 0,99 20,7
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For the best performing neural network models fdB\Wprediction, the average
MAPE values changs between 5.0 % and 11.5 %, wdmehyuite good considering
the applicability of these models to more comprehendatasets. Although as the
dataset gets larger the models work worse in génémna positive effect of
introducingyqy, and wy, into the input data can be seen. The MAPE valdesvell
percent models change between 1,8% and 20,7%, hexegit neural network
analyses provide much better models, as the datgtstlarger the models work
worse. That is an indicator of database not beargitucted carefully considering all

the variability of laboratory experiments.

Training performances and "Targets vs Outputs" plggaof Dataset |, MBV
prediction (NN1) are presented in Figure 4.25 andufé 4.26. Training
performances and "Targets vs Outputs" graphs chdeatll, MBV prediction (NN2)
are presented in Figure 4.27 and Figure 4.28. rgiperformances and "Targets vs
Outputs” graphs of Dataset Ill, MBV prediction (NN&e presented in Figure 4.29
and Figure 4.30. Training performances and "Targst®utputs" graphs of Dataset
IV, MBV prediction (NN4) are presented in Figuré8%.and Figure 4.32. Training
performances and "Targets vs Outputs” graphs céideat, Swell Percent prediction
(NN5) are presented in Figure 4.33 aRidure 4.34 Training performances and
"Targets vs Outputs" graphs of Dataset Il, SweltcBet prediction (NN6) are
presented in Figure 4.35 aRjure 4.36
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Best Validation Performance is 0.13048 at epoch 4
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Figure 4.25. Dataset |, MBV Prediction, Trainingfpemance of NN1
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Figure 4.26. Dataset |, MBV Prediction, Target@sitput Graph of NN1 Testing
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Best Validation Performance is 0.34575 at epoch 5
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Figure 4.27. Dataset Il, MBV Prediction, Trainipgrformance of NN2
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Figure 4.28. Dataset Il, MBV Prediction, Target @atput Graph of NN2 Testing
Data
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Best Validation Performance is 0.59178 at epoch 2
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Figure 4.29. Dataset Ill, MBV Prediction, Trainipgrformance of NN3
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Figure 4.30. Dataset Ill, MBV Prediction, Target @utput Graph of NN3 Testing
Data
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Best Validation Performance is 0.37489 at epoch 5
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Figure 4.31. Dataset IV, MBV Prediction, Trainingrfprmance of NN4
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Best Validation Performance is 0.11152 at epoch 3
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Figure 4.33. Dataset |, Swell Percent Predictiaajning performance of NN5
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Best Validation Performance is 0.43587 at epoch 11
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Figure 4.35. Dataset Il, Swell Percent Predictitraining performance of NN6
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CHAPTER 5

SUMMARY, CONCLUSIONS AND FUTURE STUDIES

5.1.Summary

Identification of clayey soils with high swellingfential is an important engineering
problem as these soils have serious impact on tiséaisability of engineering
infrastructure. Calculating the swelling potentidla clayey soil is also challenging
as there are various factors affecting its potésti@h as environmental effects, the
mineralogy, etc. and it may be an expensive practm determine all in the
laboratory. Engineers need practical means to iigethe swelling potential of

clayey soils.

The research presented aims to determine the sggdércent of a clayey soil using
the basic soil characterization test such as Adtgriimit tests, hydrometer tests as
well as simple methylene blue (MB) tests. In addifithe methylene blue value
(MBV) is also predicted with the same soil charaste properties. Within this

scope, a database of various clayey soils with gnt@s such as Atterberg limits,
clay content and MBV is compiled from numerous teses including the results of

our own laboratory experiments.

The compiled dataset consists of 343 samples, whidafivided into four groups and
each group is used to identify different soil pndgs such as swell percent of our
own soil samples, swell percent of soil sampletect#d from Turkey, MB value of
our own soil samples, MB values of all soil sampieiected from all over Turkey
and from around the world, respectively. Datasatritains the laboratory test result
conducted within the scope of our study. 32 sampmletained from different regions
at Turkey are tested to obtain Atterberg limitgyctontents and MBVs. On a subset

of these samples (20 samples) maximum dry dergiymum water content, swell

117



percent and swell pressure tests are conducteds&ali contains both MBV's and
swell percent data, and consists of 73 data samplasset Il is comprised of 125
data, combined from laboratory test results of dampathered from Turkey only.
Finally, Dataset IV is the one consisting of 343adahich is obtained from various
sources worldwide. All the data are used for MB¥dction, on the other hand, only

dataset | and Il are used for swell percent deteation studies.

In order to understand various relationships antbegdatabase, robust multivariate
linear regression techniques are attempted fireenTadvanced machine learning
techniques genetic expression programming (GEP) atificial neural networks

(ANN) are used to model the nonlinear relationshipghe existing database to
determine (i) swell percent and (ii) MBV. The rdsuproved that machine learning
techniques proved to work well for estimation okfivwercent and MBV for samples
collected from Turkey and all over the world. Themsnary of the predictive models

is given in Table 5.1 and Figure 5.1.

Table 5.1. Summary of Predictive Models

MBYV Prediction Swell I?e_rcent
Prediction
MAPE (%) Dataset | Dataset| Dataset| Dataset| Dataset| Dataset
[ 1] 11 v | 1]
Linear 17.4 14.0 19.8 73.3 44.6 57.9
Regression
GEP 8.3 14.5 13.2 46.3 11.5 22.1
Neural 42 5.0 115 306 1.8 20.7
Networks
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Figure 5.1. Summary of Predictive Models

5.2.Conclusions

Various conclusions inferred from our study areelisas follows:

Multivariate linear regression analyses prove thag variables in the
database are not linearly correlated. The valuesexn absolute percentage
errors (MAPE) for the best predictive models for MBrediction of Dataset
I, I, NI 17.4%, 14.0%, and 19.8%, respectively darthe ones for
determination of swell percent for Dataset | andalé 44.6% and 57.9%
respectively. Therefore linear regression modely i ineffective for the
given datasets, especially for swell percent detetion.

GEP analysis results in better performances thanp#rformance of linear
regression models. The values of MAPE for the bhastlels of Dataset I, II,
lll, and IV for MBV prediction are 8.3%, 14.5%, P3%, and 46.3%,
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respectively. The ones for Dataset | and Il for tetermination of swell
percent are 11.5% and 22.1%, respectively.

ANN analyses generate the best fitting models éocttmpiled database. The
values of MAPE for the best models of Dataset,lllll and IV for MBV
prediction are 4.2%, 5.0%, 11.5%, and 30.6%, raspyg. The ones for the
determination of swell percent for Dataset |, ahdire 1.8% and 20.7%,
respectively.

The analysis results show that as the data in #wabdse grows, the
performances of predictive models gets worse. Thestaanalysis results are
obtained from the most comprehensive dataset IVisisting of 343 data
points. Which suggests that the models lack othputfinputs that current
database does not encounter for.

Machine learning algorithms product complex inputput correlations
where the models created with them will be avadatniline, providing time
efficient solutions for swell percent determinason

Even though models using only Atterberg limits atay content perform
well, when maximum dry density and optimum watenteot are used

additively, MBV prediction models performances i@se.

5.3.Future Studies

Our study emphasizes some missing aspects thdtagefully be highlighted in the

future studies.

Methylene blue test lacks a standard proceduredé&ermining MBV of
clayey soils. Therefore a standard procedure neagedveloped in the future.
To eliminate the operator errors of MB test resaltsautomated system is
needed.

Temperature and climate are two of the factorsdieétrmine swell potential.
New models that include temperature and climatéofacas a part of inputs
can be generated.
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As there are various factors affecting the accuEche data obtained from
the laboratory experiments, fuzzy based modelsdeanmsed to understand the
relations of the available dataset and predict lsmegkcent and MBVSs.
Nonlinear mathematical regression models can atésddveloped in addition
to machine learning models. It is expected thatpdgr@ormances can reach to

those of machine learning based ones at most.
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EXPERIMENT RESULTS

129



0€T

100

90
) /;7/:% /;//
70
& ///, / /
a 60 :///
c
]
E
g 50
L
-
c
o
£ 40
[
) / /
20 7
10
0 T T T T T T
00.000 00.001 00.010 00.100 01.000 10.000 100.000
Particle Diameter (mm)
. 3
Soil Clay Silt Sand Gravel Cobbles | 3
Fine I Medium I Coarse Fine I Mediuml Coarse Fine | Medium | Coarse 2

. No:1
. No:2
. No:3
. No:4
. No:5
. No:6
. No:7
. No:8

Figure A.1. Sieve Anayses and Hydrometer Test Results (1/4)
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Figure A.2. Sieve Anayses and Hydrometer Test Results (2/4)
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Figure A.3. Sieve Anayses and Hydrometer Test Results (3/4)
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APPENDIX B

LINEAR REGRESSION RESULTS

5.4.B.1. Dataset |, MBV Prediction:

REG 3

. reg MBV PI CC, level (85) robust

Linear regression Number of obs = 32
F( 2, 29)= 58.25
Prob>F = 0.0000
R-squared = 0.7957

Root MSE = 1.4566

| Robust

MBV | Coef. Std.Err. t P>|t[85% Conf. Interval]

Pl| .0962497 .0236067 4.0800.0 .0613424 .131157

CC| .1079267 .0219808 4.91 ©.000754236 .1404298

_cons| 1.254334 .6869504 1.8378.0.2385375 2.270131

vif

Variable | VIF 1NVIF

CC| 1.67 0.598417

PI| 167 0.598417
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Mean VIF |  1.67

swilk MBV PI CC

Shapiro-Wilk W test for normatdtel

Variable | Obs w \Y z Prob>z

MBV| 32 0.97745 0.752 -0590.72278
PI| 32 0.86877 4.378 635.0 0.00109

CC| 32 0.96398 1.201 0.38€.35163

5.5.B.2. Dataset Il, MBV Prediction:

REG 23

. reg MBV LL PL wopt, level(85) robust

Linear regression Number of obs = 73
F( 3, 69)= 65.06
Prob>F = 0.0000
R-squared = 0.6814

Root MSE = 1.2315

| Robust

MBV | Coef. Std.Err. t P>|t[85% Conf. Interval]

LL| .2000173 .0168855 11.85 00.0 .1754364 .2245982
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PL| -.2289242 .0542422 -4.22 00.0-.3078866 -.1499617
wopt | .0127079 .0081173 1.572R.1 .0008912 .0245245
_cons| 1.696933 1.033518 1.640%.1 .1924006 3.201466
vif
Variable | VIF 1NVIF
+
PL | 3.42 0.292316
LL| 2.62 0.381291
wopt| 1.74 0.573867
+
Mean VIF| 2.60

swilk MBV LL PL wopt

Shapiro-Wilk W test for normaitel

Variable | Obs w \Y

z Prob>z

MBV| 73 0.98188

LL| 73 0.97141
PL| 73 0.96496

wopt| 73 0.69589

1.154 (@310.37743

1.821 (@63 0.09576

2.232 50.7 0.04006

19.368 66.4 0.00000
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5.6.B.3. Dataset Ill, MBV Prediction:
REG 3
. reg MBV PI CC, level (85) robust
Linear regression Number of obs = 125

47.60

F( 2, 122)

Prob>F = 0.0000

R-squared = 0.5046

Root MSE = 1.7683

| Robust

MBV | Coef. Std.Err. t P>|t[85% Conf. Interval]

Pl| .1142464 .0162389 7.0400.0 .0907219 .1377709

CC| .0226243 .0125502 1.80 4€.07.0044434 .0408053

_cons| 2.61919 .4754603 5.510@.0 1.930413 3.307967

vif

Variable | VIF 1NVIF

CC| 1.69 0.591436

PI| 1.69 0.591436

Mean VIF |  1.69

swilk MBV PI CC
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Shapiro-Wilk W test for normaltda

Variable | Obs W \% z Prob>z

MBV| 125 0.97360 2.630 2.170.01496
PI| 125 0.80476 19.448 68.6 0.00000

CC| 125 0.98519 1.476 ©.8D.19117

5.7.B.4. Dataset |V, MBV Prediction::

REG 1

. reg MBV LL PL, level(85) robust

Linear regression Number of obs = 342
F( 2, 339)= 103.70
Prob>F = 0.0000
R-squared = 0.3782

Root MSE = 2.5193

| Robust

MBV | Coef. Std.Err. t P>|t[85% Conf. Interval]

LL| .1588111 .0128599 12.35 00.0 .1402568 .1773654

PL| -.2041947 .0361478 -5.65 00.0-.2563487 -.1520407

_cons| 1.414536 .5580012 2.541D.0 .6094517 2.21962
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vif

Variable | VIF 1INVIF

LL| 4.01 0.249592

PL| 4.01 0.249592

Mean VIF| 4.01
swilk MBV LL PL
Shapiro-Wilk W test for normaitel

Variable | Obs w \Y z Prob>z

MBV | 342 0.94705 12.674 ©990.00000
LL| 342 0.97185 6.738 0B5 0.00000

PL| 342 0.96091 9.357 82.2 0.00000

5.8.B.5. Dataset I, Swell Percent Prediction:

REG 8

. reg Sper A LL PL DW MBYV, level(85) robust

Linear regression Number of obs = 20
F( 5, 14)= 16.38
Prob >F = 0.0000
R-squared = 0.8425

Root MSE = 1.9008
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| Robust

Sper| Coef. Std. Err. t tP>|[85% Conf. Interval]

A| 2771119 1.357203 2.0460.0 .70397 4.838268

LL| .4876147 .093127 5.24 00.0 .3457734 .6294559
PL| -.5225423 .1655015 -3.16 00.0 -.7746169 -.2704677
DW/| 12.81028 6.728957 1.9076.0 2.561438 23.05912
MBV | -.5590666 .3657077 -1.53 491 -1.116074 -.002059

_cons | -27.79408 13.35517 -2.085®.0-48.13527 -7.452892

vif

Variable | VIF 1VIF

LL| 7.77 0.128692
MBV| 4.83 0.206868
PL| 4.43 0.225858
DW| 2.78 0.359372

A| 1.41 0.711400

Mean VIF| 4.24

swilk Sper A LL PL DW MBV
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Shapiro-Wilk W test for normadtel

Variable| Obs w \Y, z Prob>z

Sper| 20 0.64230 8.467 0%.30.00001
Al 20 0.78627 5.059 63.2 0.00054
LL|] 20 0.93355 1573 189 0.18070
PL| 20 0.96524 0.823 93.3 0.65283
DW| 20 0.97247 0.652 €38 0.80588

MBV| 20 0.94687 1.258 @24 0.32207

5.9.B.6. DataSet li, Swell Percent Prediction:

REG 28
. reg Sper LL DW wopt MBV, level(85) robust

Linear regression Number of obs = 73
F( 4, 68)= 24.35
Prob>F = 0.0000

R-squared = 0.7887

Root MSE = 3.7998

| Robust

Sper| Coef. Std. Err. t P>|{85% Conf. Interval]

LL| .1080296 .0700903 1.54 281 .0059796 .2100796

DW/| 8.300297 5.504735 1.5136.1 .2855164 16.31508
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wopt | .2188653 .0293519 7.4600.0 .1761295 .261601
MBV | .6734742 .3035222 2.22 0.03.2315521 1.115396

_cons | -25.87537 9.655891 -2.6809.0-39.93415 -11.81659

vif

Variable | VIF 1NVIF

LL| 2.89 0.346115

MBV| 2.36 0.423196

wopt| 1.36 0.736515

DW| 1.09 0.916518

Mean VIF|  1.93

swilk Sper LL DW wopt MBV

Shapiro-Wilk W test for normaitel

Variable | Obs w \Y z Prob>z

Sper| 73 0.65567 21.930 386.7 0.00000

LL| 73 0.97141 1.821 @63 0.09576

DW| 73 0.92698 4.651 583 0.00040

wopt| 73 0.69589 19.368 66.4 0.00000

MBV| 73 0.98188 1.154 (@310.37743
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APPENDIX C

GENETIC EXPRESSION PROGRAMMING AND KARVA
LANGUAGE PROGAM CODES

5.10. C.l1l.Data Set I, MBV Prediction, Runl Analysis Outpt Karva

Language

Tan.cl.Acot.X3.d1.c3.d1.d1.d1.¢5.d1.d0.d0.d1.da@dl.d2.c0.d1.c4.d1.d0.d0.c8.d1.c3.d0.c1.d2.dd1dd0.d0.c9.d1.c6.d2.
do

Coth.c9.Cosh.c1.d0.Csch.Add3.*.Sec.Add3.d1.d1.dd0d68.d2.d1.d1.d1.d0.d0.d0.d2.d0.c4.d2.d0.d2.cdd1la84.d1.¢c6.d2.d0.
d2.c0.d1.c8

Tan.c1l.Add4.c4.d1.d2.Mul3.d2.*.X5.d1.d2.d1.c0.d1c8312.d1.d0.d1.c8.d2.d0.d0.c8.d0.d1.¢c8.d0.d2.d2d@1 .d1.c6.d1.c6.d
1.c9

Log.Cosh./.*.+.c9.d2.Cot.-.c4.c9.d2.c8.d2.c9.dHt52.d2.d2.d2.c6.d1.c5.d1.d1.c2.c1.d2.d2.d2.022df0.d2.c8.c6.d1.cO

E.Sin.dO.-
.d2.Tanh.d0.Sinh.Mul4.d2.d2.c4.d0.d1.d1.d2.c2.dd@#0.c2.d2.d1.d1.c2.c2.d2.c6.d1.d0.d0.d2.d0.af2dd0.d0.d1.d2

Coth.-.+.+.d0.+.Abs.c4.+.Add3.d2.c0.d2.d2.c2.dXd210.c7.d1.d1.d1.d0.d1.d2.d0.c5.c3.c2.d2.c7.dlaf.c8.c0.c3.d2.c6

Atan.d1.Cos.c0.c1.d2.Neg.Csch.d2.d1.d2.d0.d2.aBeRB.d1.c4.d2.¢3.d0.d0.d2.d1.d2.d1.d0.c1.d1.df0dd7.c7.d2.d2.c6.c0.
d1.do

Log.-.d1.c8.3Rt.Sech.Sech.E.*.-.d1.d2.c7.d1.d231#2:d1.d1.c2.d0.d0.c0.d1.d0.d0.d1.d0.c0.d0.dac1.d0.d0.c2.c1.d1
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Log.-.d1.c8.3Rt.Pi.Sech.d0.+.d2.d2.c2.d0.c4.d21d@cd0.d1.d0.c0.c1.¢7.d0.d2.d0.d1.d2.c1.d0.d2ad9ct1.¢6.d0.d2.c0.c4

E.d1.Exp.Sin.-

Atan.d2.X2.X4.c7.d1.c6.d0.d0.d1.d0.d0.d2.d2.d@lt21.d1.d0.d0.c9.¢9.¢0.c7.¢5.d0.c6.d2.d0.d2.aRadl.d0

Mul4.c9.c4.Csch.Div4.Mul4.d2.c1.¢8.+.¢3.d1.d0.c2@7c0.d0.d2.c7.d2.d1.c8.c5.d0.c9.c1.d1.c4.d2.dB3d¥.c4.c3.c7.d1.c5

.d1.d2

Numerical Constants:

Gene 1 Gene 2 Gene 3 Gene 4 Gene 5
c0 =0.465118 c0 =-2.08728 c0 =0.049499 c0 =233 c0 =7.532166
cl =8.69928 ¢l =-0.816437 cl =-1.304046 cl 8911 ¢l =6.452209
€2 =-2.919434 c2 =-3.552124 €2 =-9.914063 c253692 c2 =-3.397919
€3 =-6.934479 €3 =-9.043609 €3 =8.037139 c3. 768036 €3 =-2.674072
c4 =-2.283844 c4 =-4.226165 c4 =5.765351 c4.204551 c4 =8.512573
c5 = 3.65213 c5 =-4.388031 c5 =5.008728 c5 =788 c5=-6.029174
c6 =-0.516846 c6 =-0.223388 c6 =-3.519928 c667Z 6774 c6 =9.010803
c7 = 3.565918 c7 =-3.782715 c7 =9.640747 C7 74464 €7 =0.295135
€8 =9.780915 €8 =-8.240997 €8 = 7.134063 c8204132 €8 = 8.892456
€9 =-3.299774 c9 =-9.656891 €9 = 3.915253 €9.61:3488 c9 = 8.402313
Gene 6 Gene 7 Gene 8 Gene 9 Gene 10

c0 =-3.628174 c0 = 0.495392 c0 =-0.683167 cB61396 c0 =-9.524536
cl =3.227722 cl =7.758209 ¢l =0.533386 cl =16967 cl =-3.848786
c2 =1.813019 c2 =-0.241211 c2 = -8.459991 €2.831061 €2 =-9.914063
€3 =7.268677 €3 =4.034881 €3 =-5.631439 c363H439 €3 =9.492401
c4 = 4.654755 c4 =9.010803 c4 =3.162109 c4 2486 c4 =0.52356

c5 =-5.380859 c5 =5.160186 ¢5 = 0.572205 c5 #2265 c5=-5.318512
c6 =-5.900788 c6 = -4.287506 c6 =-0.271057 6623867 c6 = 6.196014
€7 =-9.21344 c7 =-8.943329 c7 =-5.570648 €7.883918 c7 =-3.982514
€8 = -6.639282 €8 = 8.512573 €8 =-2.707764 c8. 702764 €8 = -9.559631
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c9 =-5.31604 €9 = 3.047424 c9 =-3.299682 c9 2674975 €9 =-9.621491
Gene 11
c0=-8.925415 ¢3=6.934418 c6=-8.191711 cB8F31
c1=-1.168823 c4=-6.019531 c7=5.818451
€c2=-3.531494 ¢5=-0.151489 c8=1.61615

5.11. C.2. Data Set Il, MBV Prediction, Runl Analysis Ouput Karva

Language

d0.d0.Div4.d2.d0.d4.3Rt.d4.d3.c1.d1.c8.d0.c2.c2dd2.d0.d2.c4.d1.d4.d3.d2.d0.d0.d4.d2

E.d3.d1.c8.d4.d4.d4.d3.d0.d3.d4.d4.c1.d1.d3.d4aRldd4.d4.c4.d4.d3.d4.d0.d1.d4.c5

Sqrt.X4.Csch.5Rt.Sqgrt.Abs.+.c7.d1.d1.d2.d3.d0.c2@#0.c3.¢8.d3.c2.c0.¢5.d0.c6.d0.d3.d2.c8

Sinh.Sinh.5Rt.Csch./.-.d1.c6.d2.d4.d1.c2.c0.c5@t3dd2.c6.d3.d1.c2.c9.d3.d2.c6.d3.c6.c9

Sec.4Rt.Cosh.Pi.X4.X5.*.d0.d0.c7.d1.c7.d4.d4.de®22.c6.d3.d0.c2.c1.d3.c7.c2.d3.c1.d1

Numerical Constants:

Gene 1 Gene 2 c0 =-3.907319 cl =6.610657 Gene 5
c0 =-8.541504 c0 =3.309784 cl =-3.695801 c2 =9.218017 c0 = 3.30978
cl =-3.985138 cl =-8.94983 c2 =-1.720856 c3 =2.481476 cl=-9.43143
c2 =4.482513 c2 =-3.656098 c3 =-4.633423 c4 =-3.907319 c2 = 2.44846
c3 =7.253723 c3 =-4.242187 c4 =7.489349 c5 =1.76355 c3 =-4.24219
c4 =0.484772 c4 =-3.861817 c5 =3.831055 c6 =-6.177032 c4=-3.77295
c5 =2.345367 c5 =3.831055 c6 =5.747132 c7 =-6.768524 c5 = 3.83106
c6 = -6.825562 c6 =-3.157623 c7=1.112518 c8 =8.97617 c6 =-3.15762
c7 =-6.230774 c7 =0.525696 c8 =9.651978 c9 =9.30829 c7 =-8.36145
c8 =8.433868 c8 =6.270538 c9 =-1.726349 c8 =-4.89713
c9 = 3.970002 c9 =-6.233062 c9 =-2.42215
Gene 4
Gene 3 c0=1.661713
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5.12. C.3. Data Set lll, MBV Prediction, Run3 Analysis Ouput Karva

Language

Neg.d1.Asec.d2.Asec.Sinh.d2.c2.d1.d2.c5.¢4.d0.da®.c3.d1.d1.c7.d1.d1.d1.c0.c6.d1.c7.d0

*.d1.Sec.+.Tanh.c8.d0.d1.d1.d2.d1.c7.d1.d2.d2.d@1dd1.d0.d0.d1.d1.c6.d0.d2.d2.d0.cO

Sin./.Mul4.d0.d1.Sin.-.d0.d1.d2.d2.d0.d2.d0.c9.621di.d2.d1.d0.d0.d1.c2.c2.d0.d0.d1.d2

*.Sec.d1.-.c9.c4.Neg.c2.d0.d1.d2.c1.d2.d0.c2.c02c22.d1.d2.d0.d1.c1.c4.c7.d2.c8.c6

d1.Sech.d0.Tanh.Atan.d0.c9.c4.d1.d1.d2.d2.d2.df2dfl..d2.c2.d1.d2.d0.d1.c0.c2.c2.d2.c1.d2

Sin./.Mul4.d0.d1.Sin.-.d0.d1.d2.d2.d1.c4.d1.d0.fk8.d1.d1.c8.d2.d1.d1.c8.d1.c9.c2.d2

*.d1.Sec.Tan.E.Tanh.Log.c0.d2.d1.d1.¢3.d0.d0.c80164.d1.d1.c7.d0.c7.d2.d0.d1.d0.d0.d2

Mul4.-.Tan./. Tan.Neg.4Rt.c8.c2.c3.d1.d2.¢9.d0.d 5@ 1.d0.d1.d1.d2.d0.d2.d0.d1.d2.d0.d1

Numerical Constants:

Gene 1 Gene 2 Gene 3 Gene 4
c0 =-0.313751 c0 =-9.300293 c0 = 4.602448 c0 =-5.905396
cl =6.688782 cl1=1.81958 ¢l =8.000335 cl =4.169677
c2 =6.908417 c2 = -9.355957 c2 =-7.283203 c2 =-1.659638
¢3 =-5.035553 c3 =-9.406525 c3 = 3.992737 c3=8.321777
c4 = 6.856812 c4 = 6.968995 c4 =1.214874 c4 =-1.382141
c5 = 8.826569 c5 = -6.933777 ¢5 =-0.640289 c5 = 9.290588
c6 =-1.037109 c6 =-6.287384 c6 =-0.007354 c6 =-4.096618
c7 = 3.641297 c7 =-9.824097 c7 =-9.624756 c7 =-0.029937
c8 =-4.01416 c8 = -0.020111 c8 =7.21643 c8 =-8.575073
c9 = 2.769013 c9 = 9.204406 c9 = 9.409485 c9 =-5.379974
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Gene 5
c0 =-2.325867
cl =-2.418487
c2 =3.840729
¢3 =5.900605
c4 =0.513214
c5 = 8.826569
Cc6 = -2.135528
c7 = 6.032867
€8 = 6.494232
c9 =-0.916474

Gene 6
c0=0.187164
cl =5.288727
c2 =5.210846
€3 =3.992737
c4 = 4.550415
c5=-9.071014
€6 =-9.023773
C7 =-7.717255
€8 = 3.272491
€9 = 9.550903

Gene 7
c0 =5.07788
cl =6.170623
c2 =-6.964417
c3 = 0.850952
c4 = 8.406952
c5=-5.811829
€6 = 6.052978
Cc7 =-7.708435
€8 = 3.410492
€9 =-5.210968
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Gene 8
c0 =-7.461487
cl =-4.392029
c2 =-2.912598
€3 =-7.998749
c4 =-5.341247
c5 =-9.148254
Cc6 =-7.74115
c7 = 3.299804
c8 = -6.321594
c9 =0.884735



5.13. C.4. Data Set IV, MBV Prediction, Run3 Analysis Ouput Karva

Language

Asin.Atan.Sech.*.Sech.d0.d2.d1.d1.d2.d0.c7.c6.c89%cd2.d1.d1.c1.d2

**.Exp.-.Exp.c6.d0.c0.d2.d0.d1.d0.d1.c6.d1.d1.6210.c4.c4

+

Cos.Nop.-.Nop.c8.d1.c8.c9.d0.d0.c4.¢c0.d0.c0.c52d5dd0.d2.d1

+

d1.d1.E.-.d1.d1.c6.c0.d2.d2.d1.c6.d1.c0.c4.d1.ddid4.c5

Nop.Csch.Csch.Cos.d1.d1.c7.c7.d2.d0.d2.d1.d0.c2d2.d1.d2.d0.d0

+

Csch.c5.d0.c4.¢0.d2.d0.d0.c0.d0.d2.d1.c1.d1.d LdBal0.c1.d2

Csch.Sub4.c1.Div3.X4.c3.d0.d0.d2.d0.c9.d1.c6.cax@9.cl.cl.c4.c9

Numerical Constants:

Gene 1 Gene 2 Gene 3 Gene 4

c0 =-6.575012 c0=2.667908 c0=0.691773 c0 =-1.649323
c1 =3.318603 cl1=3.965149 cl =-7.633484 ¢l =5.250763
c2 =-8.74997 c2=3.016845 c2 =6.413727 c2 =-8.04898
c3=-9.858826 ¢33 =-1.113006 c3=1.268982 c3=-6.571106
c4 =-1.873627 c4 =8.199463 c4 =-6.42279 c4=5.317138
c5=3.019073 c¢5=5.209564 c5 =9.51947 ¢c5=-8.196319
c6 =1.098571 c6 =-3.265503 c6 = 8.669953 c6 =-3.675263
c7 =-5.628906 c7 =1.540497 c7 =-3.433624 c7 =-0.869202
c8 =-5.4841 c8 =-9.672089 c8 =-8.939454 c8 =9.25235
c9 =1.402954 c9 =-4.545502 c9 =-2.688019 c9 = 2.669556
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Gene 5

c0 =2.913422
cl =9.155761
c2 =-6.628479
c3 =-4.809662
c4 =-7.616821
c5=-3.72757
c6 = 7.280578
c7 =-3.045623
c8 = -7.556091
€9 =-2.633392

Gene 6
c0 =7.169128
cl =-1.29956
c2 =-4.955018
c3 =-4.571228
c4 = -4.053375
c5 =-1.304413
c6 = 2.587891
c7 =0.529755
€8 =-5.496704
c9 = 8.351044

Gene 7
c0 =-1.313293
cl =9.738404
c2=-1.191131
c3 = -3.695496
c4 =1.937134
c5 =-1.529877
c6 = -0.865265
c7 =7.912995
€8 =-0.496033
€9 = 9.909546
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5.14. C.5. Data Set I, Swell Percent Prediction, Run4 Angsis Output

Karva Language

Asec.+.X5.¢6.d4.d1.d0.c3.d4.c2.d4.d1.d4

Coth.+.Sinh.d1.¢7.¢3.d0.c0.d4.c4.d2.c8.d5

Coth.+.Sinh.d4.¢0.d2.d0.c5.¢3.c2.d1.c0.d5

Sech.-.4Rt.d1.c6.d2.c7.d2.d0.c9.d1.d3.d2

Numerical Constants

Gene 1
c0 =5.813965
cl =4.766022
c2 =1.746948
c3 =-0.589386
c4 =-1.678101
c5 =8.102325
c6 = 9.505341
c7 =8.257599
c8 =2.715393
€9 = 9.951294

Gene 2
c0 =-2.2836
cl =-6.104766
€2 =9.612122
€3 =0.369751
c4 =1.743714
c5 =-6.968812
c6 =-8.590302
c7 =-1.598663
c8 = -0.435638
c9 = 8.638947

Gene 3
c0 =-1.71463
cl =9.782288
c2 =-5.266113
€3 =4.917878
c4 =2.231109
c5 =-2.119567
c6 = 8.495911
c7 =7.358459
c8 = 9.514526
c9 =-3.960328
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Gene 4
c0 = 6.262756
cl =-1.523315
€2 =8.931611
c3 =-3.804596
c4 =7.085601
c5 =8.215393
c6 = 8.166534
c7 =3.226501
c8 =-9.132629
c9 =-5.459351



5.15. C.6. Data Set II, Swell Percent Prediction, Run5 Aalysis Output

Karva Language

Sinh.Div4./.-.Inv./.d1.¢9.¢3.d0.d1.c6.d0.d1.d2.49d@.d4.d4.d0.c4.d2.d4.d2

Div4.Coth.Sub3.Exp.Sub4.+.d0.d2.¢9.d0.c3.c6.d031d@3ic1.d0.d1.d4.d1.c2.d4.d3.d0

+

Div3.Sech.-.Inv.Sin.d0.c6.¢7.c9.d2.d0.c0.d1.d0 23i2.c1.d0.d3.d0.d2.d2.d0.d0

Sin.Div4./.-.Inv./.d1.c2.c1.d0.c2.d1.d4.d1.d0.d1df1c3.d1.c2.d2.d0.d3.c6

Sin.5Rt.d3.d3.¢3.Pi.c2.c6.c0.c8.d1.d4.d3.c1.d11d60dc4.c2.d2.¢1.d0.d3.d4

Numerical Constants

Gene 1

Gene 1
c0 =-5.820923
¢l =0.666779
€2 = 3.730683
€3 =5.581818
c4 =-0.35672
c5 = 2.134002
c6 =-0.71402
c7 =5.104156
c8 =-2.706177
c9 =-4.301025

Gene 2
c0 =-1.056274
cl =9.129577
c2 =-5.227691
€3 =3.317108
c4 =-7.241302
c5 =0.508484
c6 = 9.300689
c7 =-5.599609
€8 =9.965882
c9 =-6.786621

Gene 3
c0 =-2.241272
cl =3.286316
c2 =6.863617
€3 = 6.89206
c4 =-5.599609
c5 =9.169433
c6 =5.797852
c7 =-2.049743
c8 =-2.241272
c9 =-1.126709

157

Gene 4
c0=1.457733
cl =4.73999

c2 =-0.012329
€3 = 4.496155
c4 =1.251007
c5 =-8.398041
c6 =-9.778778
Cc7 =6.82251
c8 = 9.566132
c9 =-0.223022

Gene 5
c0 = 6.620606
cl =-0.591522
€2 =7.294159
€3 = 5.206695
c4 =-1.372375
c5 =9.07077
c6 =0.014129
c7 =5.955658
c8 = -7.490601
€9 = 5.974152



Where;

Addition +
Substraction -
Multiplication *
Division /
Power Pow
Square Root Sqrt
Exponential Exp
10° Pow10
Logarith of base 10 Log
Inverse Inv
Absolute value Abs
Negation Neg
No operation Nop
X Of the power of 2 X2
X Of the power of 3 X3
X Of the power of 4 X4
X Of the power of 5 X5
Cube root 3Rt
Quartic root 4Rt
Quantic root S5Rt
Addition with 3 inputs Add3
Substraction with 3 inputs| Sub3
Multiplication with 3 inputs | Mul3
Division with 3 inputs Div3
Addition with 4 inputs Add4
Substraction with 4 inputs| Sub4
Multiplication with 4 inputs | Mul4
Division with 4 inputs Div4
Number Pi Pi
Euler's number E
Sine Sin
Cosine Cos
Tangent Tan
Cosecant Csc
Secant Sec
Cotangent Cot
Arcsine Asin
Arccosine Acos
Arctangent Atan
Arccosecant Acsc
Arcsecant Asec
Arccotangent Acot
Hyperbolic Sine Sinh
Hyperbolic cosine Cosh
Hyperbolic tangent Tanh Hyperbolic secan Sech
Hyperbolic cosecant Csch Hyperbolic cotangent Coth
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