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ABSTRACT

AERODYNAMIC MODELLING AND OPTIMIZATION OF MORPHING WINGS

Koérpe, Durmus Sinan
Ph.D., Department of Aerospace Engineering

Supervisor: Prof. Dr. Serkan Ozgen

September 2014, 117 pages

This thesis deals with aerodynamic optimization of morphing wings under
performance and geometric constraints. In order to perform the optimization process,
flow solvers computing aerodynamic lift and drag were developed as a function
evaluator. A gradient based optimization method was used in order to develop the

optimization algorithm.

Three dimensional panel method solver was developed in order to obtain lift,
pressure drag and induced drag values for a finite wing. Obtained results were
compared with different solvers. Compared results were in agreement for low to
moderate angles of attack. Two dimensional boundary layer solver was developed in
order to obtain the skin friction drag for each strip along span. The boundary layer
results were compared with another solver for different angle of attack values and

agreement in the results was observed at low to moderate angle of attack values.

Optimization solver was developed by using the generalized reduced gradient
method. A benchmark structural optimization problem was solved by using this

solver and results were compared with the results in the literature.



Morphing wing optimization process started with a fixed wing optimization problem
for a certain cruise velocity at steady level flight for the baseline wing. Fixed wing
optimization was performed for three cases that are only airfoil shape change, only

planform change and combined airfoil shape and planform change.

After that it was assumed that materials and mechanisms for morphing that were
used for another study in the literature were available and the morphing optimization
problem was defined according to them. Similar to fixed wing optimization, the
process was performed for only airfoil shape change, only planform change and
combined airfoil shape and planform change. The optimization problem was solved
for velocities less and greater than the cruise velocity and drag polar curve of the
morphing wing was obtained. According to the results, remarkable drag reductions
were obtained that is expected from a morphing wing. Nevertheless, drag reductions
obtained with only planform morphing are significantly higher than those obtained

with only airfoil shape morphing.

Keywords: Panel Method, Boundary Layer Flow, Generalized Reduced Gradient
Method, Morphing Wings, Aerodynamic Optimization.
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0z

SEKIL DEGISTIREBILEN KANATLARIN AERODINAMIK ACIDAN
MODELLENMESI VE ENIYILEMESI

Koérpe, Durmus Sinan
Doktora, Havacilik ve Uzay Miihendisligi Bolimii

Tez Yéneticisi: Prof. Dr. Serkan Ozgen

Eyliil 2014, 117 sayfa

Bu tez, performans ve geometrik kisitlamalar altinda sekil degistirebilen kanatlarin
aerodinamik eniyilemesi ile ilgilidir. Eniyileme islemini gerceklestirmek igin,
aerodinamik kaldirma ve slirlikleme degerlerini hesaplayan akis c¢oziiciileri
gelistirilmistir. Eniyileme ¢oziistinii gelistirmek icin, gradyan temelli bir eniyileme

metodu kullanilmistir.

Uc boyutlu panel yoéntemi c¢oziiciisii sonlu bir kanat igin kaldirma, basing
stiriiklemesi  ve indiiklenmis siiriikleme degerlerini elde etmek amaciyla
gelistirilmistir. Sonuglar diger ¢oziiciilerin sonuglari ile karsilagtirilmistir. Elde edilen
sonuglar diisiik ve orta mertebedeki hiicum acis1 degerleri i¢in uyumludur. iki
boyutlu sinir tabaka ¢oziiciisii kanat acikligi boyunca her bir dilim i¢in siirtiinme
siiriklemesi degerlerini elde etmek amaciyla gelistirilmistir. Sinir tabaka
¢oOziiciisiinden elde edilen sonuglar baska bir ¢oziiciiden elde edilen sonuglar ile
karsilastirilmis, diisiik ve orta mertebedeki hiicum acilarinda sonuglarin uyumlu

oldugu gozlenmistir. Eniyileme i¢in genel indirgenmis gradyan yontemi algoritmasi
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gelistirilmistir. Literatiirde bulunan 6rnek bir yapisal eniyileme problemi ¢oziilmiis

ve sonuglar literatiirdeki diger sonuglarla karsilagtirilmigtir.

Sekil degistirebilen kanat eniyilemesi diiz ve sabit hizli bir ugus icin bir sabit
kanadin seyir hizinda eniyilemesi ile baslamistir. Sabit kanat eniyilemesi, sadece
profil sekli degisimi, sadece kanat sekli degisimi ile profil sekli ve kanat sekli

degisimi birlikte olmak iizere ii¢ sekilde yapilmistir.

Daha sonra, literatiirde bulunan bir ¢caligmadaki sekil degistirmeyi saglayan malzeme
ve mekanizmalarin mevcut oldugu varsayilarak, sekil degistirebilen kanat eniyileme
problemi tanimlanmistir. Sabit kanat eniyilemesine benzer sekilde sekil
degistirebilen kanat eniyilemesi de sadece profil sekli degisimi, sadece kanat sekli
degisimi ile profil sekli ve kanat sekli degisimi birlikte olmak iizere li¢ sekilde
yapilmistir. Eniyileme problemi seyir hizinin altindaki ve iistendeki hizlar igin
¢oziilmiis ve bu sayede sekil degistirebilen kanadin siiriikleme kuvvet degerleri elde
edilmistir. Sonuclara gore, sekil degistirebilen kanadin beklentilere uygun olarak,
kayda deger 6lciide diisiik siiriikleme kuvveti {irettigi gozlenmistir. Bununla beraber,
kanat sekli degisimi ile elde edilen siirlikleme kuvveti azalmasi, sadece profil sekli

degisimi ile elde edilenden belirgin bir sekilde fazladir.

Anahtar Kelimeler: Panel Metodu, Sinir Tabaka Akisi, Genel indirgenmis Gradyan

Yontemi, Sekil Degistirebilen Kanat, Aerodinamik Eniyileme.
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CHAPTER 1

INTRODUCTION

1.1 Background of the Study

In history, mankind was always inspired by nature. He admired the creatures that can
act unlike him and tried to mimic especially the flying creatures, birds. Apart from
mythological stories, human controlled flight in the modern sense officially began in
1903. However, before this, many attempts for controlled flight occurred and

inspiration from birds in these attempts was an obvious fact.

In 1890, Clement Ader designed a flying machine that can change its shape during
flight, which can be seen in Figure 1.1. In his report, Scout aircraft, which is a model

that is defined by him, is defined as follows [1]:

“Whatever category airplanes might belong to, they must satisfy the following
general conditions: their wings must be articulated in all their parts and must be
able to fold up completely... When advances in aircraft design and construction
permit, the frames will fold and the membranes will be elastic in order to diminish or

increase the bearing surfaces at the wish of the pilot...”

In July 1899, Wilbur Wright used a set of cables in order to warp (twist) a biplane
kite whose span was five feet, which is shown in Figure 1.2. In 1902, Wright
brothers discovered how to overcome adverse yaw effect of a twisted wing by
designing a moveable vertical rudder and connecting its control system to the
twisting system so that the aircraft was easy to control. Use of such a system in
aircraft is accepted as a more important contribution than powered flight performed

by them in 1903 according to some aviation historians [2].
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Figure 1.2 Wright brothers’ kite with control sticks (top), Wing twisting (bottom) [2].

Most of the early flying machines used wing warping with morphing mechanisms to
maneuver. Obviously, this required complex mechanisms and manpower to operate,
which rendered them highly inefficient. After the first powered flight, aviation
mainly focused on military purposes, such as reconnaissance and bombing [3]. These

military objectives drew the roadmap of today’s aviation. As hunter-prey relationship



in the air was uncovered, customers of flying machines demanded to overcome their
enemies. Aircraft designers started to give up using wing shape changing systems
due to lack of appropriate materials and actuators and high energy that is required by
them in order to meet the customer requirements for manned flying machines.
Replacement of wing warping with energy efficient ailerons is an outcome of this

situation [4].

Among early attempts to change planform during flight, one may mention G.T.R
Hill’s Pterodactyl IV, in Figure 1.3, which had a variable sweep between 4 to 75
degrees, and Ivan Makhonine’s MAK-10, in Figure 1.3, which had a telescoping
wing that could increase its span by 162% [1]. These airplanes both flew in 1931.

Figure 1.3 Pterodactyl IV (left) [1], MAK-10 (right) [5].

In 1937, BAKSAEV LIG-7, in Figure 1.4, which had telescoping wing sections that
could extend the chord in the inner 2/3 of the half span when high lift was required
and could fully retract into fuselage, was tested and no serious control problems were

encountered [1].



Figure 1.4 BAKSAEYV LIG-7 [1].

As it is known, aviation is developing with the investments for fulfilling military and
civilian demands. As a result, the most applicable wing shape change, i.e. sweep
change applications were implemented not only to experimental fighter aircraft such
as Grumman XF10F Jaguar, first flight in 1952 and Dassault Mirage G, first flight in
1967, [1] but also fighter aircraft that were mass produced such as the F-111, in
Figure 1.5, last example retiring in 2010 [6] and Tornado F3, in Figure 1.5, which
will operate until 2020 with these Royal Saudi Airforce [7].

Figure 1.5 F-111 at different sweep phases (left) [8], Tornado F3 (right) [7].

In short, Aviation adventure of mankind was always inspired by the flight of birds.
However, during the progress in aviation, wings of the birds cannot be fully
mimicked due to lack of advanced materials and mechanisms. This situation brought

the world into today’s current aircraft configurations, which are designed and



optimized for one or only a few flight conditions with fixed wing geometry. Contrary
to this, due to success in advancing smart materials, including sensors, actuators, and
their associated support hardware and micro-electronics in recent years, there has
been a growing interest in shape changing, morphing, wings [9]. In general,
morphing wing applications are developed by implementing them on unmanned air
vehicles (UAV). The ability of wing morphing promises the following
improvements: improved performance covering the entire flight envelope,
simplification of conventional control surfaces and their mechanisms, improvement
of the quality of the flow field surrounding the vehicle which will result in drag
reduction and lift increase, reduction of manufacturing costs, reduction of the vehicle

empty weight, hence improved payload capacity and fuel economy [9].

In 2003, the Defense Advanced Research Projects Agency (DARPA) announced the
Morphing Aircraft Structure (MAS) program, which would end in 30 months, with
three contractors that are Lockheed-Martin, Hypercomp/NextGen and Raytheon
Missile Systems. The goals of the program were to develop morphing wing
structures and air vehicle systems that would provide aerodynamic performance,
flight control and operational effectiveness, which were not possible with
conventional air vehicles [1]. Lockheed-Martin’s design, which is in Figure 1.6, uses
an advanced skin material in order to fold the wing for transonic dash mission of the

UAV flight envelope.

PAAA

Figure 1.6 Lockheed-Martin’s morphing wing on UAV [10].




Hypercomp/NextGen used stretching and sliding skins in order to obtain a morphing
mechanism, which is depicted in Figure 1.7, and it was designed in order to obtain

stand-alone motion of the left and right wing for flight control [1].

PR

Figure 1.7 Hypercomp/NextGen’s morphing wing on UAV [10].

Contrary to the design approaches of Lockheed-Martin and Hypercomp/NextGen,
Raytheon focused only on missiles for Navy systems. In the design, wing area and
aspect ratio of the wing were increased by using telescopic systems. However, this
approach was problematic due to the required internal volume for the structural

mechanism [1].

Figure 1.8 Raytheon morphing wing on missile [11].

DARPA’s MAS program encouraged scientists whose main research areas are
aerodynamics, structures, material, mechanisms, sensors and actuators or even

polymer and nano science technology to focus and study morphing wing technology.



1.2 Review of Literature

The scientists that are interested in morphing wings mainly concentrate on shape
changing mechanism design. The main aim of most of the studies in the literature is
to design a mechanism that will make the wing perform the prescribed planform and

airfoil change.

Blondeau et al. [12] studied the inflatable telescopic spar concept, which consists of a
pneumatic telescopic spar, rigid airfoil skins and rib elements. Six different tests
were performed in a wind tunnel. Three of them were performed for fixed wings,
which have the same wingspan with the telescoping wings. Remaining tests were for

the telescopic wing, which is seen in Figure 1.9.

Figure 1.9 Telescopic wing in testing configurations [12].

According to the results, fully extended telescopic wing yields higher lift to drag
ratio when it is compared with fully retracted telescopic wing, which is an expected
result of the morphing concept. However, fully extended telescoping wing has lower
lift-to-drag ratio than fixed wing with the same wingspan, because the seams
between the wing sections increase the parasite drag according to the results in

Figure 1.10.
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Figure 1.10 Comparison of telescoping wing with fixed wing and theoretical results

[12].

Yin et al. [13] used a shape memory polymer (SMP) wing skin that has electric wire

springs, which provide the required heat that makes the SMP elongate, inside the

chord extension mechanism that is in Figure 1.11. Achievable airfoil shapes can be

seen in Figure 1.12.
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Figure 1.12 Achievable airfoil shapes [13].



In the study, it is stated that morphing wing has a thickness ratio of 16.7%, which is
less than the fixed wing and Fluent results for 0.6 M shows that Mach number values

along the wing decreases when the wing is morphed.

Neal et al. [14] designed and constructed a fully adaptive wing for experimental
aerodynamic and flight control analysis, which is shown in Figure 1.13. Sweep
change and span extension influence were analyzed at different morphing wing
configurations. According to some featured results, when the wing is upswept, at
small lift coefficient values (high speed), the least drag coefficient value is obtained
for the shortest span. However, when the lift coefficient value is higher at a higher
angle of attack, fully extended span morphing wing gives less drag coefficient
results, which is seen in Figure 1.14. Actually, this is an expected result. When lift
coefficient is less the speed is high and parasite drag is dominant and a wing with
less surface area generates less drag. At high lift coefficient values, induced drag
becomes dominant and a wing with a higher aspect ratio generates less drag. When
the wing is swept, at small lift coefficient values, extended span or unextended span
wing drag coefficient results are similar. However, for higher lift coefficient results,

similar comments to the ones mentioned above are made.

Figure 1.13 Experimental model in test tunnel [14].
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Figure 1.14 The influence of span extension on the drag for the upswept case [14].

Another important and influential morphing mechanism is changing the airfoil shape
of the wing. Boria et al. [15] introduced an exceptional study in order to find the
optimum camber line by using evolutionary optimization, which uses instant wind
tunnel data. Primary servo, which is located at 21% of the chord, is used to provide
positive camber, whereas, secondary servo is responsible for giving negative camber

at the trailing edge, which are seen in Figure 1.15.

N camber attachment
actuation point 2

servo 2

4

4 / reflex
actuation

attachment

point 1 sting

attachment

Figure 1.15 Two-design-variable morphing wing [15].
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According to the results, highest lift to drag ratio is obtained at an angle of attack less
than the one obtained from the cambered wing and lift to drag ratio is increased
approximately by 50%, which is shown in Figure 1.16. However, repeatability and

error problems in function evaluation are defined as an obstacle for optimization.
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Figure 1.16 Morphing wing comparison with cambered wing and flat plate [15].

Bilgen et al. [16] proposed an airfoil concept whose continuous surface is obtained
by a substrate that wraps the airfoil surface. Two actuators are used in order to obtain
highest lift coefficient and lift-to-drag ratios, as it is seen in Figure 1.17. By using
XFOIL, which is a two dimensional two-way panel method coupled boundary layer
solver, the best lift coefficients and lift-to-drag ratios were obtained, which is

demonstrated in Figure 1.18.

Figure 1.17 Actuated and non-actuated illustration of variable camber airfoil [16].

11



p— 45
ﬁ‘% T *E
D CBEEE R 40f AHESExy
~ 08 s J0K% ¥ xRR0ES
a U8 % 35 UO&,
o . Ok = A “ DA
= A AR aQ [ 4
c X Q30 = A
0] 0 & x 0
c 0.6 & % A «%
= xd i 0 Fan
5} A n Q 25§ L
§ 7T A Pin1=05%c¢ x U | % A Pin1=05%c « U
€ g4l | & Pin1=10%c SEFT 200 & pin1=10%c « 10
O Pin1=20%c x [ 15 T Pin1=20%c
“  Pin1=30%c “  Pin1=30%c
02 - - - - 10 - - - -
20 40 60 80 100 0 20 40 60 80 100
a) Pin 2, %c b) Pin 2, %c

Figure 1.18 XFOIL lift and lift to drag ratio results [16].

Gonzales [17] designed a twisting mechanism for a finite wing by using Nitinol,
which is a shape memory alloy (SMA), and 5.5° twist angle was obtained in the

experiments, which can be seen in Figure 1-19.

Figure 1.19 Wing twisting mechanism [17].

Vos et al. [18] introduced a twist system that is obtained by four ribs, which is
rotatable about the main spar independently. This mechanism yields a 27° twist
angle. Threaded rod and house mechanisms are used in order to close the gap at the

trailing edge, which is seen in Figure 1.20.

12



Figure 1.20 Wing with twist and warping mechanism [18].

In the experiments, a linear correlation between tip twist angle and displacement of
the upper and lower surface at the trailing edge is observed. In the study, both

experimental results and theoretical results are compared for lift and drag coefficient

values, which is depicted in Figure 1.21.
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Figure 1.21 Lift to drag ratio results at different twist angle and angle of attack values

[18].
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According to the results in Figure 1.21, experimental and theoretical results get

closer to each other as angle of attack increases.

1.3 Objectives

Before defining the aims of this thesis, it is vital to review the study of Gamboa et al.
that inspires it. In their study [19], aerodynamic shape optimization code, whose
objective function is to minimize drag over the intended speed range of the
experimental UAV, is coupled with a structural morphing model. Their design
concept is based on variable root chord, tip chord, span, and airfoil shape. The chord
extension mechanism is designed not only for increasing the chord but also for airfoil
thickness change by using vertical screws on the expanding mechanism, on which
there are no vertical screws at the leading and the trailing edge, which is seen in

Figure 1.22.

Figure 1.22 Chord and airfoil change mechanism retracted (top), extended (bottom)
[19].
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During the design of span extension mechanism, primary concern is even distribution
of the chord and airfoil change mechanism along the span so that stiffness of the
mechanism is not affected. This is performed by moving the chord and airfoil change

mechanisms along span in equal distance, which is shown in Figure 1.23.

Figure 1.23 Span extension mechanism retracted (top), extended (bottom) [19].

Natural rubber is chosen as skin material due to its allowance to high strain.
Aerodynamic optimization is performed for drag minimization for different
velocities at level flight, where lift equals to weight, which is a constraint for the
optimization problem. XFOIL is used for obtaining the parasite drag and a nonlinear
lifting-line method algorithm was used in order to obtain the lift and the induced drag
values. The airfoil is created with the b-spline method with 11 control points. In the
optimization problem, length of the vertical screws at different chord wise locations
is defined as geometric constraints as well as root chord, tip chord and span. Airfoil
shapes, which are seen in Figure 1.24, and planform geometric values, which are
shown in Figure 1.25, for minimum drag at different velocities are obtained by

sequential quadratic programming, which is a gradient based optimization algorithm.
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Figure 1.24 Optimum morphing airfoil shape [19].

According to the results in Figure 1.24, as the velocity increases, airfoil physical
thickness decreases especially around the upper part of the airfoil, i.e., camber
decreases. For velocities less than 25 m/s airfoil camber increases around the leading

edge in order to obtain the required lift coefficient.
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Figure 1.25 Optimum morphing wing planforms [19].
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When Figure 1.25 is investigated, for lower velocities, aircraft flies at higher angles
of attack and in this situation induced drag is the main source of the drag. Therefore,
optimization process increases the aspect ratio and decreases the taper ratio in order
to decrease the induced drag. When velocity gets higher, parasite drag, which
increases as wing wetted area increases, becomes the main source for drag.

Therefore, planform area decreases at high speeds.

The study in this thesis mainly comprises and gives alternative aerodynamic analysis
solvers and optimization methods to the aerodynamic optimization part of the study
of Gamboa et al. Morphing wing aerodynamic optimization is performed by
assuming that mechanisms and materials, which are described in the study of

Gamboa et al., are available for the current study as well.

The main objective of this thesis is to manifest a more realistic preliminary design
tool for fixed wings and morphing wings by using finite wing data. Lift, induced
drag and pressure drag are obtained by using three dimensional panel method, which
is a first order method and consists of constant strength sources and doublets. Skin
friction drag is found by using two dimensional laminar and turbulent boundary layer
models of Thwaites and Head, respectively. Transition prediction is made by using
the " method. As a result, the constituting components of the total drag for subsonic
incompressible flow are obtained. Empirical formulations, which are defined as
correction functions in the aerodynamic analysis solver, are used in order to add the
influence of separation to lift and drag. For the optimization solver, generalized
reduced gradient method (GRGM), which is a gradient based optimization method
and whose main advantage is to maintain feasibility in spite of highly nonlinear
equality or inequality constraints, is used. Three dimensional panel method, two
dimensional boundary layer solver and GRGM were developed by using Fortran
programing language and a deep literature survey was made for the theoretical

background.
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CHAPTER 2

THREE DIMENSIONAL PANEL METHOD

2.1 Introduction

Three dimensional panel method solvers are used in conceptual and preliminary
design in order to obtain lift coefficient (Cr), pressure drag coefficient (Cpp), and
induced drag coefficient (Cpy) values. The first use of panel methods is in late 1950s
and is totally based on analytical solutions due to non-existing computers. Then,
Hess and Smith gave valuable contributions to the development of panel methods,
whose growth was limited by computer memory and power in the 1960s. Many low
order panel methods were developed and coupling with boundary layer models was
performed for more realistic solvers and results were in good agreement with
experimental results at low to moderate angles of attack in the 1970s and 1980s [20].
With the help of more powerful computers, Navier-Stokes solvers became the main
solver to be developed in the 1990s. But, further methods were developed for faster
panel methods and wake alignment behind the lifting body and panel methods were
used for rotor aerodynamic and flapping propulsion problems. In the first chapter of

this thesis, examples of use of panel methods in morphing wing studies are given.

2.2 Theory

Continuity equation for steady, incompressible and irrotational flows is a second
order partial differential equation, which can be seen in Equation 2.1 when velocity

is defined as the gradient of velocity potential function, @ [21].

V20 = 0 2.1
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If a flow particle cannot enter in the solid body that is immersed in a fluid, velocity
component that is normal to solid body surface is zero, which is the first boundary

condition and shown in Equation 2.2
V.1 =0 (2.2)

In above equation 1 is the normal vector of the body surface. The second boundary
condition is the far field velocity boundary condition that is equal to the freestream

velocity, which is shown in Equation 2.3.
V& =V, forr — oo (2.3)

By using divergence theorem, Green’s identities and applying Drichlet boundary
condition, which equates total velocity potential to freestream velocity potential,

equation 2.4 is obtained [21].

N Ny
X IR L% |

— I.ln. f— —
k=1 4m body panel r =1 4m w
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p value is body and wake doublet strengths and o is the value of source strength,

1
un-V(—) dS

ake panel r

2.4)

ody panel

which are unknown. N and N,, are the number of body panel and wake panels,
respectively. For constant doublet and source strength values, summation elements in

above equation are defined in equations between 2.5-2.7.

un -V (%) ds = ¢, 2.5)

N
>
k=14‘|‘[ b

ody panel
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k=1 4m body panel r

After these definitions, Equation 2.4 is takes the form in Equation 2.8.

N Ny N
ch}lk +ZC1|.11 +sz0k =0 (28)
k=1 1=1 k=1

In Equation 2.8, Cy and C; are the influence coefficients of the body and wake panel
doublets, By is the influence coefficient of the source of the body. These influence
coefficients are calculated according to the doublet and source distributions and
discretization of the geometry [21]. The source strength value is defined for each

body panel as in Equation 2.9 so that Equation 2.4 is valid.
c=10-Q, (2.9)

In above equation, Qis the freestream velocity. As a result, one of the unknown

values turns out to be a known value.

Application of simple Kutta condition is based on defining the doublet strength of the
wake panels by the difference between doublet strength values of upper and lower
trailing edge panels at each strip along the span in Equation 2.10, which is shown in

Figure 2.1. This value is constant along chordwise wake panels.

M= Hr — Hs (210)
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Figure 2.1 Wake doublet strength at trailing edge [21].

By using the relation in Equation 2.10 and after some conditional algebraic
manipulations due to dependency of the wake panel doublets to trailing edge panel

doublets, Equation 2.11 is obtained in order to find the unknowns, .

N N
> A== ) Byoy @.11)
k=1 k=1

Once py values are obtained, perturbation velocities due to the presence of the body
along chordwise and spanwise panels are calculated by using a central difference
formula. Total velocity is the summation of freestream and perturbation velocities

and pressure coefficient values are obtained according to these velocities.

By using the theory above, a Fortran code (pan3d.f) was developed, which can model
finite wings with different airfoils, root chord (c;), span (b), taper ratio (1), leading
edge sweep angle (A), dihedral angle (I'), incidence angle (0) and twist angle (¢)
values, and various tests were performed by comparing the results with XFLRS,
which is a free but not open source analysis tool for airfoils, wings and planes
operating at low Reynolds Numbers [22]. Body and wake panels that are generated
by pan3d.f can be seen in Figure 2.2

22



Figure 2.2 Body and wake panels of pan3d.f.

2.3 Comparison of pan3d.f Results with XFLRS

Prediction of XFLRS5 for the model aircraft, which is shown in Figure 2.3, is in good

agreement with the experimental results that can be seen in Figure 2.4 [23].
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B 124
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Figure 2.3 Aircraft, Jibe, used in experiments [23].
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Figure 2.4 Comparison of XFLRS5 and experimental results [23].

As it is seen in Figure 2.4, XFLRS results are in good agreement with experimental

results especially when the full geometry of the aircraft is modeled with panels.

In order to compare pan3d.f results with XFLRS, two different wings are used. These
wings, Wing A and Wing B, can be seen in Figure 2.5 and 2.6, respectively.

Comparison of aerodynamic results is given in Table 2.1 and Table 2.2, respectively.
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Figure 2.5 Wing A from XFLRS (top), pan3d.f (bottom) (NACA 4412, ¢, = 0.4 m., b/2 =
3m,A=0,A=0,'=0,0=0, ¢ =0).

Table 2.1 Cr, Cpp and Cypy results for pan3d.f and XFLRS5 for different a (NACA 4412,
¢,=04m.,b2=3m,A=0,A=0,'=0,0=0, ¢ =0).

pan3d.f XFLRS
angle E)(f)attack L Con + Coy C Cop +Co,
0 0.4104 0.0059 0.4191 0.006
2 0.5993 0.01728 | 0.6033 | 0.01553
4 0.7881 0.02032 | 0.7904 | 0.02183
6 0.9732 0.03105 | 0.9812 | 0.03224
8 1.1569 0.04393 | 1.1593 | 0.04678
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Figure 2.6 Wing B from XFLRS (top), pan3d.f (bottom) (NACA 4412, ¢, =0.4 m., b/2 =
3m,A=05,A=5°,1=5°0=0, ¢p=5°.

Table 2.2 Cr, Cpp and Cypy results for pan3d.f and XFLRS5 for different o (NACA 4412,
¢,=04m.,b2=3m,A=05A=5,T=5°0=0,¢=5°.

pan3d.f XFLRS

angle of attack Co Cor +Cpi Co Cor +Cor

(o)

0 0.6049 | 0.00985 | 0.6098 | 0.00977

2 0.7886 | 0.01673 | 0.7923 | 0.01698

4 0.9793 | 0.02539 | 1.0012 | 0.02618

6 1.1591 | 0.03579 | 1.1941 | 0.03727

8 1.3376 | 0.04789 | 1.3844 | 0.0501

As it is seen in Table 2.1, when the wing geometry is not complex like Wing A,
pan3d.f results match very well with the results of XFLRS. This situation is also
valid for small angles of attack when the geometry is getting more complex like

Wing B. For higher angles of attack, the predictions of pan3d.f get different from
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XFLRS results according to the results in Table 2.2. But it is obvious that pand3d.f

is a very useful tool as a fast aerodynamic solver for some geometries.

2.4 Wake Alignment

The geometry of a wake behind a wing is crucial for the application of the Kutta
condition. Geometry of wake panels is obtained either by using the assumption that
wake panels have zero net force (Cpwakepancts=0) [24] or wake streamlines should be
tangent to the velocity vector [25]. In order to satisfy these assumptions, iterative
procedures, which make the solution time longer, are applied. In addition to this, it is
stated in Morino’s study that wake alignment has no significant role on wing loading,
if the wing has no rotary motion [26]. In order to ensure this, two wake shapes are

generated, which are seen in Figure 2.7.

Figure 2.7 Rolled-up wake (left) and straight wake (right) alignment for a rectangular
wing (NACA 4412 AR = 6).

The shape on the left, rolled-up wake, in Figure 2.7 is emulated according to
Gaggero and Brizzolara’s study for a rectangular wing with aspect ratio 6 [27]. The
alignment on the right, straight wake, is generated according to trailing edge

coordinates of the wing.
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2.4.1 Results

Results obtained with pan3d.f after these modifications are compared with Euler
solver of FLUENT. For this, a rectangular wing with NACA 4412 profile, 1 m. chord
and aspect ratio 6 was generated and meshed with GAMBIT, which is depicted in
Figure 2.8.

Figure 2.8 Mesh generated in GAMBIT (786584 triangular wall faces, 3956733

tetrahedral cells in domain).

Results obtained with Fluent are compared with pan3df. Figure 2.9 shows how

pressure coefficient contours are in agreement.

Figure 2.9 Comparison of pressure contours 0=4° (— Fluent — pan3d.f, Straight Wake).
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Table 2.3 shows the C;, Cp; and Cpp results at different angle of attack values for
FLUENT (F), rolled-up wake panel method (RW) and straight wake panel method
(SW).

Table 2.3 C;, Cpp and Cypy values that are obtained with FLUENT (F) and panel
method, RW (Rolled-up wake), SW (Straight wake) at different angle of attack values.

CL CDI + CD:’

F RW SW F RW SW
0.3488 1 0.3505|0.3515]0.0125 | 0.0065 | 0.0066
0.5091(0.5098 10.5111]0.0201]0.0152]0.0155
0.6748 | 0.6672 | 0.6691 | 0.0314 | 0.0241 | 0.0238
0.8309(0.82220.8245|0.0462 | 0.0523 | 0.0519

A[h (O

Table 2.3 depicts that Cy. results obtained with rolled-up wake and straight wake are
very close to each other. In addition to this, the difference between these results and
the results that are obtained with FLUENT is acceptable for the purposes of this
study. It is difficult to say whether RW results are better than SW results or vice
versa because at lower angle of attack values RW results are closer to FLUENT
results whereas, SW results are closer at higher angle of attack values. On the other
side, summation of induced drag and pressure drag coefficients of panel method are

significantly different from FLUENT results.

2.5 Application of Iterative Kutta Condition

It is important to say that the flow around a lifting surface must leave from the
trailing edge with a finite velocity. The classical method of Kutta condition is
satisfied for 2-D flows by equating the tangential velocity at the lower and upper
panels at the trailing edge that yields Equation 2.10. However, this method is
inadequate for the satisfaction of Kutta condition in 3-D flows due to cross flow
effect [27]. Therefore, Iterative Pressure Kutta (IPK) condition is applied in order to

ensure a zero pressure difference at the trailing edge, Equation 2.12.
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ACp = Cpjg — Cprg =0 (2.12)

Since the behavior of pressure is nonlinear, an iterative procedure is needed to satisfy
the above equation. Since pressure is a function of vortex strengths of wakes (L),

Newton’s formula for this iterative procedure is written as below [28]:

ACp"] — [ACp"!]
('] — [~

[0 *] = [uf] + <[ ) [ACP"] (2.13)

Iteration procedure is started with the initial values obtained by simple Kutta

1

condition, Equation 2.10. As a result, '~ and ACp™' values are obtained. p! is

defined as follows:
[W] =t [u "] where t « 0.1 (2.14)

After employing this relation, ACp" values are obtained. According to Equation 2.13,
all values for the calculation of ACp™"' are ready. Newton’s formula is iterated until

ntl

norm of ACp™"' array is less than 5*107 [29]. During these analyses, two changes

have been performed in order to decrease the solution time:

1. The influence coefficient matrices are generated using the symmetry law. The
panel on one side of a wing has a symmetrical panel, which has the same vortex
strength, on the other side of the wing with respect to wing root. As a result, the
number of elements of matrix Cy is one fourth of the original Cy matrix.

2. During the application of IPK, Equation 2.8 is written in new matrix form for n®

iteration, which is shown in Equation 2.15.

[Cillug] + [C'] = —[Byllok] (2.15)

Right side and influence coefficient values of the Equation 2.15 does not change due

to no variation in body and wake geometries. By using Gauss elimination method for
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the solution of system of linear equations, u** values can be obtained. This is the

first method. In the second method, Equation 2.15 is written for n+1* iteration and
Equation 2.15 is subtracted from the new equation. This manipulation results in

Equation 2.16.

[e*] = [f] = [C eI ([ ] = k1) (2.16)

By doing so, it is assumed that finding the inverse of Ci, by using the Gauss
elimination method, and doing multiplication with right hand side vector once takes
shorter time than solving linear system of equation, also by using Gauss elimination

method, at each iteration [30].
2.5.1 Results

Before, revealing the results related with solution time, it is better to show the
absolute ACp results (in logarithmic scale), which are obtained by simple Kutta
condition for 2-D flows, on the trailing edge panels of the wing at the beginning of

IPK procedure at 0 angle of attack, which is shown in Figure 2.10.

log|ACp|

Figure 2.10 Absolute ACp at the trailing edge of the wing, (— (rolled-up), — (straight),

— (convergence criteria)).
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Figure 2.10 shows that when rolled-up wake alignment is used, pressure difference at
the trailing edge is bigger, which requires higher number of iterations in order to
satisfy the convergence criteria. Figure 2.11 shows the pressure coefficient
distribution at the mid section of the wing with rolled-up wake that is depicted in

Figure 2.7 when the angle of attack is 6.

-1.5

0.5

LA LA LA AL INLENL A N LA |

Figure 2.11 Pressure coefficient distribution at mid section.

According to the results, stopping criteria for iterative pressure Kutta condition is
satisfied at 11" iteration. This method is important to satisfy the Kutta condition for
3-D flows. But, it changes the pressure coefficient results at the trailing edge, where

the panel areas are small and increases the solution time significantly.

In order to investigate wake alignment and iterative pressure Kutta condition further,
number of panels along half span (kp), chord (ip) and side of wing (ip/2) are altered
and CPU time is measured, when the angle of attack is 0. The results can be seen in
Table 2.4 and Table 2.5 for straight wake and rolled-up wake alignment,
respectively. In these tables, elements of influence coefficient matrix for the wing,
Cy, are altered by changing, kp or ip values. Multiplication result of CPU time for

Gauss elimination method with iteration number for IPK is compared with CPU time
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elimination method is applied at each iteration during process.

for inverse of Cy, because inverse of Cy matrix is solved once, whereas Gauss

Table 2.4 Straight wake results at different element number of A.

element # of A CPU time (Gauss) Clzg:};ne Itz&;tig{ #
780 (kp=6, ip=120) 10.231 10.498 6
1260 (kp=10, ip=120) 50.124 51.495 7
1575 (kp=10, ip=150) 97.794 112.753 7
2100 (kp=17, ip=120) 194.672 227.078 7

Table 2.5 Rolled-up wake results at different element number of A.

element # of A CPU time (Gauss) Clzgkgi;ne Itc;(r)z;ticf))rlz #
780 (kp=6, ip=120) 20.403 10.592 12
1260 (kp=10, ip=120) 100.247 51.604 14
1575 (kp=10, ip=150) 195.588 112.972 14
2100 (kp=17, ip=120) 417.153 227.702 15

From the results two important conclusions can be drawn. Rolled-up wake alignment
increases the solution time in order to satisfy the pressure Kutta condition because it
provides higher initial values for the IPK when it is compared with straight wake
alignment. In addition to this, when straight wake alignment is used, it is more
convenient to use the linear system solver during IPK procedure in order to decrease
the solution time. Use of this method becomes more favorable as the element number
of Cy matrix increases. But, inverse of Cy should be applied if rolled-up wake

alignment is used.
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2.6 Conclusion

In this chapter, three dimensional panel theory is described briefly and the Fortran
code, which is written by using this theory, is compared with XFLRS results. In
addition to this, algorithms of wake alignment and Iterative Pressure Kutta condition
are implemented into the Fortran code and results related to them are discussed.
Wake alignment is important for rotary wings and it gives high pressure coefficient
difference for trailing edge. Therefore, straight wake alignment is preferred. Iterative
Pressure Kutta condition is not used for further studies because it increases the

solution time.
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CHAPTER 3

TWO DIMENSIONAL BOUNDARY LAYER SOLVER

3.1 Introduction

In the introduction section of the previous chapter, it is mentioned that panel methods
were coupled with boundary layer models in the 1980s. Eppler and Somers [31] used
conformal mapping method for airfoil design and combined panel method and
boundary layer method for aerodynamic loads. For boundary layer results, they
solved both integral momentum and integral energy equations. Empirical expressions
for velocity profiles were used in order to remedy the closure problem. In their
studies, a certain value of the momentum thickness Reynolds number, which is
dependent on the kinetic energy shape parameter, defined the location of transition.
Laminar separation location is also defined as the transition location if it occurs
before the transition location, which is defined previously. Turbulent separation
location is defined as the location when energy shape parameter is greater than a
certain value. Drag value was corrected by using modified Squire-Young formula
and lift values were corrected by an empirical formula, which was a function of the

separation location and the trailing edge slope that is seen in Figure 3.1.

Figure 3.1 Lift coefficient correction due to separation [31].
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In their study, one way coupled method, in which panel method velocity distribution
is used in order to make the boundary layer analysis at one iteration without taking
into consideration of thickness of boundary layer profile for the velocity profile, was
used. The other method is the two way coupled method. In this method, two
approaches are used. In the first approach, panel method results are fed into boundary
layer model and boundary layer thickness is obtained. Airfoil shape is modified by
using this thickness and panel method results are obtained by using the modified
shape and new boundary layer results are obtained. This iteration process continues
until a converged solution is obtained. In the second approach, normal velocity is
defined as a function of displacement thickness, which is defined as zero for

potential flow [32].

Drela and Giles [33] studied boundary layers for transonic flows. In their study, they
coupled inviscid Euler equations with discrete boundary layer equations and
coupling problem was solved by using Newton method. In the study, e” method that
is based on the amplification theory of the Orr-Sommerfeld equation was used. By
using Falkner—Skan velocity profiles, Orr-Sommerfeld equation was solved for
different momentum shape parameters and unstable frequencies and integrated rates

were approximated by straight lines as it is seen in Figure 3.2.

H= 500 401 350 296 2.80

Figure 3.2 Orr-Sommerfeld spatial amplification curves [33].
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The n value, which was chosen as 9 in the study, that is name of the vertical axis in
Figure 3.2 is the logarithm of the maximum amplification ratio and its value is found
by using empirical formulations for the straight lines. In Figure 3.3, how their results

are in good agreement with experimental results are shown.

2.0
1.5 e
Ce
1.0 | RE = 250000
RE = 375000
RE = 500000
0.5 AE = 650000
|
|
0.0
0.01 0.02 C 0.03 0.0y
0

Figure 3.3 Calculated (bold) and experiential (symbols) drag polar for LNV109A airfoil
[33].

Wang and Shan [34] followed almost exactly the same aerodynamic analysis utilized
in this thesis. They used one way coupled method by using three dimensional panel
method and boundary layer models. In their studies, Thwaites’ method is used as the
model for the laminar boundary layer region, whereas Head’s method is used for the
turbulent region. Transition from laminar to turbulent flow is either found by the ¢"
transition prediction method or laminar separation location is accepted as the starting
location of the turbulent region. However, correction of drag due to turbulent
separation is not mentioned in their study. They obtained the optimum shape of the
airship body, which had a length of 367.9 m, which is shown in Figure 3.4, by using
a hybrid genetic algorithm that is composed of the genetic algorithm and Nelder—

Mead simplex search method.
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Figure 3.4 Velocity potential distribution of optimum airship body [34].

The boundary layer modeling in this thesis is very similar to the modeling in Wang
and Shan. Thwaites method is used for the laminar region. Transition location is
decided by using e" transition prediction method or laminar separation location,
which is according to a certain value of momentum shape factor, is defined as the
start of turbulent boundary layer. Head’s Method is used for the turbulent boundary
layer. Turbulent separation is decided for a certain value of the momentum shape
factor, which is the same process for laminar separation. Skin friction is assumed to
be zero downstream of the turbulent separation point, whereas in reality the
separation is accompanied by an increase in drag and a decrease in lift. Therefore,
drag and lift correction functions are used. As a result of this, a two dimensional

boundary layer solver, 2DBLS, is obtained.
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3.2 Theory

3.2.1 Laminar Boundary Layer

Modeling of the laminar boundary layer starts with Von Karman’s momentum

integral equation presented in Equation 3.1.

av, 1
-

® 0w 3.1
V. ™ -2 (3.1)

dx
If both sides of the equation is manipulated so that Reg = pV,0/u and rewritten

according to the parameter that is defined by Thwaites as 1= 0.5Regcs and

A= (p82/n)(dV,/dx), Equation 3.2 is obtained [35].

V, d0?
ppeE = 2[1 - (2 + H)A] (3-2)

Thwaites found a relation for the right hand side of Equation 3.2 by using

Pohlhausen’s quadratic velocity profile, shown in Equation 3.3 [35].
2[1— (2 + H)A] = 0.45 — 61 (3.3)

If Equation 3.3 is substituted into Equation 3.2, A is rewritten in expanded form and

both sides of the equation is multiplied by V2, Equation 3.4 is obtained [35].

pd

o (82V8) = 0.45V5 (3.4)

Since Equation 3.4 is a first order ordinary differential equation, it needs an initial

condition, which is given in Equation 3.5 [35].
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_10.075p
OO = =g (3.5)

P ax

Since the initial condition is known, Equation 3.4 is solved by numerical integration
with the correlation of Cebeci and Bradshaw for Thwaites equations for 1(A) and

H()L), that are given in Equation 3.6 and Equation 3.7, respectively [35].

I(A) = 0.22 + 1.57A — 1.8A2 for 0 < A<0.1
(3.6)
I(A) = 0.22 + 1.402A + 0.0181/(A + 0.107) for — 0.1 < A<0

H(\) = 2.61 — 3.751 + 5.24A% for 0 < A < 0.1
(3.7)
H(\) = 2.08 + 0.0731A/(A + 0.14) for — 0.1 < A<0

3.2.2 Transition from Laminar to Turbulent Flow

By using the linear stability theory, the envelopes of the amplification rate for n
versus Reg by straight lines are approximated. The approximation is expressed by

Equation 3.8, Equation 3.9 and Equation 3.10 [36].

dn
1= iRe, (Reg — Regerit) (3.8)
A _ 0 oo — 1) — 20345
dRee o e_(%_z_Sz)z (39)
14 1 0.43
logso(Regers)) = 0.7 tanh (= = 924) + 2492 (7—)  +062 (.10)
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During development of the boundary layer in laminar region, when A=-0.0842,
laminar separation is predicted. When this situation occurs, algorithm assumes that

transition from laminar region to turbulent region is obtained [35].

3.2.3 Head’s Method for Turbulent Region

Head’s method is based on the entrainment velocity concept that increases the
volume flow rate in the boundary layer. In this method, a new shape parameter is

defined as shown in Equation 3.11 [35].

6—4&8"
0

H, = (3.11)

Cebeci and Bradshaw set the following formulas after several experiments, Equation

3.12 and Equation 3.13 [35].

1d

7z (VeBH:) = 0.0306(H, — 3)70619 (3.12)
e

H, = 3.3+ 0.8234(H — 1.1)"12%7 forH < 1.6
(3.13)
H, = 3.3 + 1.5501(H — 0.6778)3%* for H > 1.6

If Von Karman’s momentum integral formula is taken into account, in order to solve
the unknowns, which are 6, H, H; and cy, a fourth equation is needed, which is given

in Equation 3.14 [35].
cs = 0.246 x 1070678HRe 0268 (3.14)

System of equations is solved by 2™ order Runge-Kutta Method. When H value is
greater than 2.4, it is predicted that turbulent separation starts [35].
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3.2.4 Separation Correction Functions for Lift and Drag

Skin friction is assumed to be zero downstream of the turbulent separation point,
whereas in reality the separation is accompanied by an increase in drag and a
decrease in lift. Therefore, lift and drag correction functions are defined. For lift, a

linear correction function that is shown in Equation 3.15 is used [36].
L =L(1 — 0.2(Xte — Xsep)) (3.15)

The above equation is valid and used for both upper and lower part of each wing
strip. It is always active in order to take into account the effect of shape changes on
lift during optimization problem. In Figure 3.5, the effect of lift correction can be

observed on the baseline wing in the optimization problem.

2
B —4&—— cCalculated
B ———— Corrected
1.5
o 1
O5F
07 1 1 1 M T
4 o 4 8 12 16
a

Figure 3.5 Calculated and corrected Cy, values for baseline wing.

Eppler’s modified Square-Young formula [31] is used for drag correction, which is

shown in Equation 3.16.
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U
D= D(%)O-15 (3.16)

te

In Equation 3.16, U, and Uy, are the velocities at separation location and trailing
edge, respectively. During the optimization process, it is observed that the
optimization solver tends to produce a bump on airfoil at locations that are close to
the leading edge, where panel velocities are close to the trailing edge velocity, in
order to promote separation. By doing this, flow separates very early and skin
friction coefficient values after separation become 0. In addition to this, since
separation velocity value is close to trailing edge velocity, effectiveness of Equation

3.16 reduces. In order to overcome this problem two changes are applied,

1. If separation develops before 75% of the chord, the skin friction coefficient
values of the panels that are downstream of the separation location are taken
as 90% of the previous panel skin friction coefficient value,

2. Modify Equation 3.16 as is shown in Equation 3.17.

D = D()015 (3.17)

sep

Equation 3.17 is active and used for both upper and lower surface of the wing strip in

the same manner as lift correction.
3.3 Comparison of the Results with XFOIL

XFOIL is an aerodynamic analysis program that initially calculates inviscid panel
edge velocities, which are fed into boundary layer model until zero normal velocity
condition for boundary layer model is satisfied, as it is described in the introduction
part of this chapter [37]. However, 2DBLS is a one way solver and boundary layer is
modeled by using inviscid panel edge velocities. For comparison, airfoil shape and

panel edge velocities are taken from XFOIL for NACA 4412 airfoil for angle of
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attack values of 0, 4, 8 and 12 for 151 nodes at Re=266000 and they are provided as
input data for 2DBLS. After that, the skin friction and momentum thickness results
are compared for given angle of attack values. In the subsequent graphs, x values
between -1 and 0 (from trailing edge to leading edge) shows the lower surface,
whereas results between 0 and 1 (from leading edge to trailing edge) depict the upper
surface. Figure 3.6, Figure 3.7, Figure 3.8 and Figure 3.9 depict skin friction
coefficient and momentum thickness comparison results of 2DBLS and XFOIL for

angle of attack values of 0, 4, 8 and 12, respectively.

0.04 0.005

2DBLS
XFOIL

2DBLS
XFOIL

0.035

0.004 -

0.03F
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o 0.02F B
o015k 0.002

0.01F L
F 0.001
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Figure 3.6 Skin friction coefficient (left) and momentum thickness (right) comparison

for a=0°.
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Figure 3.7 Skin friction coefficient (left) and momentum thickness (right) comparison

for a=4°.
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Figure 3.8 Skin friction coefficient (left) and momentum thickness (right) comparison

for 0=8°.
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Figure 3.9 Skin friction coefficient (left) and momentum thickness (right) comparison

for a=12°.

According to the results shown in the figures above, skin friction coefficient results
are different especially near the leading edges of both upper and lower surfaces. But
it should be stated that formulas for calculation of skin friction results are completely
different because velocity profiles that are used in order to obtain these formulas are
different. The sudden increment in skin friction coefficient values shows transition
locations. Momentum thickness results of 2DBLS are close to XFOIL momentum
thickness results up to the transition location. After transition location, 2DBLS
results get different from XFOIL results. Comparison of transition and separation

locations and total skin friction drag coefficients are given in Table 3.1.

Table 3.1 Comparison of XFOIL and 2DBLS.

XFOIL 2DBLS
o | Xuup | Xidow | Xsepup Cdy Xiwp | Xirtow | Xsepup Cds
0 | 0.737 - - 0.00517 | 0.750 | 0.908 - 0.00574
4 | 0.557 - - 0.00651 | 0.367 - 0.978 | 0.00683
& | 0.373 - - 0.00644 | 0.301 - 0924 | 0.00785
12 | 0.084 - 0.806 | 0.00749 | 0.066 - 0.692 | 0.00872
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According to results in Table 3.1, 2DBL skin friction drag results are always higher
than XFOIL results. This difference increases as angle of attack increases because
2DBLS finds turbulent separation except for a=0°. As it is discussed above, when
there is turbulent separation drag correction is active. As a result of this, higher skin
friction coefficient results are found. Upper surface laminar to turbulent transition
locations are close to each other except for 4 degree angle of attack. For 12 degree,
XFOIL does not output a turbulent separation but, when the results are carefully
investigated, it is seen that skin friction coefficient values are negative after 0.806c.

Therefore, this location is defined as turbulent separation location.

3.4 Conclusion

In this chapter, theory of 2-D boundary layer solver is described and its results are
compared with XFOIL program. In the comparison part, it is observed that the results
of two solvers are in agreement even if the angle of attack values are high. The
difference between results increases as angle of attack values increases but they are
still similar. Penalty function for lift makes the solver more realistic by taking into
account the separation location for lift calculation. In the optimization part, it is

observed that correction function for drag promotes attached flow.

47



48



CHAPTER 4

GENERALIZED REDUCED GRADIENT METHOD

4.1 Introduction

Generalized reduced gradient method (GRGM) is an extension of the reduced
gradient method, which solves only equality constrained optimization problems [38].
It was developed by Leon Lasdon from the University of Texas at Austin, and Allan
Waren from the Cleveland State University and Microsoft Excel Solver uses this
method for nonlinear optimization problems [39]. In this thesis, generalized reduced
gradient method is used due to its ability to maintain feasibility with respect to

nonlinear constraints [40].

4.2 Theory

4.2.1 Generalized Reduced Gradient Method

In order to understand the details of generalized reduced gradient method, consider

the following nonlinear optimization problem [41]:

49



Minimize f(X) 4.1)

subject to

hi(X)<0j=12,....,m (4.2)
dX)=0k=12,....,1 (4.3)
xl<X<x'i=12,....,n (4.4)

In Equation 4.1, f(X) is the objective function that will be minimized and X is the
design variables. In Equation 4.2, m is the number of inequality constraints, h. In
Equation 4.3, 1 is number of equality constraints, d. n is number of design variables
that have upper limit, x", and lower limit, xl, in Equation 4.4. Since generalized
reduced gradient method theory is based on finding optimum design variables while
all constraints are active, which means all constraints are equal to 0, the nonlinear
optimization problem outlined above is rewritten by adding nonnegative slack

variables to inequality constraints.

Equation 4.6 is obtained by summing equality constrains and slack variables added
inequality constraints, which become equality constraints. Equation 4.7 is the
rewritten form of Equation 4.4 by adding slack variables. Upper bound for slack

variables has no limit whereas lower bound is 0.

Minimize f(X) (4.5)
subject to

gX)=0j=12,.... ,m+1 (4.6)
Xl<x <xti=12, ... ,m+n 4.7)

50



The idea behind GRG method is to eliminate the variables by using Equation 4.6.

Therefore, it is required to divide design variables into 2 groups:

X = {Y} _Basic Variables

ZJ ~ Nonbasic Variables (4.8)

If first derivative of objective function and constraints are written according to this

division:
n-1 ot m+l af ) i
df(X) = z T dy; + z 7 dz; = VEdY + VIfdZ (4.9)
L 0y; L 07;
i=1 i=1
n-1 P m+l 3
dg(X) = Zﬁdyj +Zﬁdzj — [C]dY + [D]dZ (4.10)
— ay] = aZ]
]_ =

Generalized reduced gradient method is based on the satisfaction of all constraints.
Any change of a design variable should be compensated by the other design variables
so that constraint is satisfied or constraints are satisfied. This yields the left side of

the Equation 4.10 is zero and Equation 4.11 is obtained.
dZ = —[D]71[C]dY (4.11)

If Equation 4.9 is manipulated by using Equation 4.10, following formula is

obtained:

df(X

% = G, = VIf — [D]"1[C]V}f (4.12)
G; in the above equation is the generalized reduced gradient vector. Geometrically,
the reduced gradient can be described as a projection of the original n-dimensional

gradient onto the (n-m)-dimensional feasible region described by the basic variables

[42]. G; value is used in order to find a suitable search direction (S) for minimization
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of objective function. For example, if steepest descent method is used, S is described

as follows:
S =—G, (4.13)

If ||S]| is less than some certain value algorithm is considered to have converged and
current X values are taken as optimum design variables of the problem. During the
search direction analysis, upper and lower bounds of X should be taken into account.

For this, Equation 4.13 is modified as follows:

0ifY; =Y and G, <0
S=40ifY; =Y and G, > 0 (4.14)
—Gy, otherwise

S is the search direction vector for basic variables. For nonbasic variables T vector is

defined by using Equation 4.15.

T = —[D]7*[C]S (4.15)

4.2.2 Step Length Selection

In order to find how far the algorithm will move on the search direction, optimal step
length (A) should be found. This can be done by both looking at the upper and lower
limits of the basic and nonbasic design variables and finding the upper limit of value
of the optimum step length, which makes the objection function minimum at current

X, S and T values, by using Equation 4.16.
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(Y'Y

ifS; > 0
S.
A= !

' <w—n ifS; <0
LS

u (4.16)

(Zi —Z; ifT, > 0
A={ 0

T Y-y if T; < 0
L T

4.2.2.1 Golden Search Method

Among step length values that are obtained by Equation 4.16, minimum one is
chosen as upper bound step size for one dimensional search algorithm. The lower
bound is zero. In this thesis, golden search method is used as one dimensional search
algorithm [38]. However, this algorithm can procedure a local minimum, which is

seen in Figure 4.1 [43].
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Figure 4.1 Local or global estimation of Golden search method [43].

In order to prevent this situation, objective function domain is searched for nearly

global optimum location by decreasing the initial step length value to 70% of it at
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each iteration, which is performed 10 times. When minimum objective function is
obtained, previous step length value is defined for the upper bound and the lower
bound is defined as the next step length value for golden search algorithm.
According to Figure 4.1, this procedure is explained as follows; for nearly global
optimum location point D is found. After that, point C is defined as the upper bound

and point A is defined as the lower bound for the golden search algorithm.

In golden search algorithm, optimum step length value is found by evaluating the
value of the objective function at intermediate step length values that are obtained by

golden section ratio, expressed as in Equation 4.17 and Equation 4.18 [38].

A, = 0.61803%, + 0.381972, 4.17)

A, = 0.38197A, + 0.6180372, (4.18)

If the objective function value for A; is grater than the objective function value A,,
minimum objective function should be at the right of A;, because objective is
decreasing from A4 to A,. As a result, new lower bound for next iteration becomes 2;.
In adverse conditon, new upper bound would be A,. After finding optimal step length

new design variables are found according to the formula in Equation 4.19.

Y +2S

Xnew = 7 4 AT (4.19)

4.2.3 Selection of Basic and Nonbasic Variables

First difficulty that was faced in the development process is related to how basic and
nonbasic variables are defined. Ravindran et al. choose basic and nonbasic variables
without considering whether they are design or slack variables. In the method, the
distance between variables and their lower and upper bounds is calculated. After that,

variables that are farthest from their boundaries are taken as basic variables.
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Remaining ones are nonbasic variables [42]. However, Rao defines slack variables at
the beginning of array of elements to be chosen. Then, design variables are added to
this array with the same method of Ravindran et al. [41]. It is important to mention
that defining basic and nonbasic variables should be performed at each iteration of

the optimization process.

4.2.4 Algorithm for Going Back to Feasible Region

Another difficulty arises when initial design variables are in the infeasible region.

Vanderplaats states that Equation 4.20 can be used to overcome this problem [38].

%rt&easible = X%nfeasible - [D]_lg(x) (420)

For this procedure Newton Method is used. After finding the optimum A value, new
X values are found, a feasible region check is applied. If any of the constraints is in
the infeasible region, Newton method is used to pull back the infeasible constraint to
feasible region. Above iteration continues until all constraints appear in the feasible

region.

However, Chinneck’s study shows that it is more appropriate to find a feasibility
vector among the currently violated constraints and achieve feasibility instead of
using all constraints without checking whether they are in the infeasible region or not
[44]. The details of Chinneck’s method need the feasibility vector for violated
constraints and design variables are in these constraints. After that, components of
feasibility vector are summed and divided to the number of design variables that
exist in violated constraints for each design variable. Design variables are updated by
adding the previous design variables values and results that are obtained by this
division. The fact that if design variables exceed their bounds, they should be reset to

the nearest bound is a remarkable point of method [45].
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4.3 Comparison of the Results for A Structural Optimization Problem

The following example is an optimization problem for minimum material volume in
a structural design under load due to the 50000 N, P, force at tip, which is shown in

Figure 4.2 [38].

50000 N

Figure 4.2 Cantilevered beam.

The design parameters are the width, b, and height, h, at each of the N segment,
where N=5. It is asked to find the minimum weight of the system subject to limits on
bending stress (o) (14000 N/cm®) at right end of each segment according to the side
view in Figure 4.2 and tip deflection under load (ys) (2.5 cm) and the geometrical
requirement that the height of any segment does not exceed twenty times the width.
Each segment has a length of 100 cm, 1. Total length, L, is 500 cm. Young’s
modulus, E, is same for all segments that is 2x107 N/cm?. The moment of inertia

value, I, for segment i is shown in Equation 4.21.
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b;h?
=—2L 4.21

The deflection, y;, and derivative of deflection, yj, at the left end of segment i is

found by using Equation 4.22 and Equation 4.23, respectively.

PI?

=350 Zl N R (422)
i
o OPL|. ,
yi=ot L= ) v (423)
1

=1

At the right end of first segment, fix boundary condition is applied. The bending
Moment, M, at the right end and corresponding bending stress of segment i are found

according to the formula in Equation 4.24 and Equation 4.25, respectively.

i

M =P[L+1— )] (4.24)
j=1
M;h;
=0 (4.25)

As a result, mathematical definition of optimization problem is defined in Equation
4.26.
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5
Min f(X) =V = Z bihil;
i=1

6; — 14000 < 0i=1,N

ys —25<0 (4.26)

h; — 20b; <0i=1,N

In this part, results are discussed according to the order of optimization procedure.
The values of initial design variables are 5 cm and 40 cm for width and height of
segments. As a result of this, constraints are not in feasible region. As a beginning, it
is important to see how initial design variables in infeasible region are taken back to
the feasible region. Figure 4.3 and Figure 4.4 show the variation o and ys values

during this procedure.

Figure 4.3 o values according to initial infeasible design variables (left) and initial

feasible design variables (right).
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According to the results in Figure 4.3, bending stress at the right end of first segment

of the cantilever beam decrease from around 19000 N/cm? to around 11000 N/cm?.

Figure 4.4 ys values according to initial infeasible design variables (left) and initial

feasible design variables (right).

Results in Figure 4.4 shows the tip deflection at the left end of each segment. Since
the tip deflection at the left end of fifth segment is a constraint, the results are shown
as ys. Results reveal that ys decreases from around 4 cm to around 2.5 cm after

constraints are taken back to feasible region.

The algorithm that is developed by generalized reduced gradient method is compared

with the following methods [38]:

1. Genetic search of EVOLVE software

2. Sequential linear programming of DOT optimization software contained in the
visualDOC PROGRAM,
Method of feasible directions of ADS research program,

4. Generalized reduced gradient method of ADS research program,

5. Modified feasible directions method of DOT optimization software contained in
the visualDOC PROGRAM,

6. Sequential quadratic programming of DOT optimization software contained in

the visualDOC PROGRAM.
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Method 7 and Method 8 are the developed methods. In former method, Ravindran’s
selection is used, while in latter, Rao’s selection is used. Iteration history of

optimization problem and comparison of the results can be seen in Table 4.1.

Table 4.1 Iteration history of the methods (cm’ volume at iterations).

g
8 Methods
g
=
g
8
o
e

1 2 3 4 5 6 7 8
0 0 100000 | 100000 | 100000 | 100000 | 100000 | 100000 | 100000
1| 56680 60805 106425 104500 | 110735 88901 130840 | 130840
2| 56680 59351 111014 95849 88454 69929 116690 | 107326
3| 56.60 64753 92922 93329 80427 64284 97300 94321
4| 71570 64732 82511 76763 71711 64628 91059 81425
51 71570 64097 73805 68960 69500 64694 82895 78546
6| 71590 64418 70683 67445 67843 65480 80526 73454
71 71590 64294 69540 65898 67636 65436 73123 71221
8| 66880 64519 68133 65814 66362 65427 69270 68543
9| 66880 64434 66830 65422 65426 - 65780 66716
(1) 66880 65530 65906 65399 65425 - 65949 65860
} 66880 65493 65906 65399 65425 - 65478 65590
g
%. 6667 12 18 11 11 8 20 12
=
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According to the results in Table 4.1, Method 7 and Method 8 reach the optimum
value, when it is compared with other methods. However, Method 7’s iteration
number is highest among them. Method 8 reaches optimum value at less iteration
number when it is compared with Method 7. But, this method also is slow when it is
compared with other methods. This could be due to the algorithm, which is used for
movement from infeasible region to feasible region. If a better method is applied, all
design variables reach feasible region without increasing objective function value too

much. Values of optimum design variables are tabulated in Table 4.2, respectively.

Table 4.2 Optimum design variable values.

< Methods

g,

oo

=2

& | Initial 1 2 3 4 5 6 7 8

by 5.00 3.12 3.10 3.14 299 | 3.13 3.14 3.146 3.132

b, 5.00 291 2.87 2.89 2778 | 2.88 | 2.88 2.886 2.925

bs 5.00 2.62 2.64 2.59 2.52 | 258 | 2.57 2.537 2.532

b 5.00 2.25 2.21 2.21 220 | 221 2.20 2.237 2.234

bs 5.00 1.76 1.75 1.76 2.19 1.75 1.75 1.753 1.796

h; | 40.00 | 62.48 | 61.96 | 62.68 | 59.84 | 62.67 | 62.82 | 62.925 | 62.634

h, | 40.00 | 58.12 | 57.37 | 57.71 | 55.55 | 57.66 | 57.61 | 57.712 | 58.422

h; | 40.00 | 50.00 | 52.87 | 51.67 | 50.48 | 51.60 | 51.47 | 50.826 | 50.624

hy | 40.00 | 45.00 | 44.20 | 44.10 | 44.09 | 44.09 | 44.09 | 44.125 | 44.712

hs | 40.00 | 35.17 | 34.99 | 35.03 | 34.84 | 35.00 | 35.03 | 35.068 | 36.122
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According to the results in Table 4.2, it is observed that there are some differences
between the values of optimum design variables that are obtained by the developed
solver and by the solvers in the literature. These differences are mainly due to

selection of the bounds of the optimization solver.

Figure 4.5 and Figure 4.6 show o values for initial feasible and optimum design

variables that are obtained via Method 7 and Method 8, respectively.

Figure 4.5 o values according to initial feasible design variables (left) optimum design

variables (right) of Method 7.

Figure 4.6 o values according to initial feasible design variables (left) optimum design

variables (right) of Method 8.
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According to the results in Figure 4.5 and Figure 4.6, maximum allowed bending
stress is observed at the mid section of the cantilevered beam. Figure 4.7 and Figure
4.8 show ys value for initial feasible and optimum design variables that are obtained

via Method 7 and Method 8, respectively.
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Figure 4.7 ys values according to initial feasible design variables (left) optimum design

variables (right) of Method 7.
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Figure 4.8 ys values according to initial feasible design variables (left) optimum design

variables (right) of Method 8.

According to the results in Figure 4.7 and Figure 4.8, orange color shows that tip

deflection constraint is not violated.
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4.4 Conclusion

In this chapter, development of the generalized reduced gradient method is discussed.
An optimization solver is developed by using the Fortran programming language, a
structural optimization problem is solved and the results are compared with other
commercial optimization solvers. The results of the developed solver are in
agreement with the results of the commercial ones. But new modifications are
required in order to decrease the iteration number that is required to find the
optimum solution. As a result of this effort, an optimization solver is developed not

only for aerodynamic problems but also for other engineering problems.
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CHAPTER 5

MORPHING WING OPTIMIZATION

5.1 Introduction

In this part, fixed wing optimization is performed for airfoil shape change, planform
change and the combination of them. This process is performed at 30 m/s at which
the baseline wing has the least drag. After that it is assumed that morphing
mechanisms are installed into the optimized wing and morphing optimization process
starts. Morphing wing optimization is done for airfoil shape change, planform change
and the combination of them at velocities 16 m/s, which is the stall velocity of

baseline wing, 20 m/s, 40 m/s and 50 m/s.

5.2 Use of the Optimization Solver

Gradient based optimization solvers terminate under the following conditions [46]:

1. If Kuhn-Tucker conditions are satisfied;
This is the best possible sign that optimum point has been found.
2. If fractional change of objective function is below than a certain value;
It is not as good as first condition but it is defined as an optimum point.
3. Solver could not find a better point;
Solver bounds should be checked. Another starting value can be used.
4. Feasible point is not found;

Solver bounds should be checked. Another starting value can be used.

Before discussing the first condition, it should be stated that the developed
optimization solver terminates if only and only if no appropriate step length value is

found, which means that there is no better objective function value than the current
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one during step length search. Another important parameter is the definition of
bounds. The bounds of optimization solver for the optimization problems in this

chapter are defined as follows:

|g;(X)| <0.000001j=12,....,m (5.1)
|gi(X)| <0.001j=m+1,m+2,....,m+]l (5.2)

0if |Y; — Y*| < |Y{* * 0.0001] and G,, < 0
S =1{0if|Y; — Y| < |Y{* * 0.0001| and G,, > 0 (5.3)
—Gy, otherwise

When conditions in Equation 5.1 for inequality constraints and Equations 5.2 for
equality constraints are satisfied, the solver regards the constraints to be satisfied.

Equation 5.3 defines the search direction vector for design variables.

Kuhn-Tucker condition is the first order necessary condition for the objective
function to be optimum. For constraint optimization problem, it is assumed to be
satisfied if Lagrange multipliers, A, are positive, which are found according to the

formula in Equation 5.4 [41].

A=—=(G'G)"IG'F form+1>1

4
A= GF form+1=1 oY
= (GTG) orm =

In Equation 5.4, G is Jacobian of the constraints with respect to the design variables,
while F is the derivative array of the objective function with respect to the design
variables. In Figure 5.1, variation of the Lagrange multiplier with the objective

function for one equality constraint optimization problem, which is the fixed wing

optimization that is performed only with planform design variables, is given.
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Figure 5.1 Variation of Lagrange multiplier with objective function value.

In Figure 5.1, red line shows the variation of the Lagrange multiplier with the
objective function. Value at the right side of the dashed line is the optimum objective
function according to Kuhn-Tucker condition. However, the developed optimization
solver finds lower objective function values when Lagrange multiplier is less than
zero according to the dashed dotted line. This situation can arise due to the selection
of the bounds that are defined above and central difference parameter, h, which
changes the sensitivity of the derivatives [41]. The central difference formula that is

used in the optimization solver is shown in Equation 5.5.

_f(x(1 +h)) — f(x(1 - h))
B 2h

f! + 0(h?) (5.5)
h value in the above equation is chosen as 0.01. New starting point is obtained with
the multiplication of all design variables with 0.98 or 1.02 according to the values of
F array and sending them to back to feasible algorithm in the solver. The solver is

allowed to stop 10 times due to no appropriate step length value. For morphing wing
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optimization that is obtained with airfoil shape and planform change, this value is 30.
But it does not necessarily mean that the solver finds a better optimum result at each

new starting point.

5.3 Baseline Wing

In this study, the morphing mechanism, design and analysis methods are similar to
those outlined in the study of Gamboa et al. [19]. In this thesis, induced drag and
pressure drag are obtained by the 3-D panel method. Half span is divided into 8
spanwise strips, while the chord is divided into 150 panels. As a result, 3-D panel
method solves the inverse of a 1275x1275 matrix to obtain a solution including side
panels. 2DBLS calculates skin friction drag at each strip along half span. Airfoil
shape is generated by using the b-spline method, which uses first 6 points for
thickness generation at 0.95c, 0.8c, 0.5¢, 0.2¢, 0.05¢ and 0, and uses remaining 5
points for camber generation at 0.95c, 0.8c, 0.5c, 0.2c and 0.05c. The sixth control
point of the thickness distribution is used for defining leading edge diameter. Weight
of UAV is taken as 106.01 N, which is the weight that is calculated after fixed wing

optimization process in the study of Gamboa et al. [19].
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In Figure 5.2, baseline wing airfoil is shown with thickness control points (tcp) and

camber control points (ccp).

0.2
| Baseline airfoil
— BB — Thickness distribution
- Y Camber distribution
0.1

Figure 5.2 Baseline wing airfoil.

Baseline wing is a rectangular wing that has 1

is shown in Figure 5.3.

.2 m half span and 0.2 m chord, which

0.3 03
B e Baseline wing _|
025 o.25
0.21 I o2
EoisF Jo1s E
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o1l o
0.05 do.05
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Figure 5.3 Baseline wing, top view.
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Figure 5.4 shows drag vs. velocity curve for the baseline wing at steady level flight at

different velocities.
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Figure 5.4 Drag vs. velocity for baseline wing.

According to the drag results that are shown in Figure 5.4, minimum drag is obtained
at 30 m/s. This is the velocity at which fixed wing optimization process is performed
since it is assumed that the UAV flies its design mission at this velocity. Table 5.1
shows velocity, lift, corrected lift, induced and pressure drag, total drag and required

angle of attack values in steady level flight for the baseline wing.

Table 5.1 Steady level flight data for baseline wing.

Velocity Lift Corr.ected Induced Drag + Total o
(m/s) (N) Lift Pressure Drag Drag (deg)
™) ™) )
16 124.684 106.010 4.882 6.846 14.988
20 106.729 106.010 2.496 3.758 7.440
30 106.013 106.010 1.155 2.718 1.591
40 106.011 106.010 0.723 3.219 -0.253
50 106.011 106.010 0.510 3.941 -1.106
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According to the results in Table 5.1, it is seen that when the angle of attack value is
14.988 degree, the UAV can fly at 16 m/s. This velocity is accepted as the stall
velocity of the UAV since no converged solution could be obtained below this
velocity. Calculation of drag vs. velocity values is not performed below this velocity

in fixed wing and morphing wing optimization.

Before going into details of optimization problems, it is important to discuss about
the drag at steady level flight. Equation 5.6 shows the drag formula for steady level
flight.

2KW?

—_— 5.6
VZS (5.6)

1

In Equation 5.6, first term corresponds to the parasite drag, whereas the second one
depicts induced drag. Parasite drag, which is the main source of drag at high speeds,
decreases when wing area and parasite drag coefficient decrease. Induced drag,
which is the main source of drag at low speeds, decreases as wing area increases and
K value decreases. K value is a function of aspect ratio and taper ratio and it
decreases as aspect ratio increases and taper ratio decreases. The optimization solver
is responsible for finding the optimum airfoil shape and planform in order to

minimize the total drag.
5.4  Fixed Wing Optimization

Fixed Wing optimization consists of three parts. In the first part, planform design
variables do not change, only airfoil is optimized for minimum drag. In the second
part, airfoil design variables are constant, planform design variables are optimized
for minimum drag. In the last part of this section, both airfoil and planform design

variables are changed for the optimization problem.
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5.4.1 Fixed Wing Optimization with Only Airfoil Shape Change

For this part, fixed wing optimization problem is defined as follows:

Minimize D = D; + D, + Dy @ V,, = 30 m/s (5.7)
subject to

L=W=106.01N (5.8)
—5° < a<15° (5.9)
z,/c = 0.001 (5.10)
Z¢/c = 0.01 (5.11)
z;/c=0i=2-57-11 (5.12)
z;/c<01i=1-11 (5.13)

Equations between 5.7-5.13 define the optimization problem with one equality
constraint. 1*' and 6™ control points are the control points that create the trailing edge
thickness and leading edge diameter, respectively. Therefore, they have a minimum
value different than 0. The other control points can have 0 at defined chord locations.
The control points can have a value of 0.1 as maximum. Figure 5.5 shows baseline

wing airfoil and optimum airfoil, which is obtained with airfoil shape change only.
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Figure 5.5 Baseline airfoil and optimum airfoil that is obtained with only airfoil shape

change.

As it is seen in Figure 5.5, optimum airfoil has a lower physical thickness than
baseline wing airfoil. In addition to this, leading edge diameter decreases and it has a
sharper trailing edge. Figure 5.6 shows drag vs. velocity for the optimum wing for

this optimization problem.
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Figure 5.6 Drag vs. velocity for baseline wing and optimum wing that is obtained with

only airfoil shape change.

According to the results in Figure 5.6, optimum wing has less drag than the baseline
wing apart from 50 m/s. Table 5.2 depicts velocity, lift, corrected lift, induced and
pressure drag, total drag and required angle of attack values in steady level flight for

optimum wing in this section.

Table 5.2 Steady level flight data for optimum wing that is obtained with only airfoil

shape change.

Velocity Lift Corr.ected Induced Drag + Total «
(m/s) (N) Lift Pressure Drag Drag (deg)
(N) (N) (N) s
16 129.666 106.010 4.091 5.508 12.210
20 106.016 106.010 2315 3.505 7.238
30 106.011 106.010 1.165 2.253 1.821
40 106.011 106.010 0.769 3.197 -0.063
50 106.011 106.010 0.591 5.338 -0.934
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Higher skin friction drag results at 50 m/s is observed when Table 5.1 and Table 5.2

are compared. It is due to early transition from to laminar to turbulent region at the

lower surfaces of the wing strips for the optimum wing.

5.4.2 Fixed Wing Optimization with Only Planform Change

For this optimization, following optimization problem is defined.

Minimize D = D; + D, + Dy @ V,, = 30 m/s
subject to

L=W=106.01N
—5°<a<15°
0.15m <c,¢ <0.33m

1m<b/2<17m

(5.14)

(5.15)

(5.16)

(5.17)

(5.18)

According to the optimization problem, tip and root chord varies between 0.15 m and

0.33 m, whereas total span is allowed to vary between 2 m and 3.4 m. Optimum wing

that is obtained with only planform change can be seen in Figure 5.7.
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Figure 5.7 Baseline wing and optimum wing that is obtained with only planform

change, top view.

According to the results in Figure 5.7, optimization solver finds another rectangular
wing whose chord length decreases to 0.15 and half span increases to 1.411 m. As a
result of this, wing area decreases from 0.48 m” to 0.423 m” and aspect ratio
increases from 12 to 18.815. Figure 5.8 shows drag vs. velocity for the optimum

wing.
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Figure 5.8 Drag vs. velocity for baseline wing and optimum wings that are obtained

with only airfoil shape change and only planform change.

According to the results in Figure 5.8, optimum wing that is obtained with only
planform change has higher drag than the optimum wing that is obtained with only
airfoil shape change at 30 m/s. However, at higher velocities, it has less drag due to
decrease in wing area. In addition to this, it has less drag at lower velocities although
it has smaller wing area. At lower velocities, higher angle of attack values are
required in order to maintain steady level flight, induced drag becomes the main
source of drag. However, optimum wing that is obtained with only planform change
has higher aspect ratio with respect to baseline wing and optimum wing that is
obtained with only airfoil shape change. It is well known that higher aspect ratio
means lower induced drag. As a result of this, optimum airfoil in this part has lower
drag at lower velocities. Table 5.3 tabulates steady level flight data for the optimum

wing in this section.
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Table 5.3 Steady level flight data for optimum wing that is obtained with only planform

change.
Velocity Lift Corieitgtted Iggg::i?éﬁ; Total Drag a
(m/s) N) o s (N) (deg)
16 134.000 106.010 3.430 5.171 14.838
20 106.977 106.010 1.708 3.032 7.508
30 106.016 106.010 0.853 2.381 1.842
40 106.011 106.010 0.550 2.925 -0.105
50 106.011 106.010 0.396 3.758 -1.004

5.4.3 Fixed Wing Optimization with Airfoil Shape and Planform Change

This optimization problem is mathematically defined as follows:

Minimize D = D; + D, + Dy @ V,, = 30 m/s (5.19)
subject to

L=W=106.01N (5.20)
—5°<a<15° (5.21)
z,/c = 0.001 (5.22)
Z¢/c = 0.01 (5.23)
z;/c=0i=2-57-11 (5.24)
z;/c<01i=1-11 (5.25)
0.15m < ¢, ¢; < 0.33 m (5.26)
1m<b/2<1.7m (5.27)
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The optimization problem that is defined by Equations between 5.19 and 5.27 is the
summation of optimization problems that are defined in Sections 5.3.1 and 5.3.2.

Optimum wing planform can be seen in Figure 5.9.

0.3 0.3
| el Baseline wing ]
- — I — Optimum wing with only airfoil shape change .
- —ll—— Optimum wing with only planform change B
0.25 - —— Optimum wing with airfoil shape and planform change — 0.25
0.21fs . Hoz2
E o158 »—u Jo1s E
01| o1
0.05 |- o005
L P R P |
- L | 1 1
OE 0.5 1 1.5 2 0
b/2 (m)

Figure 5.9 Baseline wing and optimum wings that are obtained with only airfoil shape

change, only planform change and airfoil shape and planform change, top view.

The results in Figure 5.9 reveal that optimum wing that is obtained with airfoil shape
and planform change has longer half span, which increases from 1.2 m to 1.6 m. It is
a rectangular wing whose chord value decreases from 0.2 m to 0.15. As a result of
these changes, aspect ratio increases from 12 to 21.334. However, wing area remains

constant as 0.48 m”. Optimum airfoil can be seen in Figure 5.10.
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Figure 5.10 Baseline airfoil and optimum airfoils that are obtained with only airfoil

shape change, only planform change and airfoil shape and planform change.

In Figure 5.10, it is seen that optimum airfoil that is obtained by the optimization
problem in this section has higher physical thickness around the leading edge region
and has sharper trailing edge when it is compared with the optimum airfoil that is
obtained with only airfoil shape change. Figure 5.11 shows drag vs. velocity curve

for the optimum wing.
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Figure 5.11 Drag vs. velocity for baseline wing and optimum wings that are obtained
with only airfoil shape change, only planform change and airfoil shape and planform

change.

Results in Figure 5.11 state that smallest wing drag is obtained at 30 m/s when the
wing is optimized with airfoil shape and planform change as it is expected. When the
results related with wing optimization with only airfoil shape change are discussed it
is mentioned that higher drag results are seen at higher velocities. This situation is
also valid for optimum wing in this section according to Figure 5.11. When the
velocity is greater than 36 m/s drag values of the baseline wing is less than the
optimum wing that is obtained with airfoil shape and planform change. The main
reason for this is the early transition as it is mentioned in the previous comment.
Table 5.4 tabulates steady level flight data for optimum wing. Compared to the wing
optimized with only planform change, the wing that is optimized with airfoil shape
and planform is bigger, which helps to decrease the induced drag. Although the skin
friction drag is first thought to increase due to a larger wing; comparing the results in
Table 5.3 and Table 5.4 at suggest that skin friction drag is also reduced because of

lower angle of attack and less chamber that delay transition.
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Table 5.4 Steady level flight data for optimum wing that is obtained with airfoil shape

and planform change.

Velocity Lift Corr_ected Induced Drag + Total o
(m/s) (N) Lift Pressure Drag Drag (deg)
N) N) N) ®
16 132.320 106.010 2.930 5.191 14.785
20 106.012 106.010 1.311 2.691 6.142
30 106.011 106.010 0.705 1.897 1.169
40 106.011 106.010 0.494 3.734 -0.563
50 106.011 106.010 0.399 5.394 -1.365

It should be repeated that the baseline wing is optimized for 30 m/s by optimization
the airfoil shape, planform and both in this section. When velocity is not equal to 30
m/s, it is an off-design condition for all three optimized wing. Morphing is a way to
improve the aerodynamic performance of the optimized wing in off-design

conditions, as explained in the next section.

5.5 Morphing Wing Optimization

In the same manner as in fixed wing optimization, this part consists of three subparts.
In the first part, only airfoil design variables are used in the optimization problem at
defined shape change allowances along the chord, which are defined as inequality
constraints in optimization problem. In second part airfoil shape does not vary and
planform design variables are responsible for morphing. The optimization problem in

third part is a combination of optimization problems in the first and second parts.

5.5.1 Morphing Wing Optimization with Only Airfoil Shape Change

In this optimization process, a parametric study is performed in order to investigate
the effect of shape change allowance on the aerodynamic results. Airfoil shape
change is allowed according to the physical thicknesses of the upper and lower

surfaces with respect to chord at certain chordwise locations, which are 0.9c, 0.75c,
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0.5¢ 0.25c and 0.1c. It is assumed that the physical thickness can vary in certain

percentages with respect to its original physical thickness. During the parametric

study, these percentages are chosen as 5%, 10% and 15%. The optimization problem

for 5% allowance is described below, as an example.

Minimize D = D; + Dy, + Dg
@V, =16m/s,20m/s,40m/s and 50 m/s

subject to

L=W=106.01N

-5 < a<15°
z,/c > 0.001

Zg/c = 0.01
z/c20i=2-57—11

zi/c<0li=1-11

0.95 * (%) < (E) < 1.05 (%)

upinitialx upx_, upinitialx
c c c

for § = 0.9,0.75,0.5,0.25 and 0.1

Z Z
<13 <095« ()
lowinitialx C 10w§_i C/ lowinitialx
c c <

1.05 * (%)

for § = 0.9,0.75,0.5,0.25 and 0.1

(5.28)

(5.29)

(5.30)

(5.31)

(5.32)

(5.33)

(5.34)

(5.35)

(5.36)

Equation 5.35 and Equation 5.36 describe the physical thickness allowance for upper

and lower region of the airfoil and they create 20 inequality constraints. There is one

equality constraint. The optimum airfoil shapes without physical thickness
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constraints are also given with orange dashed line in the figures below. The initial
wing of the morphing wing optimization in this part is the optimum wing that is
obtained by fixed wing optimization with airfoil shape and planform change in

Section 5.4.3.

Morphing airfoils at different physical allowance changes are given for 16 m/s in

Figure 5.12. Vertical lines depict the allowance limit at difference percentages.
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002 0.02
O i b o [
ot - Dot F |
[ o |
ofF ofF |
o o |
-0.01 |- Optimum airfoil @ 30 m/s -0.01 Optimum airfoil @ 30 m/s
— =— = Morphing airfoil 15% allowance o Optimum airfoil
15% allowance F
002 0.02
. 1 [N SR | [ L E. 1 1 P | 1 1
0 030 2 0 0.2 0.4 0.6 0.8 1 1.2 0 030.2 0 02 0.4 0.6 0.8 1 1.2
x/c x/c

Figure 5.12 Morphing airfoil shapes at % 5 allowance (top left), % 10 allowance (top
right), % 15 allowance (bottom left), without physical constraint (bottom right) at 16

m/s.
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According to the results in Figure 5.12, it is seen that the morphing airfoil has
increased leading edge diameter as allowances increase. The airfoil shapes do not
follow a pattern as allowance increase because separation occurs very early at 16 m/s
and correction formulas for drag that are discussed in Chapter 3 increase nonlinearity
in the optimization problem. When there is no physical limit, trailing edge region of
the airfoil shape is different. Airfoil shapes in Figure 5.12 can be seen together in

Figure 5.13.
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-0.03 — — — Morphing airfoil 15% allowance
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Figure 5.13 Morphing airfoil shapes at different allowances at 16 m/s.

Table 5.5 shows steady level flight data at different airfoil shape change allowance.
0% allowance describe optimum airfoil that is obtained in Section 5.4.3 and 100%
allowance describe the optimum airfoil shapes without physical thickness

constraints.
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Table 5.5 Steady level flight data for morphing wing that is obtained with only airfoil
shape change at 16 m/s.

Change . Corrected Induced Drag + Total
Allowance Lift Lift Pressure Drag Drag «
(%) ™ ) ) N | o
0 132.320 106.010 2.930 5.191 14.785
5 130.710 106.010 2.942 4.979 14.581
10 131.796 106.010 2.940 4.811 14.666
15 130.093 106.010 3.063 4.509 14.073
100 130.016 106.010 2.904 4.470 14.975

According to the results in Table 5.5, lift and corrected lift values are close to each
other for all change allowance values. This is due to early separation as it is
mentioned above. 15% change allowance drag result is very close to 100% change

allowance.

Figure 5.14 shows the morphing airfoil at different shape change allowances for 20

m/s.
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Figure 5.14 Morphing airfoil shapes at % 5 allowance (top left), % 10 allowance (top
right), % 15 allowance (bottom left), without physical constraint (bottom right) at 20

m/s.

According to the results in Figure 5.14, it is observed that airfoil tries to decrease the
physical thickness that is around 0.1c as allowance increases. When there is no
physical limit, trailing edge region of the airfoil shape is different. The morphing

airfoil shapes can be seen together in Figure 5.15.
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Figure 5.15 Morphing airfoil shapes at different allowances at 20 m/s.

Table 5.6 tabulates steady level flight data at different shape change allowances at 20
m/s.

Table 5.6 Steady level flight data for morphing wing that is obtained with only airfoil
shape change at 20 m/s.

Change . Corrected Induced Drag + Total
Allowance Lift Lift Pressure Drag Drag «
(%) ™ ) ™) N | “®
0 106.012 106.010 1.311 2.691 6.142
5 106.016 106.010 1.413 2.515 5.970
10 106.015 106.010 1.396 2.507 5.824
15 106.011 106.010 1.373 2.491 5.711
100 106.010 106.010 1.313 2.432 4.737

All shape change allowance drag results are very close to each other when results in

Table 5.6 are investigated.

Figure 5.16 shows morphing airfoil shapes for 40 m/s.
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Figure 5.16 Morphing airfoil shapes at % 5 allowance (top left), % 10 allowance (top

right), % 15 allowance (bottom left), without physical constraint (bottom right) at 40

m/s.

According to the results in Figure 5.16, upper region of the airfoil shape does not

vary significantly for 5 %, 10 % and 15 % allowances apart form the region that is

around 0.1c. When there is no physical limit, trailing edge region of the airfoil shape

is different. The morphing airfoil shapes can be seen together in Figure 5.17.
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Figure 5.17 Morphing airfoil shapes at different allowances at 40 m/s.
Table 5.7 shows aerodynamic results for 40 m/s at steady level flight.

Table 5.7 Steady level flight data for morphing wing that is obtained with only airfoil
shape change at 40 m/s.

Change . Corrected Induced Drag + Total
Allowance Lift Lift Pressure Drag Drag “
(%) ™ ) ™) N | e
0 106.011 106.010 0.494 3.734 -0.563
5 106.011 106.010 0.504 2.333 -0.510
10 106.011 106.010 0.512 2.302 -0.501
15 106.011 106.010 0.483 2.268 -0.486
100 106.011 106.010 0.493 2.259 -0.533

Contrary to the results for 16 m/s and 20 m/s, more drag reduction is observed at 40
m/s. Even at 5% change allowance, drag result is very close to result of 100%
allowance. At higher velocities, the main source of the drag is skin friction drag and
it can be reduced by shape change allowance. This is the main reason for this

reduction.
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Figure 5.18 depicts the results for 50 m/s.
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Figure 5.18 Morphing airfoil shapes at % 5 allowance (top left), % 10 allowance (top
right), % 15 allowance (bottom left), without physical constraint (bottom right) at 50

m/s.

According to the results in Figure 5.18, as allowance increases physical thickness
and curvature slope at lower surface that is around 0.05c-0.1c decreases. At this
velocity, stagnation point moves towards the upper surface due to negative angle of
attack and airfoil tends to decrease the slope of the leading edge at lower region of
airfoil for the propagation of boundary layer development that will create less skin

friction drag. When there is no physical limit, trailing edge region of the airfoil shape
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is different. For this situation, which is also valid for the other velocities, it should be
stated that control points that are close to the trailing edge have less change
allowance apart from 100 % allowance, because physical thickness at lower surface
of the trailing edge is very short. As a result of this, these control points cannot vary
effectively. This situation also influences the mathematical representation of airfoils.

The morphing airfoil shapes can be seen together in Figure 5.19.
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Figure 5.19 Morphing airfoil shapes at different allowances at 50 m/s.

Table 5.8 shows the aerodynamic results with allowance changes for 50 m/s.
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Table 5.8 Steady level flight data for morphing wing that is obtained with only airfoil
shape change at 50 m/s.

Mlowanee | L | Comested | e | b |
% N) Lift (N) (N) (N) (deg)
0 106.011 106.010 0.399 5.394 -1.365
5 106.011 106.010 0.396 5.120 -1.467
10 106.011 106.010 0.404 3.569 -1.242
15 106.011 106.010 0.422 3.467 -1.220
100 106.013 106.010 0.473 3.372 -1.403

With a similar comment for 40 m/s, drag reduction is significant for 50 m/s when it is
compared with 16 m/s and 20 m/s. However significant drag reduction is observed at

10% change allowance at 50 m/s when it is compared with 100% allowance.

According to the results that are discussed in this section, 10% allowance is quite
efficient in terms of reduction in drag and required energy for morphing mechanism
at velocities greater than 30 m/s. For 16 m/s most significant drag reduction is
observed at 15% change allowance whereas significant drag reduction is not obtained
at 20 m/s regardless of shape change allowance. As a result of this discussion, it is
decided to use 10% change allowance for morphing wing optimization with airfoil
shape and planform change considering the number of actuators and the required
energy by them. Drag vs. velocity graph for baseline wing, optimum wing in Section
5.4.3 and morphing wing that is obtained with only airfoil shape change with %10

allowance is given Figure 5.20.
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Figure 5.20 Drag vs. velocity for baseline wing, optimum wing that is obtained with
airfoil shape and planform change and morphing wing that is obtained with only airfoil

shape change with 10 % change allowance.

According to the results, morphing airfoil that is obtained in this optimization
problem has less drag at each velocity that is analyzed when it is compared with the
baseline wing and the optimum wing. But significant drag reduction is observed at

velocities higher than 30 m/s.

5.5.2 Morphing Wing Optimization with Only Planform Change

In this part, optimization design variables are planform design variables and the

problem is defined mathematically below.

Minimize D = D; + D, + Dg
(5.37)
@V, =16m/s,20m/s,40m/s and 50 m/s
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subject to

L=W=106.01N (5.38)
—5°<a<15° (5.39)
0.Im<c,c;<02m (5.40)
12m<b/2<2m (5.41)

According to the optimization problem, there exist 1 equality constraint. Starting
wing is the optimum wing that is found in Section 5.4.3 for 30 m/s. Morphing
planform change allowances for chords and span are 33% and 25%, respectively.
These allowances are chosen so that it contains the planform area of the baseline

wing. Figure 5.21 shows the optimum morphing wing planforms for different

velocities.
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Figure 5.21 Baseline wing and optimum wing that is obtained with airfoil shape and
planform change and morphing wings that are obtained with only planform change at

different velocities, top view.
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According to the results in Figure 5.21, as speed decreases planform area increases in
order to provide the required lift. In addition to this, wing taper ratio decreases in
order to decrease the induced drag. As speed increases, the main source of lift
becomes velocity and the area decreases. Moreover, there is a small taper ratio at 40
m/s and 50 m/s velocities. In order to understand this, drag result of the smallest
allowed planform in this optimization for 50 m/s is given with the results of the

optimized planforms in Table 5.9.

Table 5.9 Steady level flight data for morphing wing that is obtained with only

planform change.

50
16 20 30 40 50 (rt?l/:)
(m/s) (m/s) (m/s) (m/s) (m/s) smallest
wing
a (deg) 10.928 5.316 1.169 1.3 -0.109 0.028
¢, (m) 0.192 0.153 0.15 0.108 0.111 0.1
b/2 (m) 2 2 1.6 1.241 1.2 1.2
¢t (m) 0.102 0.1 0.15 0.1 0.1 0.1
Induced Drag +
Pressure Drag 1.660 0.757 0.705 0.648 0.516 0.520
Toa
ta
Dra(;g (N) 3.266 2.02 1.897 1.827 2.259 2.280
S (m?) 0.588 0.506 0.48 0.258 0.253 0.24
AR 27.194 31.642 21.334 | 23.905 22.786 24
A 0.530 0.654 1 0.929 0.904 1

As it is seen Table 5.9, the smallest allowed wing has 2.280 N drag at 0.028 degree
angle of attack value at 50 m/s, whereas optimum wing has 2.259 N drag at -0.109
degree angle of attack value at the same velocity. The morphing wing in this section
for 50 m/s increases its area in order to maintain steady level flight at less drag by
increasing the root chord. This situation also decreases the taper ratio and summation
of induced drag and pressure drag alters although there is an increment in wing area,
which is directly proportional to pressure drag. Drag vs. velocity graph for this

morphing system is shown in Figure 5.22.
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Figure 5.22 Drag vs. velocity for baseline wing, optimum wing that is obtained with
airfoil shape and planform change and morphing wings that are obtained with only

airfoil shape change and only planform change.

According to the results in Figure 5.22, morphing wing optimization that is obtained
with only planform change has a very significant role in drag reduction above and
below 30 m/s and its contribution to drag reduction can be seen better if velocity is
further away from that velocity. Moreover, it has more drag reduction than the
morphing wing that is obtained with only airfoil change, as it is expected from the
drag formula. Because, when planform is morphed not only drag coefficient is
minimized but also area can be optimized for minimum drag. But, when airfoil is

morphed, only drag coefficient is minimized.

5.5.3 Morphing Wing Optimization with Airfoil Shape and Planform Change

The optimization problem in this part is basically a simultaneous application of the

optimization problems in sections 5.5.1 and 5.5.2. As it is mentioned above, 10%
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change allowance for airfoil shape is used in this part. The starting wing in this part
of morphing wing optimization is the wing that is obtained by fixed wing

optimization with airfoil shape and planform change in Section 5.4.3.

Minimize D = D; + D, + D;

(5.42)
@V, =16m/s,20m/s,40m/s and 50 m/s
subject to
L=W=106.01N (5.43)
—5° < o < 15° (5.44)
z,/c > 0.001 (5.45)
z¢/c > 0.01 (5.46)
z/c=>0i=2-57—11 (5.47)
z/c<01i=1-11 (5.48)
0.9 (z upinitialx = E)up)_é:i =i (z upinitialx (5.49)
for == 0.9,0.75,0.5,0.25 and 0.1
Lo (z lowinitialx = E lows_ =09+ (z lowinitialx (5.50)

for § = 0.9,0.75,0.5,0.25 and 0.1
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0lm<c,c <02m (5.51)

1.2m<b/2<2m (5.52)

Figure 5.23 shows the optimum morphing wing planforms and Table 5.10 shows

optimum planform and drag results for different velocities.
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L. ———— Morphing wing with airfoil shape and planform change @16 m’'s
- —l—— Morphing wing with airfoil shape and planform change @ 20 m/s

0.25 |- ——— Optimum wing with airfoil shape and planform change —0.25

- Morphing wing with airfoil shape and planform change @ 40 m/s -
- Morphing wing with airfoil shape and planform change @ 50 m/s -
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Figure 5.23 Baseline wing, optimum wing that is obtained with airfoil shape and
planform change and morphing wings that are obtained with airfoil shape and

planform change, top view.
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and planform change.

Table 5.10 Steady level flight data for morphing wing that is obtained with airfoil shape

16 20 30 40 50

(m/s) (m/s) (m/s) (m/s) (m/s)

a (deg) 10.812 5.416 1.169 0.975 -0.281

¢ (m) 0.189 0.148 0.150 0.112 0.100

b/2 (m) 2.000 2.000 1.600 1.200 1.200

¢ (m) 0.102 0.100 0.150 0.102 0.100
Induced Drag+

Pressure Drag 1.676 0.749 0.705 0.713 0.558

Q)

Total Drag (N) | 3.146 1.928 1.897 1.759 1.961

S (m%) 0.582 0.495 0.480 0.257 0.240

AR 27.502 32.313 21.334 22.443 24.000

A 0.539 0.678 1.000 0.909 1.000

When results are compared with the results in Figure 5.21 and Table 5.9, it is seen
that planform design variables are very close to each other. The morphing wing areas
decrease for all velocities for combined planform and airfoil morphing. Total drag
decreases for all velocities but these decrements may be regarded as small
considering the effort that will be put into the design and the complexity of the
system that will morph both the airfoil and the planform. The obtained morphing

airfoils are depicted in Figure 5.24.
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Figure 5.24 Morphing airfoil that is obtained with airfoil shape and planform change at
16 m/s (top left), at 20 m/s (top right), 40 m/s (bottom left), 50 m/s (bottom right).

According to the results, for velocities greater than 30 m/s, airfoils have greater
trailing edge angles compared to the optimum airfoil for 30 m/s whereas no
significant variation is observed for velocities less than 30 m/s. Apart from the
morphing airfoil for 16 m/s, physical thickness at the leading edge of the upper
surface decreases, 1.e. camber is reduced. Moreover, if the results for 16 m/s are
investigated in detail it is seen that the upper surface of the airfoil does not reach the
allowed upper and lower bounds. The turbulent separation that exists around 0.05c¢ is
the main reason for this. After separation, shape change allowance limits and

location of the control points cannot delay separation.
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Figure 5.25 shows the comparison of drag results.

10
9 :_ —ll—— Baseline Wing
[ —ll—— Optimum wing with airfoil shape and planform change
[~ ——— Morphing wing with only airfoil shape change
8 |- ——— Morphing wing with only planform change
- — & — Morphing wing with airfoil shape and planform change
=
£
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Figure 5.25 Drag vs. velocity for baseline wing, optimum wing that is obtained with
airfoil shape and planform change and morphing wings that are obtained with only

airfoil shape change, only planform change and airfoil shape and planform change.

Figure 5.25 shows that drag results of the morphing wing that is obtained with
combined airfoil shape and planform change are very close to the morphing wing
that is obtained with only planform change. This is a somehow expected result
because the skin friction drag is mostly dependent on the wetted are of the wing.
When morphing wing optimization in this section and the morphing wing
optimization in Section 5.5.2 are compared, it is seen that the wetted areas are very
similar. The skin friction drag is also dependent on the camber and angle of attack

although less than the wetted area.

In summary, planform morphing alone provides the major aerodynamic performance

improvement and airfoil morphing yields a marginal improvement over that.
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Therefore, when the above considerations are kept in mind, if the morphing

technologies are put into practice, the priority may be given to planform morphing.

5.6 Conclusion

In this chapter, fixed wing and morphing wing optimization problems are solved by
using aerodynamic and optimization solvers that are described in Chapter 2, Chapter
3 and Chapter 4. Fixed wing optimization is performed for only airfoil change, only
planform change and both planform and airfoil change. According to the results, the
least drag is obtained when planform and airfoil design variables are defined as
design variables for the optimization problem. After that, it is assumed that morphing
mechanisms are installed to the optimum wing and effects of airfoil and planform
design variables on drag reduction are investigated in the same manner as in fixed
wing optimization. According to the results, morphing wing that is obtained with
only planform change is the most effective morphing mechanism when complexity
of the system, additional weight of the servos or actuators and energy required by
them are kept in mind. The results for only airfoil morphing even without any limits
for shape change show that the drag reduction is not as significant as the drag
reduction when the morphing is performed with only planform change. This is due to
the fact that planform change does not only minimize drag but also optimizes wing

area for minimum drag.

Airfoil morphing should not be regarded as totally useless, though. Airfoil morphing
may be used for maneuvering the airplane, where small deflections produce
sufficient moments, like in an aileron for example. Of course, for such applications,
the response times of the morphing mechanism to a given command should be very

short.

Another aspect that can be relevant to airfoil morphing is when differential morphing

is used in order to optimize the lift distribution of a wing, which will further reduce
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the induced drag. In this case, the response of the mechanism need not be as fast as

for control surface applications.

Finally, morphing wing optimization should be performed for other missions of the
flight envelope in order to prove the effectiveness of planform change in morphing

wing applications.
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CHAPTER 6

CONCLUSION

Morphing wing optimization is performed for an UAV for steady level flight in order
to minimize drag. In order to perform optimization, function evaluators that are 3-D
panel method and 2-D boundary layer solver are developed in order to obtain the lift
and the drag values. These solvers are compared with the software that are widely
used in the literature and results are in agreement. An optimization solver is
developed by using a generalized reduced gradient method and a benchmark
structural optimization problem in the literature is solved for validation and the
results, which are compatible with the results of the other solvers in literature, are

obtained.

After development and comparison process of aerodynamic and optimization solvers,
a fixed wing optimization analysis is performed in order to find the optimum wing
for 30 m/s, at which the baseline wing has the minimum drag. For this, three
different optimization problems are solved according to the design variables of the

planform and the airfoil shape.

Then, the optimum fixed wing is defined as the wing that will be morphed during
steady level flight at different velocities. The morphing wing optimization process is
similar to the fixed wing optimization process. At first, the planform is unaltered and
the airfoil shape is changed according to the shape change allowance ratios. It is
found out that 10% shape change allowance is adequate in order to obtain a
noticeable drag reduction when morphing mechanism’s weight and energy demand is
taken into account. After that, morphing wing optimization problem is solved only
by using planform design variables. The drag reduction results are much more

significant when compared to the results obtained with only airfoil shape change and
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it is seen that the drag reduction difference increases as the velocity is further away

from 30 m/s.

In the final part, a new optimization problem is defined by combining the previous
morphing wing optimization problems and no significant drag reduction is observed
when the results are compared with the morphing wing that is obtained with only
planform change. According to the results that are obtained by the morphing wing
optimization problems in this thesis, planform shape change is the most effective
way of drag reduction in morphing wings. But further analyses are required in order
to claim the final result in this thesis. For example, optimization of the thickness and
camber control points along chord for minimum drag is just an example that first
comes to mind. Moreover, the morphing wing should be optimized in the same way

in this thesis according to the other missions of the flight envelope.

Further research is also in progress for implementation of a two way boundary layer
solver as a more accurate flow solver. Moreover, there are some ideas about having a
better back to feasible method and a more appropriate starting value method for

optimization solvers. For a faster solver, computations must be performed in parallel.

In this thesis, the servo forces that must be present in order to produce the desired
shape change are not studied, likewise the impact of morphing mechanisms on the
overall weight is not considered. This may be a significant factor reducing or even
negating the benefits of morphing. This is definitely an obvious and interesting

endeavor for further studies.

On another path, feasibility of morphing to replace control surfaces is also an
interesting endeavor. There, the response times should be very short, which is an
important challenge to be faced by the designer. Small but very rapid shape changes
should be incurred with small and lightweight mechanisms especially for systems

that will replace the ailerons and the elevator.
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On yet another effort, morphing can be used in order to optimize the lift distribution
on a wing, which will further reduce the induced drag. Such morphing will not

require short reaction times but differential morphing is a challenge to overcome.

Theoretical and experimental studies related with morphing wing concept should get

more attention from scientists for a greener World.
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