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ABSTRACT

ON NONLINEARITY AND HAMMING WEIGHT PRESERVING BIJECTIVE
MAPPINGS ACTING ON BOOLEAN FUNCTIONS

Sertkaya, İsa

Ph.D., Department of Cryptography

Supervisor : Assoc. Prof. Dr. Ali Doğanaksoy

August 2014, 86 pages

Boolean functions are widely studied in cryptography due to their key role and ap-
plications in various cryptographic schemes. Particularly in order to make symmetric
crypto-systems resistant against cryptanalytic attacks, Boolean functions are associ-
ated some cryptographic design criteria. As a result of Shannon’s similarity of secrecy
systems theory, cryptographic design criteria should be at least preserved under the
action of basic transformations. Among these design criteria, Meier and Staffelbach
analyzed behavior of the nonlinearity criteria under the action of bijective mappings
defined on input values of the functions. Later, Preneel proved that nonlinearity still
remains invariant under the action of affine equivalence mappings. Motivated by the
previous studies, in his master thesis, the author showed the existence of new nonlin-
earity preserving bijective mappings.

In this thesis, we first give definition of the maximal group that can act on Boolean
functions. This maximal group is the symmetric group of the vector space that cor-
responds to the set comprised of the truth table of the Boolean functions. We give a
representation, based on the coordinate functions’ algebraic normal form, for the ele-
ments of this symmetric group and then we list its subgroups that we mainly focus on.
Regarding these subgroups, our aim is to enumerate or classify these bijective map-
pings with respect to preserving a cryptographic design criterion. After the necessary
definitions and notions, we mainly investigate the nonlinearity preserving bijective
mappings. Then we apply the procedures constructed on nonlinearity preservability
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to another cryptographic design criterion, namely the Hamming weight. From a the-
oretical viewpoint, our basic result is that we show the existence of new families of
bijective mappings that leaves nonlinearity (respectively, Hamming weight) invariant.

Under the action of linear and affine bijective mappings we give the necessary and
sufficient conditions to keep nonlinearity invariant. We explicitly construct an iso-
morphism between the affine equivalency mappings subgroup and the automorphism
group of the Sylvester Hadamard matrices and give the order of this automorphism
group. Next we construct a family of non-affine nonlinearity preserving bijective map-
pings explicitly. However, we also show that all of these explicitly constructed non-
linearity preserving bijective mappings produce the same orbit structure as the affine
equivalency mappings. On the other hand, we give the exact number of nonlinearity
preserving bijective mappings for the functions with n ≤ 6 variables. Then, based on
these cardinalities, we prove the existence of new non-affine nonlinearity preserving
mappings, without constructing explicitly. We demonstrate some examples for these
non-affine mappings.

Following the results obtained for nonlinearity preserving bijective mappings, we ex-
tend our study to the Hamming weight preserving bijective mappings. First we com-
pletely solve the enumeration problem of Hamming weight preserving bijective map-
pings, and give the exact number of the Hamming weight preserving bijective map-
pings for all Boolean functions. Afterwards, we study the classification problem and
give partial results. Lechner proved that the Hamming weight property is preserved un-
der the action of symmetric group of input vector space. We further prove that among
the affine bijective mappings only these mappings preserve the Hamming weight. Fi-
nally, again based on the enumeration of the Hamming weight preserving bijective
mappings we proved the existence of Hamming weight preserving non-affine bijective
mappings.

Keywords : Boolean functions, Nonlinearity, Hamming weight, Affine equivalence,
Sylvester Hadamard matrices
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ÖZ

BOOLE FONKSİYONLARI ÜZERİNE TANIMLI NONLİNEERİTE VE
HAMMING AĞIRLIĞINI KORUYAN TERSİNİR DÖNÜŞÜMLER

Sertkaya, İsa

Doktora, Kriptografi Bölümü

Tez Yöneticisi : Assoc. Prof. Dr. Ali Doğanaksoy

Ağustos 2014, 86 sayfa

Kriptografik literatürde Boole fonksiyonları, türlü kriptografik projelerdeki rolleri ve
uygulamaları nedeniyle, oldukça sık çalışılmaktadır. Özellikle simetrik kripto sistem-
lerinin kriptografik saldırılara dayanıklı olması için Boole fonksiyonları birkaç krip-
tografik tasarım kriterleri ile ilişkilendirilir. Shannon?ın gizlilik sistemlerinin benz-
erliği teorisi gereği, kriptografik tasarım kriterleri en azından temel dönüşümlerin etki-
si altında korunmalıdır. Bu tasarım kriterleri arasından nonlineerite kriterleri, Meier
ve Staffelbach tarafından fonksiyonların girdileri üzerine tanımlı tersinir dönüşümlerin
etkisi altında incelenmiştir. Daha sonra, Preneel nonlineeritenin afin denklik dönüşüm-
lerinin etkisi altında da sabit kaldığını ispatlamıştır. Önceki çalışmalardan hareketle,
yazar, yüksek lisans tezinde nonlineeriteyi koruyan yeni tersinir dönüşümlerin varlığını
göstermiştir.

Bu çalışmada öncelikle, Boole fonksiyonları üzerine etki edebilecek maksimal grubun
tanımını vermekteyiz. Bu maksimal grup Boole fonksiyonlarının doğruluk tablolarının
oluşturduğu kümeye karşılık gelen vektör uzayının simetrik grubuna tekabül eder.
Koordinat fonksiyonlarının cebirsel normal formlarını baz alarak bu simetrik grubun
öğelerine bir gösterim veriyor ve sonrasında bu sismetrik grubun çalışmada odak-
lanacağımız altgruplarını listeliyoruz. Bu altgrupları dikkate alarak; amacımız bu
tersinir dönüşümlerin içinden bir kriptografik tasarım kriterini koruyanlarını saymak
veya sınıflandırmakdır. Gerekli tanım ve nosyonlardan sonra, çoğunlukla nonlineeri-
teyi koruyan tersinir dönüşümleri incelemekteyiz. Ardından nonlineeritenin korunması
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üzerine oluşturulan prosedürleri diğer bir kriptografik tasarım kriteri olan Hamming
ağırlığı için uygulamaktayız. Teorik bakış açısıyla, temelde nonlineeriteyi (benzer
şekilde Hamming ağırlığını) sabit bırakan yeni tersinir dönüşümler ailesinin varlığını
göstermekteyiz.

Lineer ve afin tersinir dönüşümlerin etkisi altında, nonlineeritenin sabit kalması için
gerek ve yeter şartları veriyoruz. Afin denklik dönüşümler altgrubu ile Sylvester Hada-
mard matrislerinin otomorfizma grubu arasında açıkca bir izomorfizma oluşturuyor
ve bu otomorfizma grubunun eleman sayısını veriyoruz. Devamında nonlineeriteyi
koruyan afin olmayan bir tersinir dönüşümler ailesini açıkca oluşturuyoruz. Fakat,
açıkca bilinen nonlineeriteyi koruyan tersinir dönüşümlerin tamamının afin denklik
dönüşümler ile aynı yörünge yapısını ürettiklerini gösteriyoruz. Öte yandan, n ≤ 6
değişkenli fonksiyonlar için nonlineeriteyi koruyan dönüşümlerin tam sayılarını veri-
yoruz. Ondan sonra bu sayılardan hareketle, açıkca oluşturmadan afin olmayan non-
lineeriteyi koruyan yeni tersinir dönüşümlerin varlığını ispatlıyoruz. Bu afin olmayan
dönüşümlerin bazı örneklerini veriyoruz.

Nonlineeriteyi koruyan tersinir dönüşümler için elde edilen sonuçları izleyerek; çalış-
mamızı Hamming ağırlığını koruyan tersinir dönüşümleri de kapsayacak şekilde ge-
nişletiyoruz. Öncelikle Hamming ağırlığını koruyan dönüşümlerin sayılması proble-
mini tamamıyla çözümlüyor ve tüm Boole fonksiyonları için Hamming ağırlığını ko-
ruyan tersinir dönüşümlerin sayısını veriyoruz. Sonrasında sınıflandırma problemi
üzerine çalışıyor ve kısmi sonuçlar veriyoruz. Lechner Hamming ağırlığı özelliğinin
girdi vektör uzayının simetrik grubunun etkisi altında korunduğunu göstermiştir. Biz
afin tersinir dönüşümlerin içinde de sadece bu dönüşümlerin Hamming ağırlığınu ko-
ruduğunu kanıtladık. Son olarak ise yine Hamming ağırlığını koruyan dönüşümlerin
sayısından hareketle afin olmayan Hamming ağırlığını koruyan dönüşümlerin varlığını
ispatlıyoruz.

Anahtar Kelimeler : Boolea fonksiyonları, Nonlineerite, Hamming ağırlığı, Afin den-
klikler, Sylvester Hadamard matrisleri
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I also would like to thank to all people at IAM, especially to Dr. Muhiddin Uğuz for
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CHAPTER 1

INTRODUCTION

Main problem studied within this thesis is to analyze the action of bijective mappings
on the Boolean functions and additionally try to classify or enumerate the ones that
keep certain cryptographic design criteria invariant especially the nonlinearity and
Hamming weight. Further to investigate outcome of these mappings mainly for cryp-
tographic research. Up to the author knowledge, even if some well-known transfor-
mations are widely studied, this generalized problem did not gather much attention.
In this chapter, we first give an overview and related work, then continue with the our
objectives and contributions, finally give the outline.

1.1 Overview

Boolean functions are named after the British mathematician George Boole who is
known to be the founder of mathematical logic (Boolean algebra) due to his seminal
books [12, 13]. Even if the Boole’s studies were well credited, it was Claude E. Shan-
non who ported the work of Boole into electronic circuits, which is mostly credited as
foundations of digital engineering, and used them as switching functions [130].

Basically, Boolean function are {0,1}-valued functions of finitely many of {0,1}-
valued input variables [35]. Boolean functions, or hereinafter shortly functions, and its
applications spread to a diverse number of fields such as logic, proof theory, learning
theory, game theory, combinatorics, switching theory, computational complexity the-
ory, harmonic analysis, theoretical computer science, electronical engineering, cryp-
tography and coding theory. For a comprehensive list and therein list of recent studies,
reader may refer to [34, 35].

In coding theory the basic aim is to transmit a codeword, which is mostly a binary
string, on a noisy communication channel and in case of an error detected correct them
if possible. Hence, Boolean functions are naturally play important roles in coding
theory [95]. Actually one of the oldest family of codes Reed-Muller codes, named
after Reed [115] and Muller [105], are basically defined by Boolean functions.

On the contrary to the coding theory, main concern in classical cryptography is to con-
ceal and/or break the secret information which is needed to be transmitted between at
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least two parties. With the information age, cryptography evolved from classical cryp-
tography into larger perimeter where confidentiality, privacy, secrecy, data integrity,
authentication, undeniability, access control and non-repudiative concerns are all in-
cluded. For further reading please refer to [104, 121, 49].

Cryptographic systems are generally classified into two schemes such as secret (sym-
metric) key and public (asymmetric) key crypto systems. In public key cryptography,
[41], two different keys are used for encryption and decryption whereas in secret key
cryptography both parties share only a secret key that is used both for encryption and
decryption process. Secret key cryptography can further be decomposed into two dif-
ferent schemes as block ciphers and streams ciphers. In the block cipher schemes,
secret message so called plaintext are partitioned into a fixed larger length of blocks
and encrypted to get ciphertext where in stream ciphers process generally each bit of
plaintext with an internally updated algorithms [15].

In the classical cryptography, encryption and decryption is made by porting the plain-
text into a function with a secret key and sending its image as a ciphertext. Shannon in
his seminal work [131], with an information theoretical approach, proved that the one
time pad, also known as Vernam cipher named in the honor of G. Vernam [139], has the
perfect secrecy under the cipher-text only attack. The necessary condition is to use a
random key whose length is as long as the plaintext only once. These conditions make
the system usage nearly impossible due to key distribution and management problems.
Shannon further proposed that any secret key scheme should possess the confusion
property to maximize the system complexity and the diffusion property to minimize
effect of the plaintext redundancy on the ciphertext.

Based on the confusion and diffusion design principles, in modern block ciphers en-
cryption process evolved into applying so called round function with the round key
obtained from the secret key, repeatedly where the procedure is either based on either
Feistel or substitution-permutation network structure, see [48, 106] and [75, 107, 38],
respectively. For recent developments in block ciphers and related cryptanalysis tech-
niques please see [83, 8].

Meanwhile, the promising property of the one time pad led many researches to build
a stream cipher where the encryption is pursued by xoring the plaintext with a pseudo
random key generated in a deterministic way from the initial secret state. Stream ci-
phers evolved from rotor based machines into linear feedback shift registers (LFSR)
based stream ciphers such as nonlinear feedback shift registers, nonlinear filter gener-
ator, clock controlled stop/go generators [53], shrinking generators [32, 103], alternat-
ing step generators [55] and look up based stream ciphers [116]. For a then and now
reading, please refer to [54, 36, 117, 82] respectively.

Cryptology has mainly two branches, cryptography the art of designing crypto systems
and cryptanalysis the art of breaking the crypto systems. Kerchoff’s design principle
recommends consider all building components are public and to build an enciphering
scheme security solely on the secret key [80]. Except the one time pad, the security
of each enciphering scheme relies on the computational complexity which is mostly
the cardinality of the enciphering key space. The aim of cryptography is to prove that
the system satisfies the necessary security conditions whereas the aim of cryptanalysis
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prove it otherwise even with slightly reducing key space. In a nutshell, this rivalry
leads to every research and development in cryptology.

Most of the well-known cryptanalysis techniques led to new cryptographic design cri-
teria. For instance, statistical attacks to balancedness, correlation attack [132] to corre-
lation immunity and resiliency, differential cryptanalysis [9, 11, 10] to strict avalanche
criterion [140], propagation criterion [114] and differential uniformity, linear crypt-
analysis [99, 98] to nonlinearity [111], algebraic attack [33] to algebraic immunity
[101].

Due to the Shannon’s similarity of secrecy systems theory, proposed design criteria
should remain invariant under simple transformations [131, Chapter 8]. Two crypto
systems are considered to be the same if one can be obtained from the other by applying
a series of simple transformations.

The design criteria should provide adequate level of confusion and diffusion for resist-
ing the cryptanalytic attacks. Thus the design of enciphering scheme should be proven
to satisfy the design criteria for the whole routine of the enciphering scheme. However,
in many cases giving such a proof may become impossible. Therefore, these design
criteria are examined or analyzed for the building blocks of ciphers. Intentionally it is
expected that if the building blocks of the scheme are shown to satisfying the design
margin, it would lead to the satisfaction for the whole scheme.

Block ciphers mostly contains S-Boxes for satisfying the confusion property which are
in fact can be represented as vectorial Boolean functions, i.e. maps {0,1}n values
to {0,1}m values. Vectorial Boolean functions, sometimes also called multi output
Boolean functions can be easily reviewed by a collection of Boolean functions called
component or coordinate functions. Similarly, stream ciphers like nonlinearly filtered
LFSRs, nonlinear combiners and nonlinear feedback shift registers are also utilize the
applications of the Boolean functions.

1.2 Motivation

Both stream and block ciphers are actively studied research area, since the symmetric
crypto systems play the key role almost every cryptographic scheme. Therefore, re-
search on vectorial Boolean and/or Boolean functions are actively pursued. In many
of the cases, constructing a symmetric cipher scheme and later proving its security
margins with respect to the cryptographic design criteria may deduce to the construc-
tion and analysis of Boolean functions. Maximal values or upper bounds of certain
design criteria, constructions of Boolean function families attaining maximal design
criteria values, the tradeoffs in-between the design criteria, classification of Boolean
functions regarding a design criterion problems have great importance both in theoret-
ical and practical cryptographic purposes. For extensive surveys and recent research
on Boolean functions and their applications in cryptography, the reader may refer to
[24, 25, 37, 113].

For instance, the underlying point of the Matsui’s linear cryptanalysis is the existence
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of highly probable linear relation among the plaintexts, ciphertexts and secret key [99].
S-boxes and so is the Boolean functions with low nonlinearity would lead such lin-
ear relations. Meier and Staffelbach analyzed the proposed nonlinearity notions and
showed that for the Boolean functions with even number variables, highest nonlinear-
ity and maximal order of propagation criterion coincides [102]. Further, they presented
that the bent functions given by Rothaus [118] possess these maximal properties. Due
to their applications in various area, many studies pursued on constructions, classifica-
tions and enumerations of bent functions, some of them are [42, 100, 43, 44, 84].

Bent functions exist only for even numbered variables, but much worse of that is their
unbalancedness. Highly nonlinear balanced Boolean functions for both even and odd
numbered variables is still an open problem. On the one hand recursive constructions
and on the other hand heuristic computer search based studies are deeply carried on
[79, 97]. During these search, when a Boolean function is found or constructed, one
basic question rises: Does this function belong to the previously known families or
not? To answer this question one first needs to define an equivalence relation between
the functions.

The study of equivalencies on Boolean functions dates back to switching theory. In
1950s, S. W. Golomb published a paper concerning the classification of Boolean func-
tions with respect to the equivalence relation composed of only permutations and nega-
tions of input variables based on the work of Slepian [133]. Later, the equivalence
relation is extended to the general linear and affine groups acting on input variables of
Boolean functions by Harrison [63, 62, 64, 61, 65, 66], Lorenz [92], Lechner [85, 86].
Furthermore, asymptotic estimates for the number of equivalence classes are also stud-
ied [67, 40]. We refer to [135] and [120, Chapter 1] for further reading.

In coding theory, equivalence of codes, based on these equivalencies the automorphism
group of a code has great importance both for understanding the code and constructing
effective decoding procedures. The automorphism of a code is in fact an equivalence
relation that maps the code into itself and hence keeping its properties invariant. Gen-
erally, we refer to the book of Macwilliams and Sloane [95] for an excellent survey.
In particular, the automorphism group of Reed-Muller codes and generalized Reed-
Muller codes is given [95, Chapter 13, Theorem 24],[5], respectively. In the pursue
of the coset classification, covering radius of Reed-Muller codes, Hou also studied the
action of certain general linear and affine transformations [45, 70, 71, 46]. Further-
more, following the work of Lechner, Berlekamp and Welch partitioned 5 variables
Boolean functions into equivalence classes and later Maiorana with aid of computer
based search gave the equivalence classes of 6 variables Boolean functions, see [85],
[6] and [96], respectively.

Partitioning the Boolean functions set into equivalence classes has great importance.
For n ≥ 6, scanning each of n variable Boolean functions and looking their specific
properties may become infeasible. Hence, instead of a whole scan, dividing the set of
all functions into disjoint equivalence classes where each function in the same class
possesses the same design criterion value becomes handy and makes some searches
feasible.

In 1988 Forré proved that the strict avalanche criterion, which was proposed by Web-
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ster and Tavares [140], remains invariant under the action of the transformations com-
posed of permuting the coordinates and translating with a fixed vector on the input
variables [50].

Meier and Staffelbach, in their seminal work [102], showed that the algebraic degree,
the distance to the affine functions which the nonlinearity and to the linear struc-
tures defined in [30, 47] remains invariant under the action of general affine group
on the input variables of the functions. Meier and Staffelbach additionally proved
that correlation immunity is invariant under the mappings consisting only the permu-
tation and/or complementation of input variables. Seberry, Zhang and Zheng further
given that the algebraic degree, Hamming weight, nonlinearity and the number of vec-
tors to which propagation criterion satisfied are all remains invariant under the action
of general affine group acting on the input variables of the functions [122]. Mean-
while, Preneel extended the group of transformations to the group, so called affine
equivalence, constructed by the semi-direct product of general affine group and affine
Boolean functions, showed that nonlinearity is still remains invariant [112]. Later,
Braeken, Borissov, Nikova, and Preneel showed that algebraic immunity is invariant
under affine transformations acting on input arguments [16]. For an extensive studies
of the action of so called affine equivalence relations on Boolean functions please re-
fer to [85, 63, 52, 15]. Actual consequences of studying the affine equivalences are
enumeration of Boolean functions with respect to their cryptographic design criteria
values, see [17, 14, 84].

Same approach and problems are also exist for vectorial Boolean functions. Besides
of the affine and extended affine equivalences, in 1998 Carlet, Charpin and Zinoev
proposed so called CCZ equivalence and in 2004 Breveglieri, Cherubini and Mac-
chetti defined generalized linear equivalence, see [26] and [18, 93, 94], respectively.
The equivalence proposed for vectorial Boolean functions can be also analyzed for
the Boolean functions. For instance, Budagyhan and Carlet proved that for Boolean
function case, the CCZ equivalence reduces to the affine equivalence [20].

1.3 Objectives and Accomplishments

Any bijective mapping defined on a set onto itself is in fact a permutation of the ele-
ments of the set. The set of all such permutations forms a group with the group law
being the composition. For a set consisting only n elements, largest group consisting
of all permutations of the set is called symmetric group and it has n! permutations, i.e.
its cardinality is n!.

The set of all Boolean functions with n variables, consists of only 22n
elements. Hence,

the symmetric group consisting of all bijective mappings, namely the group of permu-
tations of all of the Boolean functions with n variables, has 22n

! elements.

Defining an equivalence relation between two Boolean functions is in fact a natural
result of construction of an action of a group consisting of only bijective mappings
on the set of Boolean functions. Maximal group of bijective mappings for which an
action on Boolean functions with n variable can be defined is the symmetric group
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consisting of 22n
! elements. However, all of the aforementioned transformation groups

in the previous section are just a proper subgroup of this symmetric group. Therefore,
some natural questions arise, such as, are those proper subgroups only the ones that
keep certain design criterion invariant, if not is it possible to construct new bijective
mappings, is it possible to enumerate, classify or explicitly construct all of the bijective
mappings that keep certain criterion invariant.

Under the supervising of Doğanaksoy, in his master thesis, the author studied the above
questions for the nonlinearity criterion and proved the existence of new nonlinearity
preserving bijective transformations [124].

In this thesis, main objective is to formally define and analyze the maximal group
of bijective mappings, namely the symmetric group, with respect to invariance of the
nonlinearity and the Hamming weight criteria by defining a formal action on the set of
Boolean functions and try to find the answers of the following problems:

– classify, enumerate and explicitly construct the group of all nonlinearity preserv-
ing bijective mappings,

– classify, enumerate and explicitly construct the group of all Hamming weight
preserving bijective mappings.

In the pursue of the answers of these problems, we first revisit the group of all affine
equivalency mappings and give a proof of an isomorphism between the automorphism
group of Sylvester Hadamard matrices and the group of affine equivalence relations.
Next, for n = 2, we exactly determine the group of all nonlinearity preserving bijective
mappings. For n ≤ 6, we enumerate all of the nonlinearity preserving bijective map-
pings. We construct some new families of nonlinearity preserving bijective mappings
and further we prove existence of nonlinearity preserving bijective mappings without
constructing explicitly based on the enumerations. Following these results, we analyze
the notion of automorphism group of nonlinearity classes and propose that studying
the automorphism group of nonlinearity classes as a subgroup of the symmetric group
is more insightful for cryptographic design purposes, since it contains transformations
which do not belong to the group of affine equivalence relations.

Besides the nonlinearity preserving bijective mappings, we have another focal point.
We also studied the Hamming weight preserving bijective mappings. For the Hamming
weight of the Boolean functions, first we give the exact number of Hamming weight
preserving bijective mappings. Second, we present that the affine Hamming weight
preserving bijective mappings are comprised of the bijective mappings acting on input
variables. Next we prove that there also exist non-affine Hamming weight pressuring
bijective mappings.

The results for the nonlinearity preserving bijective mappings which are included in
this thesis are published and/or accepted in various conferences, see [126, 127, 128,
129, 125]. However, the results on Hamming weight preserving bijective mappings are
not yet published but are in preprint.
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1.4 Outline of the Thesis

In Chapter 2, we first give some notations. preliminaries and mention the definitions
and propositions which will be used in the following sections.

In Chapter 3, we prove that the group of affine equivalence relations is isomorphic to
the automorphism group of Sylvester Hadamard matrices. we give the exact number
of nonlinearity preserving bijective mappings for n ≤ 6, prove existence of new non-
linearity preserving non-affine mappings, and give some new examples. We discuss
the main concerns about the automorphism group of nonlinearity classes.

In Chapter 4, we completely solve the enumeration problem for the Hamming weight
preserving bijective mappings. We characterize the affine Hamming weight preserving
bijective mappings. Moreover, we show the existence of non-affine bijective mappings
that leave Hamming weight invariant.

Finally, Chapter 5 summarizes and concludes the thesis and points out some open
problems for future studies.
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CHAPTER 2

PRELIMINARIES

In this chapter, we are going to state the notations, recall the definitions and theorems
that will be used throughout the thesis. The thesis is organized to be self-contained
as much as possible. For details and further reading of the fundamental theory and
concepts, the reader may refer to; [72, 21] for group theory and permutation groups,
[24, 25, 37] for Boolean and vectorial Boolean functions, [59, 39, 1, 69] for combi-
natorics, design theory and Hadamard matrices, [90, 91, 88, 4] for Fourier and Walsh
Hadamard transforms and [51, 15] for affine equivalence relations.

2.1 Symmetric Group

In this section, we give basic group theory definitions and notions, unless otherwise
stated we will follow the notations and order of the topics as in [2, Chapter 1] as much
as possible.

Let Ω be a non-empty finite set. A one-to-one and onto (namely bijective) mapping
of Ω onto itself is called a permutation of Ω. The symmetric group Sym(Ω) on Ω is
the set of all permutations of Ω with the group law being the composition. We write
permutations on the left and composition from right to left. The image of x ∈Ω under
the permutation π will interchangeably be denoted by π(x) or πx and the composition
of the permutations π and σ as π ◦σ with (π ◦σ)x := π(σ(x)) or shortly (πσ)x :=
π(σx) if the context permits.

In a specific case where Ω = {1,2, . . . ,n} with n ∈ N being a positive integer, Sn will
be used to denote the symmetric group Sym(Ω). Indeed, for #(Ω) = n the cardinality
of Sn is

#(Sn) = n! = 1 ·2 ·3 · · ·(n−1) ·n .

There are common ways to write the permutations. Any permutation π ∈ Sym(Ω) with
#(Ω) = n can be written as follows.
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– As an explicit sequence of preimage and image pairs:

π :=
( x1 x2 x3 ··· xn−1 xn

π(x1) π(x2) π(x3) ··· π(xn−1) π(xn)

)
where the first row is an enumeration of elements of Ω, and the second row is
the image of those elements ordered respectively under π .

– As products of disjoint cycles (disjoint cycle decomposition): A permutation π

is called cycle of length k if there are distinct integers 1≤ x1,x2, . . . ,xk ≤ n such
that π(xi) = xi+1 for all 1 ≤ i < k, π(xk) = x1, and π(y) = y for any 1 ≤ y ≤ n
which is not equal to some xi. In this case, π is written as (x1 x2 · · · xk).

– As product of (not necessarily disjoint) transpositions: A transposition is a cycle
of length 2.

Example 2.1. Let Ω = {1,2, . . . ,8}, the following define the same permutation.(
1 2 3 4 5 6 7 8
2 4 1 3 5 8 7 6

)
, (1 2 4 3)(5)(6 8)(7), (1 2 4 3)(6 8), (1 2)(2 4)(4 3)(6 8)

Let G and H be groups, we have the following definitions.

– A homomorphism is a map ϕ from G to H preserving the respective group struc-
ture, that is ϕ : G→ H satisfying ϕ(xy) = ϕ(x)ϕ(y) for all x,y ∈ G.

– Additionally, if ϕ is bijective, then it is called an isomorphism. In this case, we
say that G and H are isomorphic and denote by G∼= H.

– A homomorphism ϕ : G→ G is called an endomorphism of G.

– A bijective endomorphism is called an automorphism of G. The set of all auto-
morphisms of G, denoted by Aut(G), forms a group where the group operation
is composition of the mappings.

Definition & Proposition 2.1. Let G1 and G2 be groups. The set constructed with
the Cartesian product G1×G2 and associated with the binary operation named com-
ponentwise multiplication which is defined as (g1,g2)(g′1,g

′
2) = (g1g′1,g2g′2) for all

g1,g′1 ∈ G1 and g2,g′2 ∈ G2, is called the direct product of G1 and G2. It can be easily
proved that G1×G2 possesses a group structure with the given operation.

Similarly,
Definition & Proposition 2.2. Let H and N be groups with a given (conjugation)
homomorphism ϕ : H → Aut(N) satisfying ϕ(h)(n) := hnh−1. One can construct the
group G := H nϕ N that is the (internal) semi-direct product of a normal subgroup
isomorphic with N by a subgroup isomorphic with H. Then we have

G = H nϕ N := {hn | h ∈ H, n ∈ N}
where the group operation is defined by

(h1n1)(h2n2) := h1h2n1ϕ(h1)(n2) := h1h2n1h1n2h−1
1 ,

for all h1,h2 ∈ H and n1,n2 ∈ N.

Provided that the context permits, we sometimes use G = H nN instead of G = H nϕ

N.
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2.1.1 Group Actions

Definition 2.1. Let G be a group and Ω any nonempty set. A (left) action of G on Ω is
a map from G×Ω to Ω such as (g,x) 7→ gx satisfying the following conditions:

• 1x = x for all x ∈Ω where 1 is the identity element of G.

• (g1g2)x = g1(g2x), for every x ∈Ω and g1,g2 ∈ G.

Whenever, there exists an action of G on Ω, we say G acts on Ω or Ω is a G–set.

Suppose G acts on Ω, then one can easily show that, for an arbitrary element g∈G, the
mapping πg : Ω→Ω defined by πg(x) := gx has an inverse, and thus πg is a permutation
of the set Ω, i.e. πg ∈ Sym(Ω). In fact, the map g 7→ πg is a homomorphism from G
to Sym(Ω). This homomorphism is called a permutation representation of G. Any
subgroup G of Sym(Ω) is called permutation group on Ω.

Theorem 2.3 (Cayley’s Theorem). [29] Let G be an arbitrary group. Then G is iso-
morphic to a subgroup of Sym(G). In particular, if G is finite with #(G) = n, then G is
isomorphic to a subgroup of Sn.

Definition 2.2. Given a permutation group G on Ω. For each x ∈ Ω, the orbit Gx
of the x is the subset Gx := {gx | g ∈ G} of Ω. The stabilizer of x is the subgroup
Gx := {g ∈ G | gx = x} of G.

Throughout the thesis, we mostly cope with the F2–vector spaces and their set property.
Thus, for the rest of this section, hereinafter if possible, group theory related definitions
will be given for F2–vector spaces even if they hold more generally.

2.2 F2–Vector Spaces

We denote the Galois field of order two by F2, use ⊕,
⊕

for addition in characteristic
2 and +, ∑ for addition in characteristic 0. The Kronecker product of two matrices will
be denoted by ⊗, and the kth Kronecker product power of a matrix M by Mk.

Let Fn
2 be the set of all n-tuples, α = (a1,a2, . . . ,an), whose elements from F2. It is

trivially easy to prove that Fn
2 has the n dimensional vector space structure over F2. Fn

2
possesses the lexicographic ordering [22, 23], as follows: for any α,β ∈ Fn

2, α < β if
and only if there exists i ∈ {1,2, . . . ,n}, such that a1 = b1, . . . ,ai−1 = bi−1 and ai < bi.

We index the elements αk =(a1,a2, . . . ,an) in Fn
2, with representing them by the integer

k from Z2n , ring of integers modulo 2n, by defining the map

αk = (a1,a2, . . . ,an) 7→ k =
n

∑
i=1

ai2n−i.
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It can be easily checked that the above map is indeed a bijection, thus we can men-
tion about a one to one correspondence between Fn

2 and Z2n . Obviously, under this
correspondence, lexicographic ordering coincides natural ordering of integers. The
standard basis of Fn

2 is denoted by {e1,e2, . . . ,en}, where ei stands for the vector hav-
ing all zero’s except 1 on the i-th position. In fact, following the lexicographic ordering
and indexing above, each ei will be a short denotation for α2n−i .

When the context permits,we use αk or simply k ∈ [0,1, . . . ,2n− 1] to identify the
elements of Fn

2. We will use [α] to denote an element α ∈ Fn
2 as an n× 1 column

matrix.

The standard inner product or scalar product of α and β on Fn
2 is defined as,

〈α ·β 〉 :=
n⊕

i=1

aibi = a1b1⊕a2b2⊕·· ·anbn

.

The support sup(α) of a vector α ∈ Fn
2 is the set of its nonzero coordinates, that is

sup(α) = {i = 1,2, . . . ,n | ai 6= 0}= {i = 1,2, . . . ,n | ai = 1}

.

The Hamming weight, named after R. W. Hamming, of α ∈ Fn
2 is the number of its

nonzero coordinates [60]. We denote the Hamming weight or hereafter shortly weight
by w(α). Then we have,

w(α) = #(sup(α)),

where # denotes the cardinality of the set.

Additionally, the Hamming distance between α and β on Fn
2, denoted by d(α,β ),

is the number of coordinates in which they differ, hence d(α,β ) = w(α ⊕ β ) [60].
In fact, Hamming proved that for any α,β ,γ ∈ Fn

2, the Hamming distance function
d : Fn

2×Fn
2→ R satisfies the usual conditions for a metric:

– d(α,β ) = 0 if and only if α = β ,

– d(α,β ) = d(β ,α),

– d(α,γ)≤ d(α,β )+d(β ,γ).

Thus one can conclude that the Fn
2 together with the Hamming distance is in fact a

metric space.

Definition 2.3. [96] Let α,β ,γ ∈ Fn
2 and the map υβ : Fn

2→ Fn
2 defined by υβ (α) =

α⊕β is called a translation. Since υβ υγ = υβ⊕γ , the collection of translations forms
a group Tn and Tn is isomorphic to Fn

2.
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2.2.1 General Linear Group

We use the notation ϕ : Fn
2 → Fn

2 for any mapping or transformation from Fn
2 onto

itself. We interchangeably use ϕ(α) or ϕα for the image of α ∈ Fn
2 under ϕ and

ϕ : α 7→ ϕ(α) or ϕ : α 7→ ϕα to represent the effect of ϕ on α .

Let {v1,v2, . . . ,vn} be another basis for Fn
2. Then, we can define a linear transformation

ϕ : Fn
2→ Fn

2 such that

ϕ : ei 7→ v j =
n⊕

i=1

mi jei

with mi j ∈ F2 for all 1 ≤ i, j ≤ n. In fact, mi j are called called the matrix coefficients
of the linear transformation ϕ and the n×n array

M =


m11 m12 · · · m1n
m21 m12 · · · m1n

...
... . . . ...

mn1 mn2 · · · mnn


is the matrix of ϕ with respect to the basis {e1,e2, . . . ,en}.

We denote the set of all n×n matrices with entries in the F2 by Mn(F2) and often use
shortly Mn. We write any matrix M ∈Mn as follows.

– Entry based: M := (mi j) where mi j ∈ Fq denotes the (i, j)–entry of M where
1≤ i, j ≤ n.

– Coloumn based: M := [C1 C2 C3 . . . Cn] where each Ci is n× 1 matrix with
entries in the Fq for 1≤ i≤ n.

– Row based: M :=


R1
R2
R3
...

Rn

 where each Ri is 1×n matrix with entries in the Fq for

1≤ i≤ n.

We use Mt and M−1 to denote the transpose and the inverse (provided that it exists) of
a matrix M ∈Mn, respectively.

The set of all invertible linear transformations of Fn
2 to itself will be denoted by GL(Fn

2).
In fact, this set owns a group structure under the composition of transformations with
identity element is the identity transformation that maps each α to itself for all α ∈ Fn

2.
Definition & Proposition 2.4. The subset GL(n,F2) (shortly GLn) of Mn consisting
only of all invertible matrices, that is all matrices having non-zero determinant, is
called the general linear group. GLn forms a group under the usual matrix multiplica-
tion and we denote the identity element by In.
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Indeed, given a finite dimensional vector space Fn
2 with a basis , it is possible to con-

struct the general linear group GL(Fn
2) as the group of all invertible linear transfor-

mations of Fn
2 with the group law being composition of the mappings. Thus GLn is

isomorphic in an obvious way with the general linear group defined as to be the group
of all invertible linear transformations of Fn

2 where composition of transformations be-
ing the group operation. Moreover, since GLn is the automorphism group of Fn

2, we
regard GLn as Aut(Fn

2).

Proposition 2.5. [3, p.169] Let n ∈ N. Then

#(GLn) =
n−1

∏
i=0

(2n−2i) .

Proof. Counting the number of n× n matrices whose rows are linearly independent
over F2 will be sufficient. For the first row there exist 2n− 1, namely the non-zero
vectors in Fn

2. For 1 < i ≤ n, the ith row can be any vector in Fn
2 except for the 2i−1

linear combinations of the previous i− 1 rows, thus for ith row there are 2n− 2i−1

choices, from which the assertion follows.

For a moment, let us consider the set M ∈Mn(F) with M = (mi j) over any field F. The
main diagonal of M consists of the entries mii for 1≤ i≤ n. The matrices whose only
non-zero entries appear on the main diagonal are called diagonal matrices. Additional
to the above representations, diagonal matrices can further be written or denoted as
M := diag(m11,m22,m33, . . . ,mnn).

Proposition 2.6. The subset of D(n,F) of Mn(F) consisting only of all diagonal ma-
trices is a subgroup of GL(n,F).

Proof. Let D,D′ ∈ D(n,F) and write them as D = diag(d11,d22,d33, . . . ,dnn) and D′ =
diag(d′11,d

′
22,d

′
33, . . . ,d

′
nn). Then, by computing the multiplication directly, we get

DD′ = diag(d11d′11,d22d′22,d33d′33, . . . ,dnnd′nn) .

Further in a similar way, one can easily prove that any diagonal matrix D ∈ D(n,Fq)
with D = diag(d11,d22,d33, . . . ,dnn) has the matrix

D−1 = diag(d−1
11 ,d−1

22 ,d−1
33 , . . . ,d−1

nn )

as its inverse where each d−1
j j stands for multiplicative inverse of d−1

ii . Hence the
statement now follows.

For the finite field F2, D(n,F2) is trivial since D(n,F2) = {In}.

We further continue to construct subgroups of GLn. A permutation matrix is a matrix
in which every row and column has a unique non-zero entry equal to 1. For instance In
is a permutation matrix. Since every permutation matrix is orthogonal, it has an inverse
which is equal to its transpose.
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Proposition 2.7. The set of all permutation matrices is a subgroup1 of GLn.

Proof. Showing the closedness under matrix multiplication will be sufficient.

Let P = (pi j) and P′ = (p′i j) be two permutation matrices and M = PP′ = (mi j). For
any 1≤ i, j,k,≤ n, we have

mi j =

{
1 if pik = p′k j = 1 for some k
0 otherwise

Indeed, by definition given i, there exists unique k such that pik = 1 and there is a
unique j such that p′k j = 1, thus mi j = 1 for only one j. Similarly this also holds for a
given j. Hence, M is also a permutation matrix, from which the assertion follows.

Proposition 2.8. The subgroup composed of all the permutation matrices of GLn is
isomorphic to Sn.

Proof. From Cayley’s Theorem (Theorem 2.3), we know that any group of finite order
n is isomorphic with a subgroup of Sn. With simple counting, we see that the num-
ber of n× n permutation matrices is n!. Hence, we conclude that the group of n× n
permutation matrices is isomorphic to Sn.

We will implicitly regard elements of Sn as being a permutation matrix, henceforth by
abusing the notation, we will denote the group of n×n permutation matrices with also
Sn.

In fact, it is possible to construct generalized permutation matrices in order to repre-
sent the generalized symmetric group which is the wreath product S (m,n) := Zm oSn
of the cyclic group of order m and Sn. Equivalently, S (m,n) is the subgroup of the
general linear group GL(n,C) over the complex numbers field comprising monomial
matrices where all the non-zero entries are mth roots of unity. In this general context,
for m = 1, we have S (1,n) = Sn. Without going much further, we will only consider
S (2,n) := Z2 oSn which is also called signed symmetric group or signed permuta-
tions, shortly we will denote by S ±

n .

Definition & Proposition 2.9. Let Sn be the group of all permutation matrices of
order n and Dn be the group of all diagonal matrices of order n with having only non-
zero values at diagonal entries equal either to 1 or −1. Then, the elements of the
semi-direct product S ±

n := Sn nDn are called monomial matrices.
S ±

n forms a group under the operation · given by

P1 ·P2 = P′1P′2D1P′1D2(P′1)
−1 (2.1)

where P1 = P′1D1 and P2 = P′2D2 with P′1,P
′
2 ∈Sn and D1,D2 ∈Dn.

1 also called Weyl subgroup [2, p. 42]
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Proof. We have Dn ∩Sn = In. Furthermore, we have a homomorphism ϕ : Sn →
Aut(Dn) such that

ϕ(P)(D) := PDP−1

for any P ∈Sn and D ∈ Dn. So we get Dn is a normal subgroup of S ±
n . Hence the

statement now follows.

2.2.2 General Affine Group

We now extend the general linear group into the general affine group by constructing
a group as a semi-direct product of GLn with Fn

2.

Proposition 2.10. [96] Let the notations be as above. Let further AGL(n,F2) (shortly
AGLn) be the set

GLn nTn := {(A,α)| A ∈ GLn, α ∈ Fn
2}.

Then AGLn is a group with respect to the operation •. The group law and its inverse
are given by

(A,α)• (A′,α ′) := (A′A,α ′A+α),

(A,α)−1 := (A−1,αA−1)

for all (A,α),(A′,α ′) ∈ AGLn.

Proof. A = In,α = α0 is the identity element of AGLn. Closedness, existence of in-
verse elements and associativity follows immediately from the same properties of the
underlying group structure of the components.

2.3 Sylvester Hadamard Matrices

In this section, we leave F2-vector spaces for a moment and recall the Sylvester-
Hadamard matrices defined over the field of real numbers R. First, we give the defi-
nition of the Kronecker product which is also called tensor product or direct product.
This product and the matrix are named after L. Kronecker, but Henderson, Pukelsheim
and Searle presented that the first occurrence of such matrices was given by J. G. Ze-
hfuss in 1858, see [68] and [144] respectively.

Definition 2.4. ([144]) Let A = (ai j) be an m×n and B = (bi j) be an p×q matrix over
any field. Then the Kronecker product A⊗B := ai jB of A and B is the mp×nq matrix
given as follows:

A⊗B =


a11B a12B · · · a1nB
a21B a22B · · · a2nB

...
... . . . ...

am1B am2B · · · amnB


where ai jB denotes the p×q matrix obtained by multiplying each entry of B with ai j.
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In 1867, J. J. Sylvester in his paper [136], using the Kronecker product, recursively
constructed the following matrices Hn of order 2n over R.

H0 = [1] , H1 =

[
1 1
1 −1

]
and

Hn =

[
1 1
1 −1

]
⊗Hn−1 =

[
Hn−1 Hn−1
Hn−1 −Hn−1

]
.

J. Hadamard, in his pioneering paper [56], studied the maximal determinant bound of
the matrices whose entries are lying in the unit circle (i.e. complex numbers satisfying
|mi j| ≤ 1) and proved the following inequality.

Theorem 2.11. [56] Let M be a n×n matrix with complex entries satisfying |mi, j| ≤ 1.
Then

|det(M)| ≤ nn/2.

Following the inequality given in the above theorem, the matrices attaining the maxi-
mal determinant bound are called Hadamard matrices and can be defined as follows.

Definition 2.5. [56] An n× n matrix H with all entries 1 or −1 over R is called
Hadamard matrix if the following holds.

HHt = nIn ,

or equivalently,
|det(H)|= nn/2 .

J. Hadamard constructed some examples, but more importantly he proved that Hn ma-
trices of order 2n constructed by Sylvester attains the maximal determinant bound.
Therefore, Hn matrices of order 2n matrices are called Sylvester Hadamard matrices.
Hadamard also presented the necessary bound for the existence of Hadamard matrices,
however sufficiency is still an open problem.
Conjecture 2.12 (Hadamard’s Conjecture). [110] There exists a Hadamard matrix of
order 4n for all n ∈ N.

Paley, who is first to state the above conjecture, using quadratic residues in finite fields
gave a direct constructions of another family of Hadamard matrices [110]. Williamson,
who is being first to use the term “Hadamard matrices” developed a number theoretic
approach to construct another type of Hadamard matrices [141]. An enormous litera-
ture for both construction and applications of the Hadamard matrices now exists, see
[1, 59, 69].

The constructions of Hadamard matrices lead to necessity of an equivalence relation in
order to classify the Hadamard matrix families. In his seminal paper [57], Hall defined
an equivalence relation between Hadamard matrices:
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Definition 2.6. [57] Two Hadamard matrices of order n, H and H ′ are equivalent if H
can be obtained from H ′ by any finite succession of the following operations:

– permuting rows;

– permuting columns;

– changing the sign of a row, i.e. multiplying a row by −1; or

– changing the sign of a column, i.e. multiplying a column by −1.

Indeed, permuting with or without sign change of the rows of the Hadamard matrix
can be regarded as matrix multiplication PH of H with a monomial matrix P ∈S ±

n .
Similarly, permuting with or without sign change of the columns of the Hadamard
matrix can be regarded as matrix multiplication HQ of H with a monomial matrix
Q ∈S ±

n where S ±
n is the group of ±1 monomial matrices of order n as defined and

proved in Definition & Proposition 2.9.

Let us denote the set of all Hadamard matrices of order n by Hn for a moment. Then,
we can define a map ϕ of the group S ±

n ×S ±
n on Hn as follows:

ϕ : (S ±
n ×S ±

n )×Hn→Hn

: ((P,Q),H) 7→ ϕ((P,Q),H)

ϕ((P,Q),H) := PHQ−1 ,

(2.2)

for all H ∈Hn and for some P,Q ∈S ±
n .

Note that the map defined above does not hold for all (P,Q) ∈ S ±
n ×S ±

n . Let us
consider the subset G of S ±

n ×S ±
n such that

G := {(P,Q) ∈S ±
n ×S ±

n | ϕ((P,Q),H) ∈Hn, for all H ∈Hn}, (2.3)

where ϕ is as defined in (2.2).

Claim 2.13. Let ϕ and G be as defined in (2.2) and (2.3), respectively. Then G is a
subgroup of S ±

n ×S ±
n .

Proof. Trivially, (In, In) is the identity element of the group S ±
n ×S ±

n , constructed by
the direct product of S ±

n with itself, and ϕ((In, In),H) := InHI−1
n = H for all H ∈Hn.

Thus, G is non-empty. The closedness of G under the operation · as defined in (2.1)
follows from definition of G. Hence, the statement now follows.

Thus, now we can prove that ϕ actually defines an action of G on Hn.

Lemma 2.14. Let ϕ and G be as defined in (2.2) and (2.3), respectively. ϕ : G×Hn→
Hn is a (left) action of G on Hn.
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Proof. For (In, In), the identity element of G we have ϕ((In, In),H) := InHI−1
n = H for

all H ∈Hn. Let (P1,Q1),(P2,Q2) ∈ G, we have (P1,Q1) · (P2,Q2) = (P1 ·P2,Q1 ·Q2).
Then,

((P1,Q1),((P2,Q2),H)) = ((P1,Q1),(P2HQ−1
2 ))

= P1(P2HQ−1
2 )Q−1

1

= (P1 ·P2)H(Q−1
2 ·Q

−1
1 )

= (P1 ·P2)H(Q1 ·Q2)
−1

= (P1 ·P2)H(Q1 ·Q2)
−1

= ((P1 ·P2,Q1 ·Q2),H)

= (((P1,Q1) · (P2,Q2)),H)

Thus, the assertion follows.

With abusing the notation, we will still denote G by S ±
n ×S ±

n and in what follows
S ±

n ×S ±
n will be composed of elements for which (2.3) holds.

The equivalence relation given in Definition 2.6 can be associated to the action given
in (2.2) and hence can be formalized as follows.

Definition 2.7. [57] Two Hadamard matrices H and H ′ of order n are said to be equiv-
alent if there exists some monomial pair (P,Q) ∈S ±

n ×S ±
n satisfying

H = PH ′Q−1 (2.4)

where the permutation and sign changes for the rows (resp. columns) is determined by
P (resp. Q).

The orbits of the action of S ±
n ×S ±

n on Hn are then the equivalence classes under the
relation (2.4). Furthermore, recall that the stabilizer of Hadamard matrix H of order n
is the subgroup (S ±

n ×S ±
n )H satisfying

(S ±
n ×S ±

n )H := {(P,Q) ∈S ±
n ×S ±

n | H = PHQ−1} .

For a given Hadamard matrix H of order n, Hall calls the elements of (S ±
n ×S ±

n )H
as the automorphisms of H and defines (S ±

n ×S ±
n )H as the automorphism group of

H, see [57]. Hereafter we will follow the same notion and denote the automorphism
group of an Hadamard matrix H by Aut(H). A vast study on the equivalences and
automorphism group now exists, for instance see [58, 76, 89, 73].

We conclude this section by we recalling and proving that Aut(Hn) forms a group since
our concern is limited to the Sylvester Hadamard matrices.
Definition & Proposition 2.15. [57] The direct product S ±

2n ×S ±
2n acts on the set of

Sylvester Hadamard matrices as (P,Q)Hn :=PHnQ−1, where P∈S ±
2n corresponding to

signed row operations and Q ∈S ±
2n corresponding to signed column operations. Then

for each Sylvester Hadamard matrix Hn, the stabiliser of Hn which is the subgroup of
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S ±
2n ×S ±

2n that fixes Hn is said to be the automorphism group of Hn and denoted by
Aut(Hn), i.e.,

Aut(Hn) = {(P,Q) ∈S ±
2n ×S ±

2n | PHnQ−1 = Hn}.

Aut(Hn) forms a group under the operation · given by

(P1,Q1) · (P2,Q2) := (P1 ·P2,Q1 ·Q2).

Proof. Follows directly from from Lemma 2.14.

Here, either P or Q determines the other as follows:

P = HnQH−1
n .

2.4 Boolean Functions

A Boolean function f of n variables is a mapping from the n-dimensional F2–vector
space to F2, i.e. f : {0,1}n 7→ {0,1}. The set of all Boolean functions of n variables
is denoted by Fn. There are different ways to represent Boolean functions, each of
which give cryptographically valuable information. Unless otherwise stated explicitly,
from now on a function will be a Boolean function.

2.4.1 Representations of Boolean functions

2.4.1.1 Truth Table

Usually, a Boolean function f is given by its truth table that is the ordered tuple of its
values for all possible 2n elements of Fn

2. Such a tuple, denoted by T f ,

T f = ( f (α0), f (α1), . . . , f (α2n−1))

assumes lexicographic ordering of the Fn
2 in a canonical way.

As an example, the 3 variable function given by the truth table T f = (1,1,0,1,0,0,1,0)
explained in Table 2.1.

In fact, the truth table of a n variable function can also be seen as an vector of length
2n with elements belonging to F2. Since there exists only two possible values for each
of 2n different inputs, one can easily conclude that #(Fn) = 22n

. Each element of 2n

dimensional vector space, Fn
2, can be also used to represent a unique Boolean func-

tion of n variable. Hence, considering the truth table representation, one can mention
a one-to-one correspondence between Fn and F2n

2 . Due to the this one-to-one corre-
spondence, naturally we can define support, Hamming weight and Hamming distance
of a function as follows.
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Table 2.1: 3 variable function truth table example

i αi = (a1,a2,a3) f (αi)

0 (0,0,0) 1
1 (0,0,1) 1
2 (0,1,0) 0
3 (0,1,1) 1
4 (1,0,0) 0
5 (1,0,1) 0
6 (1,1,0) 1
7 (1,1,1) 0

Definition 2.8. The support sup( f ) of a function f ∈Fn is the set of input arguments
which has nonzero values in the truth table, i.e.

sup( f ) = {α ∈ Fn
2 | f (α) = 1} . (2.5)

Definition 2.9. [60] The Hamming weight w( f ) of f ∈Fn is the number of its nonzero
values, so

w( f ) = #(sup( f )) . (2.6)

Definition 2.10. [60] The Hamming distance d( f ,g) between f and g on Fn is the
number of values in which they differ, hence

d( f ,g) = w( f ⊕g) = ∑
α∈Fn

2

f (α)⊕g(α) , (2.7)

where the last equation is “par abus de notation” by identifying 1 ∈ F2 with 1 ∈ R.

In practical cryptosystems, one of the dominant design criterion is balancedness, which
can be stated as follows.

Definition 2.11. A Boolean function f ∈Fn is said to be balanced if w( f ) = 2n−1.

We denote the set of all balanced functions by En. The number of all balanced functions
is
( 2n

2n−1

)
.

2.4.1.2 Signed Sequence

In some cases, instead of representing the truth table of a function by {0,1}, it would be
more useful to represent by {1,−1}. Before going further, we will recall the underlying
fact that enables us to go forth and back between the {0,1}-additive group and the
{1,−1}multiplicative group.

Definition 2.12. Let (F2,+) denote the additive group of F2. An additive character of
(F2,+) is a homomorphism χ : (F2,+)→C∗ from (F2,+) to the multiplicative group
of the field of complex numbers C∗.
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Table 2.2: 3 variable function sequence example

i αi = (a1,a2,a3) f (αi) χ f (αi)

0 (0,0,0) 1 -1
1 (0,0,1) 1 -1
2 (0,1,0) 0 1
3 (0,1,1) 1 -1
4 (1,0,0) 0 1
5 (1,0,1) 0 1
6 (1,1,0) 1 -1
7 (1,1,1) 0 1

Since (F2,+) is a finite group of order 2, all of the characters of (F2,+) takes values
from the set {z ∈C | z2 = 1} of the 2nd (square) roots of unity in C. Indeed, there exist
only two additive characters of (F2,+) which can be defined as:

– The trivial group homomorphism χ0(a) := (1)a, i.e. χ0 : a 7→ 1,

– the only non-trivial group homomorphism χ(a) := (−1)a, i.e. χ : a 7→ (−1)a.

Now, we can define the sign function or character form

χ f (.) := χ · f : Fn
2→ R∗ ⊆ C∗

of a function f ∈Fn as
χ f : α 7→ (−1) f α) . (2.8)

For two functions f ,g ∈Fn the following holds.

χ f⊕g(α) = (−1) f (α)(−1)g(α) = χ f χg

2χ f g = 1+χ f +χg−χ f χg
(2.9)

Then the truth table of the sign function of a function f ∈Fn, denoted by ζ f ,

ζ f = (χ f (α0),χ f (α1), . . . ,χ f (α2n−1))

= ((−1) f (α0),(−1) f (α1), . . . ,(−1) f (α2n−1))
(2.10)

is called the sequence or polarity truth table of f .

Continuing with the previous example, the 3 variable function given by the sequence
ζ f = (−1,−1,1,−1,1,1,−1,1) explained in Table 2.2.

The Hamming distance can also be computed by using the sequences of the functions
as follows.
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Lemma 2.16. [123] Let f ,g ∈Fn be any functions. Then we have

d( f ,g) = 2n−1− 1
2
〈
ζ f ,ζg

〉
(2.11)

where
〈
ζ f ,ζg

〉
denotes the standart inner product over R.

Proof. Observe that〈
ζ f ,ζg

〉
= (2n−#(sup( f ⊕g)))−#(sup( f ⊕g))
= 2n−2#(sup( f ⊕g)).

Since d( f ,g) = #(sup( f ⊕g)), we get

2d( f ,g) = 2n−
〈
ζ f ,ζg

〉
.

Now the assertion follows.

2.4.1.3 Algebraic Normal Form

Let us denote the multi-variate polynomial ring over F2 by F2[x1,x2, . . . ,xn] with x :=
(x1,x2, . . . ,xn) being n–tuple of indeterminates. It is easy to construct a surjective
homomorphism

F2[x1,x2, . . . ,xn]→Fn .

Since for any a ∈ F2 we have a2 = a, all the polynomials

x2
1⊕ x1,x2

2⊕ x2, . . . ,x2
n⊕ xn

and also the ideal they generate

(x2
1⊕ x1,x2

2⊕ x2, . . . ,x2
n⊕ xn)

all lie in the kernel of the above homomorphism.

Then, the induced homomorphism

F2[x1,x2, . . . ,xn]/(x2
1⊕ x1,x2

2⊕ x2, . . . ,x2
n⊕ xn)→Fn

is also be surjective.

Each polynomial in F2[x1,x2, . . . ,xn]/(x2
1⊕ x1,x2

2⊕ x2, . . . ,x2
n⊕ xn) can be written as a

linear combination of the monomials of degree less than 1 in each xi, i = 1,2, . . . ,n.

Since, there exists 2n monomials, i.e. xI := xi1xi2 · · ·xir for any subsets

I := {i1, i2, . . . , ir} ⊆ {1,2, . . . ,n},
this induced homomorphism

F2[x1,x2, . . . ,xn]/(x2
1⊕ x1,x2

2⊕ x2, . . . ,x2
n⊕ xn)→Fn

is in fact an isomorphism. Hence,
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Proposition 2.17. [145] Every n variable Boolean function f can be uniquely written
as a multi-variate polynomial defined in F2[x1,x2, . . . ,xn]/(x2

1⊕x1,x2
2⊕x2, . . . ,x2

n⊕xn),
that is,

f (x1,x2, . . . ,xn) =
⊕

I⊆{1,2,...,n}
cIxI

=
⊕

I⊆{1,2,...,n}
cI ∏

i∈I
xi

=
⊕

α=(a1,a2,...,an)∈Fn
2

cαxa1
1 xa2

2 · · ·x
an
n

where ci’s belonging to F2.

In the cryptographic literature, representing Boolean function with algebraic normal
formal mostly credited to Jansen [74]. In switching theory and coding theory studies
cites to work of Reed [115] and Muller [105] and refer as Reed-Muller expansion
or positivy polarty Reed–Muller form of Boolean functions. However above all, in
[119] and [112, p. 223], it is mentioned that algebraic normal form was actually first
introduced and used by Zhegalkin [145].

Explicitly, algebraic normal form of a function f can be written as follows,

f (x1,x2, . . .,xn) =c0⊕c1x1⊕·· ·⊕cnxn

⊕c12x1x2⊕·· ·cn−1nxn−1xn

...
⊕c12···nx1x2 · · ·xn

(2.12)

or, in a short form, A f , by considering the coefficients with regarding the lexicograph-
ical ordering, i.e

A f = (c0,cn,cn−1,cn−1n,cn−2,cn−2n,cn−2n−1,cn−2n−1n,cn−3, . . . ,c12...n).

Considering the previous example, the 3 variable function given by its algebraic normal
form f (x1,x2, . . .,xn) = 1⊕ x1⊕ x2⊕ x2x3, explained in Table 2.3.

Definition 2.13. Let f be an n variable Boolean function, then algebraic normal trans-
form or Reed-Muller transform is a linear transformation with respect to F2 addition
which is defined as

[A f ] = An · [T f ]

where An defined over F2 satisfies the following.

A0 = [1], An =

[
1 0
1 1

]
⊗An−1 =

[
An−1 0
An−1 An−1

]
.

It can be easily proved that A2
n = I2n which leads that this transformation is in fact an

involution:
[T f ] = An · [A f ].
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Table 2.3: 3 variable function algebraic normal form example

i I ⊆ {1,2,3} monomial α ∈ Fn
2 [T f ] [ζ f ] [A f ]

0 /0 1 (0,0,0) 1 -1 1
1 {3} x3 (0,0,1) 1 -1 0
2 {2} x2 (0,1,0) 0 1 1
3 {2,3} x2x3 (0,1,1) 1 -1 1
4 {1} x1 (1,0,0) 0 1 1
5 {1,3} x1x3 (1,0,1) 0 1 0
6 {1,2} x1x2 (1,1,0) 1 -1 0
7 {1,2,3} x1x2x3 (1,1,1) 0 1 0

Definition 2.14. The degree of the algebraic normal form of a function f is called the
algebraic degree or degree of f and is denoted by deg( f ).

The degree of a Boolean function is also defined as nonlinear order of Boolean func-
tions due to its importance in stream ciphers cryptanalysis, see [81, 132, 102, 109].

Obviously, we have deg( f ) ≤ n. In particular, the functions having deg( f ) ≤ 1 are
considered to be weak are called the affine functions:

A function ` ∈Fn satisfying

`(α⊕β ) = `(α)⊕ `(β )

for all α,β ∈ Fn
2 is called linear function that is of the form

`(x) = a1x1⊕a2x2⊕·· ·⊕anxn for some ai ∈ F2 .

Indeed, by letting α = (a1,a2, . . . ,an) and x = (x1,x2, . . . ,xn), every linear function can
be written as a standard inner product with a fixed vector as

`α(x) := 〈x,α〉= a1x1⊕a2x2⊕·· ·⊕anxn . (2.13)

We will use `α or `ω to denote any linear function, and `αi or `i to denote the linear
function `αi(x) = 〈x,αi〉. Furthermore, We denote the set of all linear functions by Ln
and we have #(Ln) = 2n.

In a similar way, a function ` ∈Fn satisfying

`(α⊕β ) = `(α)⊕ `(β )⊕ `(α0)

for all α,β ∈ Fn
2 is called affine function that can be written as

`α,a(x) := 〈x,α〉⊕a = a1x1⊕a2x2⊕·· ·⊕anxn⊕a . (2.14)

We denote the set of all affine functions by An and additionally we #(An) = 2n+1.

Indeed, we the sequence of the linear functions constructs the Sylvester Hadamard
matrices as follows.
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Lemma 2.18. [123] The rows and columns of the Sylvester Hadamard matrix Hn are
the sequence of the linear functions respectively regarding the lexicographic order, that
is

Hn =
[
ζ`0 ζ`1 · · · ζ`2n−1

]
(2.15)

or, equivalently

Hn =


ζ`0
ζ`1
...

ζ`2n−1

 (2.16)

Aside from the given above, it is also possible to use following function representa-
tions;

– Univariate polynomial:
By fixing bases (β1,β2, . . . ,βn) for the field F2n , one can construct an group
isomorphism between the vector space Fn

2 and F2n , with representing an element
of x ∈ Fn

2 as x1β1 + x2β2 + · · ·+ xnβn ∈ F2n . Then, since F2 is the base field of
F2n it is also possible to represent a Boolean function as a univariate polynomial
in F2n[x] of degree at most 2n−1:

f (x) =
2n−1

∑
i=0

κixi,

where κi ∈ F2n , [24, 15].

– Absolute trace function:
The absolute trace function from F2n to the base field F2,

tr(x) = x+ x2 + x22
+ · · ·x2n−1

.

Any Boolean function can be also represented, but not uniquely, as follows,

tr(
2n−1

∑
i=0

κixi).

where κi ∈ F2n , [24, p. 265–268].

– Numerical Normal Form (NNF):
Instead of the quotient ring F2[x1,x2, . . . ,xn]/(x2

1⊕ x1,x2
2⊕ x2, . . . ,x2

n⊕ xn) as in
ANF case, by considering the R[x1,x2, . . . ,xn]/(x2

1− x1,x2
2− x2, . . . ,x2

n− xn) or
Z[x1,x2, . . . ,xn]/(x2

1− x1,x2
2− x2, . . . ,x2

n− xn), it is also possible to represent a
Boolean function over reals or integers, such representation is called numerical
normal form (NNF), see [27].
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– Cayley Map:
Bernasconi and Codenotti proposed another unique representation of Boolean
functions, that associates the function with mimicked Cayley graph, [29]. Any
n variable function f can be given by the Cayley graph G f = G(Fn

2,sup( f )), Fn
2

being its vertex set and {(α,β ) ∈ Fn
2×Fn

2 | α ⊕β ∈ sup( f )} being its edge set
[7].

– Karnaugh map:
In 1953, Karnaugh introduced the Karnaugh map where instead of an 2n ordered
tuple, output values are written onto the cells of an two-dimensional grid whose
cells are indexed in Gray code [77].

2.4.2 Walsh Transform

Recall that, based on the non-trivial additive character of (F2,+), the character form
of each linear functions is given by

χ`ω
(α) := (−1)〈α,ω〉

for all ω ∈ Fn
2. These are also called Fourier kernel or basis function, see [90]. Further

we have the following proposition.

Proposition 2.19. [90, 88] The set (also known as the character group of Fn
2)

{χ`ω
| `ω ∈L n

2 } := {(−1)〈x,ω〉 | ω ∈ Fn
2}

forms an orthogonal basis for space of all complex-valued functions defined from Fn
2

into C∗.

Proposition 2.19 actually tells us that using the non-trivial additive character χ , one
can construct a group homomorphism from Fn

2 to the direct product of n replicas of the
multiplicative subgroup {±1} of C∗. From which, now we can define a special case of
the discrete Fourier transform as follows.

Definition 2.15. [137, 78] The Walsh transform W f of a function f : Fn
2→ R ≤ C is

defined as

W f (ω) := ∑
x∈Fn

2

χ f χ`ω
= ∑

x∈Fn
2

(−1) f (x)⊕〈x,ω〉 (2.17)

and the inverse Walsh transform is

χ f (x) :=2−n
∑

ω∈Fn
2

W f (ω)χ`x = 2−n
∑

ω∈Fn
2

W f (ω)(−1)〈ω,x〉 . (2.18)

Naming convention for the above transformations has not been settled yet and Walsh
transform, Walsh Hadamard transform, discrete Fourier transform, abstract Fourier
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transform are also used2. Sometimes, instead of the character form, by embedding F2
into R and abusing the notation, the function itself is used as follows:

F f (ω) := ∑
x∈Fn

2

f (x)χ`ω
= ∑

x∈Fn
2

f (x)(−1)〈x,ω〉

and the inverse Walsh transform is

f (x) :=2−n
∑

ω∈Fn
2

F f (ω)χ`x = 2−n
∑

ω∈Fn
2

F f (ω)(−1)〈ω,x〉 ,

see [143, 50]. Nevertheless for both cases, it is easy to relate each other as given [50,
Lemma 1]:

W f (ω) =−2F f (ω)+2n
δ (ω) (2.19)

or equivalently

F f (ω) = 2n−1
δ (ω)− 1

2
W f (ω) , (2.20)

where δ (ω) is Kronecker delta function defined as

δ (ω) =

{
1 for ω = 0
0 otherwise.

(2.21)

The lexicographically ordered 2n tuple

W f = (W f (α0),W f (α1), . . . ,W f (α2n−1))

is comprised of the Walsh transform values of a function f is called Walsh spectrum of
f . Moreover, when we write the Walsh spectrum explicitly, we get

W f = (χ f (α0),χ f (α1), . . . ,χ f (α2n−1))[ζ`α0
ζ`α1

. . . ζ`α2n−1
]

= ζ f [ζ`α0
ζ`α1

. . . ζ`α2n−1
]

and taking the result of Lemma 2.18 into account,

W f = ζ f Hn, (2.22)

and for inverse Walsh transform

ζ f = 2−nW f Hn . (2.23)

Continuing with the previous example, the 3 variable function given by its Walsh spec-
trum W f = (0,0,0,0,−4,4,−4,−4), explained in Table 2.4.

The naive method for computing the Walsh transform would require 22n complex-
ity. However, the pioneering work of Cooley and Tukey lead to an efficient algorithm
called fast Fourier transform see [31]. Later Brown presented a recursive fast Walsh
transform [19]. Both of these algorithms reduce the complexity to n2n.

2 Following the [24], we use “Walsh transform” for the transform of the character form and “discrete Fourier
transform” for the transform of the function itself.

28



Table 2.4: 3 variable function Walsh spectrum example

i I ⊆ {1,2,3} monomial α ∈ Fn
2 [T f ] [ζ f ] [A f ] [W f ]

0 /0 1 (0,0,0) 1 -1 1 0
1 {3} x3 (0,0,1) 1 -1 0 0
2 {2} x2 (0,1,0) 0 1 1 0
3 {2,3} x2x3 (0,1,1) 1 -1 1 0
4 {1} x1 (1,0,0) 0 1 1 -4
5 {1,3} x1x3 (1,0,1) 0 1 0 4
6 {1,2} x1x2 (1,1,0) 1 -1 0 -4
7 {1,2,3} x1x2x3 (1,1,1) 0 1 0 -4

2.4.3 Cryptographic Properties

Let f ∈Fn in the following definitions and propositions.

We have already defined the balancedness property of Boolean functions, which is one
of basic and most wanted property in practical crypto schemes.

Proposition 2.20. f is balanced, i.e. f ∈ En, if and only if W f (α0) = 0.

Proof.

W f (α0) = ∑
x∈Fn

(−1) f (x)⊕〈x,α0〉

= ∑
x∈Fn

(−1) f (x)

= 2n−2#(sup( f ))

by definition f is balanced if #(sup( f )) = 2n−1.

Hence the assertion now follows.

In order to resist correlation attacks and linear cryptanalysis, f should possess higher
nonlinearity. Nonlinearity of a function is defined as follows.
Definition & Proposition 2.21. [111, 102] The nonlinearity N f of a function f is its
distance to the nearest affine function and it can be expressed by the Walsh transform
of f as follows:

N f := min
`α,a∈An

d( f , `α,a)

:= 2n−1− 1
2

max
ω∈Fn

2

∣∣W f (ω)
∣∣ .

(2.24)

where
∣∣W f (ω)

∣∣ is the absolute value of W f (ω).
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Proof. First note that
ζ`α,1 =−ζ`α,0 =−ζ`α

.

By Lemma 2.16, Lemma 2.18 and Equation 2.22, we have

d( f , `α) = 2n−1− 1
2
〈
ζ f ,ζ`α

〉
= 2n−1− 1

2
W f (α)

Combining these two relations leads to the assertion.

Meier and Staffelbach [102] were the first to recognize that the set of functions with
maximum nonlinearity was identical to the set of bent functions.

Definition 2.16. [118] A Boolean function f is called bent function if all the Walsh
coefficients of W f are ±2n/2.

Rothaus further proved that bent functions only exist for even number of variables and
the degree of their algebraic normal form is always bounded above by n/2. When
exists, we will denote the set comprised of bent functions by Bn.

Since, in this study we mainly focus on nonlinearity and Hamming weight criteria, we
will not include the other design criteria. However, for any further reading please refer
to

– [132] for correlation immunity and resiliency,

– [140] for strict avalanche criterion,

– [114] for propagation criterion,

– [111] for nonlinearity,

– [101] for algebraic immunity,

– [24] for other criteria,
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CHAPTER 3

NONLINEARITY PRESERVING PERMUTATIONS

In this chapter, we first define the representation for the bijective mappings group, more
formally S22n , and its action on Fn. We then analyze the nonlinearity preserving ones
among these mappings.

Any mapping ψ : F2n

2 → F2n

2 can be written as

ψ : (x) 7→ (ψ1(x),ψ2(x),ψ3(x) . . . ,ψ2n(x)),

more explicitly as,

ψ : (x1,x2,x3, . . . ,x2n) 7→ (ψ1(x1,x2, . . . ,x2n), . . . ,ψ2n(x1,x2, . . . ,x2n)),

or,

ψ : [x] 7→


ψ1(x1,x2, . . . ,x2n))
ψ2(x1,x2, . . . ,x2n))

...
ψ2n(x1,x2, . . . ,x2n))

 , (3.1)

where each ψi : F2n

2 → F2 is a 2n variable Boolean function called coordinate function
of ψ . Hence based on (2.12), each ψi’s can be represented by its algebraic normal form
uniquely;

ψi(x1,x2, · · · ,x2n) = c(i)0 ⊕ c(i)1 x1⊕ . . .⊕ c(i)12···2nx1x2 · · ·x2n . (3.2)

Then, by porting (3.2) into (3.1), we get

ψ : [x] 7→


c(1)0 ⊕ c(1)1 x1⊕ . . .⊕ c(1)12···2nx1x2 · · ·x2n

c(2)0 ⊕ c(2)1 x1⊕ . . .⊕ c(2)12···2nx1x2 · · ·x2n

...
c(2

n)
0 ⊕ c(2

n)
1 x1⊕ . . .⊕ c(2

n)
12···2nx1x2 · · ·x2n

 . (3.3)
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By decomposing into an explicit form, we can re-write 3.3 as

ψ : [x] 7→




c(1)0
c(2)0
...
c(2

n)
0


︸ ︷︷ ︸

[λ0]

⊕


c(1)1
c(2)1
...
c(2

n)
1


︸ ︷︷ ︸

[λ1]

x1⊕·· ·⊕


c(1)2n

c(2)2n
...
c(2

n)
2n


︸ ︷︷ ︸

[λ2n ]

x2n⊕


c(1)12
c(2)12
...
c(2

n)
12


︸ ︷︷ ︸

[λ12]

x1x2⊕


c(1)13
c(2)13
...
c(2

n)
13


︸ ︷︷ ︸

[λ13]

x1x3⊕·· ·⊕


c(1)123
c(2)123
...
c(2

n)
123


︸ ︷︷ ︸

[λ123]

x1x2x3⊕·· ·⊕


c(1)12···2n

c(2)12···2n
...
c(2

n)
12···2n


︸ ︷︷ ︸

[λ12···2n ]

x1x2 · · ·x2n


,

and now, equivalently we have

ψ : [x] 7→λ0⊕M[x]⊕ [λ12]x1x2⊕·· ·⊕ [λ(2n−1)2n]x2n−1x2n

⊕ [λ123]x1x2x3⊕·· ·⊕ [λ(2n−2)(2n−1)2n]x2n−2x2n−1x2n

...
⊕ [λ12···2n ]x1x2 · · ·x2n

(3.4)

where

– x = (x1,x2, . . . ,x2n) ∈ F2n

2 hence each xi ∈ F2,

– λ j ∈ F2n

2 with each ci
j ∈ F2,

– M is the 2n×2n matrix whose column form is M = [[λ1] [λ2] . . . [λ2n]].

Let the notations be as above and for a moment denote the set of all bijective mappings
defined from F2n

2 onto itself by G. In fact, G has exactly 22n
! elements and it is easy

to verify that G associated with the composition of mappings operation satisfies the
group axioms. That is,
Fact 3.1. G forms a group with the group law being composition of mappings and the
identity element 1G of G is the identity mapping under which each element of F2n

2 is
mapped to itself.

Based on Definition 2.1, we can define an action of G on F2n

2 which leads to a homo-
morphism from G into the symmetric group of F2n

2 such that ψ 7→ πψ where ψ ∈ G
and πψ ∈ Sym(F2n

2 ). Then,

Claim 3.2. G is isomorphic to S22n .
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Proof. Immediately follows from Theorem 2.3 and #(S22n ) = #(G) = 22n
!

Hereafter, we will use S22n instead of G to denote the bijective mappings acting on
F2n

2 .

The number of n variable Boolean functions is 22n
, i.e. #(Fn) = 22n

. Each of these
functions has unique {0,1} valued 2n ordered tuple called the truth table. Hence, it is
possible to regard the truth tables of n variable functions as elements of the 2n dimen-
sional F2–vector space F2n

n . This process in fact gives us a one-to-one correspondence
between Fn and F2n

n . In what follows, we will regard Fn as F2n

n and mostly consider
the truth tables of the functions. Therefore, the aforementioned definitions and notions
in this chapters also holds for any f in Fn and (3.4) can be re-written as follow.

ψ : [T f ] 7→λ0⊕M[T f ]⊕ [λ12] f (α0) f (α1)⊕·· ·⊕ [λ(2n−1)2n] f (α2n−2) f (α2n−1)⊕
[λ123] f (α0) f (α1) f (α3)⊕·· ·⊕ [λ(2n−2)(2n−1)2n] f (α2n−3) f (α2n−2) f (α2n−1)

...
⊕ [λ12···2n] f (α0) f (α1) · · · f (α2n)

(3.5)

where

– T f = ( f (α0) f (α1) · · · f (α2n)) ∈ F2n

2 hence each f (αi) ∈ F2,

– λ j := Th j ∈ F2n

2 for some h j ∈Fn,

– M is the 2n×2n matrix whose column form is M = [[λ1] [λ2] . . . [λ2n]].

The action of S22n on Fn is a map from S22n ×Fn→Fn such that (ψ, f ) 7→ ψ f . We
will use interchangeably ψ f , ψ f or ψ( f ) to denote the image of (ψ, f ).

We now focus on some of the subgroups (also called permutation groups) of S22n .
The subgroups of S22n , that are studied or considered in this thesis, are illustrated in
Figure 3.1 as a lattice of subgroups. Note that Figure 3.1 does not present a compre-
hensive list of subgroups of S22n . For instance, see [135] for the subgroups of S2n .

Let f ∈Fn, we have the following definitions for the subgroups of S22n that will be
considered in our study.

– The identity mapping 1G that maps each element to itself.

– Translations of input variables (Tn):
ψ belongs to Tn if for all f ∈Fn, it can be given in the form ψ : f (x) 7→ f (x⊕α)
for some α ∈ Fn

2. In deed, regarding (3.5), it can be written as

ψ : [T f ] 7→ Pα [T f ] (3.6)

where the permutation matrix Pα ∈S2n of order 2n corresponds to the translation
υα ∈Tn.
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S22n

AGL2n

GL2n

AGLn nT2n

S2n

AGLn

GLn

Sn
T2n

Tn

1G

Figure 3.1: Lattice of subgroups of S22n (not a complete list)

– Permuting the input coordinates (Sn):
ψ ∈Sn if for all f ∈Fn it is of the form ψ : f (x) 7→ f (π(x)) for some π ∈Sn of
order n such that π(x)= (π(x1),π(x2),π(x3), . . . ,π(xn)) for x=(x1,x2,x3, . . . ,xn)∈
Fn

2. Similarly, regarding (3.5), we can see ψ as

ψ : [T f ] 7→ Pπ [T f ] (3.7)

where the permutation matrix Pπ ∈S2n of order 2n corresponds to the π ∈Sn.

– Linear transformations of input variables (GLn):
Bijective mapping ψ ∈ GLn if for all f ∈Fn it satisfies ψ : f (x) 7→ f (xA) for
some A ∈ GLn. Such a ψ can also be regarded as

ψ : [T f ] 7→ PA[T f ] (3.8)

where the permutation matrix PA ∈S2n of order 2n corresponds to the A ∈ GLn.

– Affine transformations of input variables (AGLn):
ψ lies in AGLn, provided that for all f ∈Fn it is of the form ψ : f (x) 7→ f (xA⊕
α) for some A ∈ GLn and α ∈ Fn

2. Based on (3.5), it can be given as

ψ : [T f ] 7→ PA,α [T f ] (3.9)

where the permutation matrix PA,α ∈S2n of order 2n corresponds to the A∈GLn
and α ∈ Fn

2.
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– Bijections on input variables (S2n):
Comprised of all the bijective mapping of the form

ψ : [T f ] 7→ P[T f ] (3.10)

for some permutation matrix P ∈S2n of order 2n.

– Translations of truth tables (T2n):
ψ belongs to T2n if for all f ∈Fn it is of the form

ψ : [T f ] 7→ [T f ]⊕ [Tg] (3.11)

for some g ∈Fn.

– Linear transformations of truth tables (GL2n):
ψ lies in GL2n if for all f ∈Fn it can be written in the form

ψ : [T f ] 7→M[T f ] (3.12)

for some m ∈ GL2n of order 2n.

– Affine equivalency mappings (AGLn nT2n)1:
ψ belongs to AGLn nT2n if for all all f ∈Fn it is of the form

ψ : f (x) 7→ f (xA⊕α)⊕g(x)

for some A ∈ GLn and g ∈Fn. In deed, regarding (3.5), ψ can be written also as

ψ : [T f ] 7→ PA,α [T f ]⊕ [Tg] (3.13)

where the permutation matrix PA,α ∈ S2n of order 2n corresponds to A ∈ GLn
and α ∈ Fn

2, and Tg is the truth table of the function g ∈Fn.

– Affine transformations of truth tables AGL2n):
AGL2n is comprised of the bijective mappings of the form

ψ : [T f ] 7→M[T f ]⊕ [Tg] (3.14)

for some M ∈ GL2n and g ∈Fn.

– Non-affine transformations of truth tables (S22n −AGL2n):
Bijective mappings that does not lie in AGL2n , that is regarding (3.5), the ones
having at least one non-zero λ j for j ∈ {12,13, . . . ,12 · · ·2n}.

In this chapter, since our main concern is to classify nonlinearity preserving mappings
we skip the proofs, which can be easily achieved by elementary group theory tech-
niques, for showing that the above sets are actually subgroups of S22n .

Let ψ ∈S22n , then we say that ψ preserves nonlinearity if N f = Nψ f for all f ∈Fn.
In fact, we have the following proposition for keeping nonlinearity invariant.

1 In fact, affine equivalency mapping synonym is generally used for the group AGLn nAn that will be defined
in the following section. Here we are just abusing the naming convention for a moment.
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Proposition 3.3. ψ preserves nonlinearity if and only if the absolute maximum of the
Walsh spectra of f remains invariant, that is

max
ω∈Fn

2

∣∣W f (ω)
∣∣= max

ω∈Fn
2

∣∣Wψ f (ω)
∣∣ for all f ∈Fn.

Proof. Recall from (2.24) that

N f = 2n−1− 1
2

max
ω∈Fn

2

∣∣W f (ω)
∣∣ ,

hence the statement follows.

We denote the set of all nonlinearity preserving bijective maps acting on the n-variables
Boolean functions by

Pn(N) = {ψ ∈S22n | N f = Nψ f for all f ∈Fn} .

Proposition 3.4. Pn(N) is a subgroup of S22n .

Proof. It is clear that identity mapping of S22n lies in Pn(N). We take any ψ,θ ∈
Pn(N). We have N f =Nψ f and N f =Nθ f for all f ∈Fn. Then, it follows by Definition
& Proposition 2.21 that N f = Nθ(ψ f ) = N(θψ) f .

3.1 Bijections on Input Variables (S2n)

In the cryptographic literature, Meier and Staffelbach were first to analyze the behavior
of the nonlinearity, degree and linear structure criteria under the action of S2n on Fn
[102]. Among the bijections on input variables, they proved that the nonlinearity,
degree and linear structure values are preserved only under the action of AGLn for all
n variable functions. For the sake of completeness, here we include their result related
to nonlinearity.

Theorem 3.5. [102] Let ψ ∈S2n , then ψ ∈Pn(N) if and only if ψ ∈ AGLn.

The theorem above includes that the bijective mappings belonging to the subgroups
Sn, Tn and GLn are all nonlinearity preserving and hence are all lie in Pn(N). In
deed, regarding (3.5) we can equivalently state Theorem ?? as the following corollary.

Corollary 3.6. Let ψ ∈S2n such that ψ : [T f ] 7→ P[T f ] for a permutation matrix P ∈
S2n of order 2n. Then ψ ∈Pn(N) if and only if there exists a monomial matrix Q ∈
S ±

2n such that (P,Q) ∈ Aut(Hn).

Proof. Assume that ψ ∈Pn(N), then Theorem ?? restricts ψ into AGLn which means
that ψ : f (x) 7→ f (xA⊕α) for some A ∈ GLn and α ∈ Fn

2 for all f ∈ Fn. Then by
writing down the Walsh transform of the function ψ f , for all ω ∈ Fn

2, we get
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Wψ f (ω) = ∑
x∈Fn

2

(−1) f (xA⊕α)⊕〈x,ω〉

= ∑
x∈Fn

2

(−1) f (x)⊕〈(x⊕α)A−1,ω〉

= ∑
x∈Fn

2

(−1) f (x)⊕〈x,ω(A−1)t〉⊕〈α,ω(A−1)t〉

= (−1)〈ω,αA−1〉
∑

x∈Fn
2

(−1) f (x)⊕〈x,ω(A−1)t)〉

= (−1)〈ω,αA−1〉W f (ω(A−1)t) ,

By letting Q′ ∈ S2n represent the permutation on W f and D ∈ Dn satisfying D =
diag(ζ`

αA−1 ), we can construct a monomial matrix Q ∈S ±
2n such that Q = Q′D and

Wψ f = ζ f PHn = W f Q = ζ f HnQ .

Then we get PHn = HnQ which means (P,Q) ∈ Aut(Hn).

Conversely, suppose that there exists a Q ∈S ±
2n such that (P,Q) ∈ Aut(Hn). Then, for

all f ∈Fn, we have
Wψ f = ζ f PHn = ζ f HnQ = W f Q ,

that is the absolute Walsh spectra maximum remains unchanged. Thus with Proposi-
tion 3.3 we conclude that ψ ∈Pn(N) which also completes the proof.

In fact, Q is strictly determined by P such that Q = H−1
n PHn.

3.2 Affine Equivalency Mappings (AGLn nAn)

First, note that;

Claim 3.7. Let ψ ∈ AGLn nT2n such that

ψ : f (x) 7→ f (xA⊕α)⊕g(x) .

If ψ ∈Pn(N) then g ∈An.

Proof. By definition, ψ ∈Pn(N) means that N f = Nψ f for all functions f ∈Fn. Then
particularly for the function `α0 ∈Ln, we have ψ : `α0 7→ g and N`α0

= Ng. Therefore,
we conclude that g ∈An.

Thus, in the pursue of the nonlinearity preserving mappings, we can restrict ourselves
to the set AGLn nAn within AGLn nT2n .
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Definition 3.1. [96] Let

AGLn nAn := {(τ, `β ,a)| τ ∈ AGLn, `β ,a ∈An},

or, more explicitly;

AGLn nAn := {(A,α,β ,a) | A ∈ GLn, α,β ∈ Fn
2, a ∈ F2},

where τ and `β ,a are given by the mappings τ : x 7→ xA⊕α and `β ,a : x 7→ 〈x,β 〉⊕a.

Indeed, AGLn nAn forms also a subgroup. To the best of our knowledge, although
AGLnnAn forms a group, its proof is not given explicitly in the literature. For the sake
of completeness, we give an elementary proof that AGLn nAn forms a group.

Proposition 3.8. AGLn nAn forms a group under the operation and its inverse given
by

(τ, `β ,a)(τ
′, `β ′,a′) := (ττ

′, τ(`β ′,a′)+ `β ,a),

(τ, `β ,a)
−1 := (τ−1,τ−1(`β ,a))

for all τ,τ ′ ∈ AGLn and `β ,a, `β ′,a′ ∈ An, respectively. This operation and its inverse
can also be given by

(A,α,β ,a)◦ (A′,α ′,β ′,a′) := (A′A,α ′A⊕α,β ′At⊕β ,〈α,β ′〉⊕a′⊕a),

(A,α,β ,a)−1 := (A−1,αA−1,β (A−1)t ,〈α,β (A−1)t〉⊕a)

for all A,A′ ∈ GLn, α,α ′,β ,β ′ ∈ Fn
2, a,a′ ∈ F2, respectively.

Proof. (A = In,α = α0,β = α0,a = 0) is the identity element of AGLn nAn. Closed-
ness and existence of inverse elements follows immediately from the same properties
of the underlying groups of components. Associativity follows also from the associa-
tivity of the underlying operations for each component.

We have an immediate action of the group AGLn nAn on Fn defined as

(A,α,β ,a) f := f (xA⊕α)⊕〈x,β 〉⊕a.

Definition 3.2. Two Boolean functions f and g are said to be affine equivalent if and
only if for some (A,α,β ,a) ∈ AGLn nAn the following holds

f (x) = (A,α,β ,a)g = g(xA⊕α)⊕〈x,β 〉⊕a.

We call the elements of AGLn nAn affine equivalency mappings and if f and g are
affine equivalent functions we denote them by f ∼ g.

In the following proposition, Preneel proved that the action of an affine equivalency
mappings results in a signed permutation on the Walsh spectra of the function and
consequently preserves its nonlinearity.
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Proposition 3.9. [112] Let f ,g ∈Fn be f ∼ g with f (x) = g(xA⊕α)⊕〈x,β 〉⊕a for
some A ∈ GLn, α,β ∈ Fn

2, a ∈ F2. Then for the Walsh transforms of f and g the follow-
ing relation holds:

W f (ω) = (−1)〈α,(ω⊕β )(A−1)t〉⊕a Wg((ω⊕β )(A−1)t).

Therefore, affine equivalency mappings keep nonlinearity invariant, i.e.

(AGLn nAn)⊂Pn(N) .

Furthermore, they also preserve the degree of a function and frequency distribution of
absolute Walsh spectrum values [112], for a detailed list please refer to [15, Section
5.1, p. 81].

In the sequel, we will derive an isomorphism, but first we are going to prove a 1− 1
correspondence between AGLn nAn and Aut(Hn).

Theorem 3.10. Let the notations be as above and f ,g ∈Fn. Then the following as-
sertions are equivalent:

(i) There exists a unique (A,α,β ,a) ∈ AGLn nAn such that (A,α,β ,a)g = f .

(ii) There exists a unique (P,Q) ∈ Aut(Hn) such that ζ f = ζgP.

(iii) There exists a unique (P,Q) ∈ Aut(Hn) such that W f = WgQ.

Proof. ((i)⇒ (ii)) Let f ∼ g. Since we have f (x) = g(xA⊕α)⊕〈x,β 〉⊕ a, it is not
difficult to see that

ζ f = ζgP′D

where D = diag(ζ`β ,a
) ∈D2n and P′ ∈S2n is the permutation matrix corresponding to

xA⊕α ∈ AGLn.

Then, letting P = P′D ∈S ±
2n a signed permutation, we obtain ζ f = ζgP. Uniqueness

of the pair (P,Q) follows immediately by the definition of S ±
2n .

((ii)⇒ (iii)) We have ζ f = ζgP. Then we obtain easily

W f = ζ f Hn = ζgPHn = ζgHnQ = WgQ.

((iii)⇒ (i)) Writing P = P′D for P ∈S ±
2n with P′ ∈S2n and D ∈D2n , it follows that

W f = ζ f Hn = WgQ = ζgHnQ = ζgPHn .

Hence, we get
ζ f = ζgP = ζgP′D .

By rewriting this equation in the additive case and using the truth tables of the functions
f and g, we derive

T f = TgP′⊕T` ,
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where T` is the corresponding truth table to the diagonal of the matrix D. Interpreting
this truth table based equation to the algebraic normal forms of the functions

f (x) = g(τ(x))⊕ `(x)

is obtained, where τ ∈S2n is a permutation of Fn
2 and ` ∈Fn. From Lemma 9.2.3 of

[39, p. 102], we conclude that τ ∈ AGLn and ` ∈An and the result follows.

We are now ready to prove that we have not only a 1− 1 correspondence but also an
isomorphy between AGLn nAn and Aut(Hn).

Theorem 3.11. The authomorphism group of 2n× 2n Sylvester Hadamard matrix is
isomorphic to the group of affine equivalence relations acting on n variable Boolean
functions, that is Aut(Hn)∼= AGLn nAn.

Proof. Bijection between Aut(Hn) and AGLn nAn follows immediately from unique-
ness properties of Theorem 3.10.

Consider the map
φ : AGLn nAn→S ±

2n

that sends each (τ, `β ,a) to P = P′D where P′ ∈S2n is the permutation matrix repre-
senting τ and D ∈D2n is the diagonal matrix having the signed sequence of `β ,a as its
diagonal. It can be easily seen that this map is well-defined.

Further, we define the map

ϑ : AGLn nAn→ Aut(Hn)

with ϑ : (τ, `β ,a) 7→ (P,H−1
n PHn). Since φ is a well-defined map and by Lemma 2.14,

we see that the map ϑ is also well-defined. It certainly is a surjection by the implication
(iii)⇒ (i) of Theorem 3.10. Therefore, we have an explicit version of the bijection
given in Theorem 3.10.

Let ϑ((τ, `β ,a)) = (P1,H−1
n P1Hn) and ϑ((τ ′, `β ′,a′)) = (P2,H−1

n P2Hn). Then we obtain

(P1,H
−1
n P1Hn)? (P2,H

−1
n P2Hn) = (P1 ·P2,H

−1
n (P1 ·P2)Hn).

By Definition 3.1, we let (A,α,β ,a) and (A′,α ′,β ′,a′) be the representations corre-
sponding to (τ, `β ,a) and (τ ′, `β ′,a′), respectively. Let P1 = P′1D1 and P2 = P′2D2 with
P′1,P

′
2 ∈S2n and D1,D2 ∈D2n .

We have the property that φ((τ, `β ,a)(τ
′, `β ′,a′)) corresponds to a matrix P. Note that

by Definition & Proposition 2.9, P can be written as P = P′D, where P′ = P′1P′2 is
the matrix representing the composition of the permutations determined by ττ ′ : x 7→
xA′A⊕α ′A⊕α and D = D1P′1D2(P′1)

−1 is the diagonal matrix having the signed se-
quence of τ(`β ′,a′)+ `β ,a : x 7→ 〈x,β ′At ⊕β 〉⊕ 〈α,β ′〉⊕a′⊕a) as its diagonals. This
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implies that we have

ϑ((τ, `β ,a)◦ (τ ′, `β ′,a′)) = (P,H−1
n PHn)

= (P′D,H−1
n P′DHn)

= (P′1P′2D1P′1D2(P′1)
−1,H−1

n P′1P′2D1P′1D2(P′1)
−1Hn)

= (P1 ·P2,H
−1
n (P1 ·P2)Hn)

= (P1,H
−1
n P1Hn)? (P2,H

−1
n P2Hn)

= ϑ((τ, `β ,a))?ϑ((τ ′, `β ′,a′))

Therefore, it follows Aut(Hn)∼= AGLn nAn.

Remark 3.1. There exists another isomorphic group to Aut(Hn), see Theorem 9.2.4 of
[39, p.103] for details.

The cardinality of Aut(Hn) can easily be calculated using simple counting arguments
and by Theorem 3.10.

Corollary 3.12. #(Aut(Hn)) = #(AGLn nAn) = 22n+1
∏

n−1
i=0 (2

n−2i) .

Indeed, based on Theorem 3.10 it is not difficult to prove the following corollary.

Corollary 3.13. Let f ,g ∈Fn with f ∼ g, i.e. there exists (A,α,β ,a) ∈ AGLn nAn
such that (A,α,β ,a)g = f . The corresponding monomial matrix pair (P,Q) ∈ Aut(Hn)
satisfies the following properties:

– P∈ S2n if and only if β = α0 and a = 0. Moreover, Q∈ S2n if and only if α = α0.

– P,Q ∈ D2n if and only if A = In and α = α0.

Under the action of AGLnnAn, the orbits partition Fn into equivalence classes. These
equivalence classes contains functions having the same degree, nonlinearity and fre-
quency distribution of absolute Walsh spectrum values.

Characterizing these equivalence classes dates back to Ninomiya’s thesis [108]. For
n ≤ 4, Ninomiya completely answered the counting problem (enumeration of equiv-
alence classes) and recognition problem (to which equivalence class given function
belong),see [87]. In the sequel, Lechner, who named these mappings as restricted
affine mappings (RAG), in his thesis pursue the problems and shown that there ex-
ists 48 equivalence classes for n = 5 and presented class representative for 46 of 48
equivalence classes [85]. Berlekamp and Welch, later characterized all of equivalence
classes for n = 5 and in a while later, Maiorana given that for n = 6, there exist 150357
equivalence classes and presented class representatives for each of them [96].
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3.3 Affine Bijective Mappings (AGL2n)

The group of affine equivalency mappings is obviously contained in AGL2n . In this
section we will analyze the group AGL2n , but first we need to prove the following
proposition that characterizes the nonlinearity preserving mappings in GL2n which is
also another subgroup of AGL2n .

Proposition 3.14. Let n≥ 3 and ψ ∈ GL2n be such that for all f ∈Fn,

ψ : [T f ] 7→M[T f ]

where M = [[λ1] [λ2] . . . [λ2n ]] ∈ GLn is a fixed invertible matrix of order 2n. Then the
following statements are equivalent.

(i) ψ ∈Pn(N).

(ii) M = [[λ1] [λ2] . . . [λ2n]] ∈ GLn satisfies the following assertions.

– The functions g j such that λ j := Tg j have Ng j = 1 for all 1≤ j ≤ 2n,

– The functions h jk such that λ j ⊕ λk := Th jk have Nh jk = 2 for all distinct
1≤ j,k ≤ 2n pair.

(iii) M = PA,α ⊕B, where PA,α ∈ S2n corresponds to a matrix representation of an
element in AGLn and B = [ε1 ε2 . . . ε2n] with ε j ∈An, 1≤ j ≤ 2n.

Proof. ((i)⇒ (ii)) Assume ψ ∈Pn(N). Then we have N f = Nψ f for all f ∈ Fn.
So in particular consider the functions e j, 1 ≤ j ≤ 2n, having w(e j) = 1 that is Te j =
(0,0,0, . . . ,0,1,0, . . . ,0). Then for each e j, we have

ψ(Te j) = λ j.

Since Ne j = 1, we conclude that the functions g j such that λ j := Tg j have Ng j = 1 for
all 1≤ j ≤ 2n.

Similarly, consider the functions of e jk, 1 ≤ j,k ≤ 2n with j 6= k, having w(ei j) = 2.
Then for each e jk, we have

ψ(Te jk) = λ j⊕λk.

For n≥ 3, each function e jk has Ne jk = 2 which proves the second expression.

((ii)⇒ (iii)) Suppose that M = [[λ1] [λ2] . . . [λ2n]] ∈ GLn satisfies the following ex-
pressions.

– The functions g j such that λ j := Tg j have Ng j = 1 for all 1≤ j ≤ 2n,

– The functions h jk such that λ j ⊕ λk := Th jk have Nh jk = 2 for all distinct 1 ≤
j,k ≤ 2n pair.
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Note that for n≥ 2, the functions with nonlinearity value 1 have the Hamming distance
of 1 to their closest affine function. Thus, each λ j can be decomposed as follows.

λ j = Tg j = Tel j
⊕T` j

where w(el j) = 1 and ` j ∈An is the closest affine function to g. Here, due to the second
constraint, we further have that for any distinct pair of λ j and λk we have el j 6= elk .
When we re-write the column based representation according to this decomposition,
we get the following.

M = [[λ1] [λ2] . . . [λ2n]]

= [[Tel1
⊕T`1] [Tel2

⊕T`2] . . . [Tel2n ⊕T`2n ]]

= [[Tel1
] [Tel2

] . . . [Tel2n ]]︸ ︷︷ ︸
P

⊕ [[T`1] [T`2] . . . [T`2n ]]︸ ︷︷ ︸
B

= P⊕B

Since each el j are different, we can conclude that P is a permutation matrix and thus
P ∈ S2n . Moreover, in order to preserve nonlinearity, from (3.9) and Theorem 3.5,
we conlcude that P = PA,α for some A ∈ GLn and α ∈ Fn

2 and the matrix B have affine
functions as its columns. Thus we prove the assertion

M = PA,α ⊕B .

((iii)⇒ (i)) Let M =PA,α⊕B, where PA,α ∈S2n corresponds to a matrix representation
of an element in AGLn and B = [ε1 ε2 . . . ε2n] with ε j ∈An, 1 ≤ j ≤ 2n. Then for all
f ∈Fn we have,

ψ( f ) = M[T f ]

= (PA,α ⊕B)[T f ]

= PA,α [T f ]⊕B[T f ]︸ ︷︷ ︸
∈An

,

which reduces to

ψ : f (x) 7→ f (xA⊕α)⊕ `β ,a ,

where `β ,a ∈ An is determined by the acted function’s support. Now, from Proposi-
tion 3.3 and Proposition 3.9, the statement follows, that is ψ ∈Pn(N).

Now, we are ready to classify elements of AGL2n regarding the nonlinearity preserv-
ability by giving the necessary and sufficient conditions.

Theorem 3.15. Let ψ ∈ AGL2n be an affine bijective transformation so that for all
f ∈Fn,

ψ : [T f ] 7→M[T f ]⊕ [Tg]

where g ∈Fn and M ∈ GL2n are fixed.

ψ ∈Pn(N) if and only if
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– M = PA,α ⊕B, where PA,α ∈S2n corresponds to a matrix representation of an
element in AGLn and B = [ε1 ε2 . . . ε2n] with ε j ∈An, 1≤ j ≤ 2n,

– g ∈An.

Proof. Due to the function `α0 ∈Ln, the necessity and sufficiency of g∈An is assured.
Then rest follows immediately from Proposition 3.14.

Naturally the above theorem includes the previous proposition. Moreover it also proves
the existence of nonlinearity preserving bijective mappings other than the ones in-
cluded in affine equivalency mappings AGLnnAn. On the other hand, as proved in the
following claim, for a fixed function the mappings derived in Theorem 3.15 and affine
equivalency mappings AGLn nAn provide the same orbit.

Claim 3.16. For a given function f ∈Fn, the nonlinearity preserving bijective map-
pings belonging to AGL2n−(AGLnnAn) and the affine equivalency mappings (AGLnn
An) produce the same orbits.

Proof. By Definition 2.2, we have the following orbits of f under the related sets

(AGLn nAn) f = {ϑ f | ϑ ∈ AGLn nAn}
(AGL2n− (AGLn nAn)) f = {ψ f | ψ ∈ G} .

Now, let ψ ∈ AGL2n − (AGLn nAn) be a nonlinearity preserving bijective mapping.
Then, by Theorem 3.15, for fixed function f ,

ψ( f ) = (PA,α ⊕B)[T f ]⊕ [Tg]

= PA,α [T f ] ⊕
⊕

αi∈sup(f)

εi︸ ︷︷ ︸
=B[T f ]

⊕ [Tg]

= PA,α [T f ] ⊕
⊕

αi∈sup(f)

εi ⊕ [Tg]︸ ︷︷ ︸
∈An

which reduces to

ψ : PA,α [T f ] ⊕ [T`β ,a
]

for some `β ,a ∈An which is strictly determined by sup( f ).

Hence, the assertion now follows.
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3.4 Non-affine Bijective Mappings (S22n −AGL2n)

Recall that we write a bijective mapping in S22n as given in (3.5):

ψ : [T f ] 7→λ0⊕M[T f ]⊕ [λ12] f (α0) f (α1)⊕·· ·⊕ [λ(2n−1)2n] f (α2n−2) f (α2n−1)⊕
[λ123] f (α0) f (α1) f (α3)⊕·· ·⊕ [λ(2n−2)(2n−1)2n] f (α2n−3) f (α2n−2) f (α2n−1)

...
⊕ [λ12···2n] f (α0) f (α1) · · · f (α2n)

where

– T f = ( f (α0) f (α1) · · · f (α2n)) ∈ F2n

2 hence each f (αi) ∈ F2,

– λ j := Th j ∈ F2n

2 for some h j ∈Fn,

– M is the 2n×2n matrix whose column form is M = [[λ1] [λ2] . . . [λ2n]].

Bijective mappings that do not lie in AGL2n , that is the ones having at least one non-
zero λ j for j ∈ {12,13, . . . ,12 · · ·2n} in the above representation are named non-affine
bijective mappings.

We now give a sufficient condition for non-affine bijective mappings to keep nonlin-
earity invariant.

Proposition 3.17. Let ψ ∈ S22n − AGL2n be a non-affine mapping that satisfies the
following conditions, with respect to (3.5),

1. λ0 ∈An,

2. The matrix M = PA,α ⊕B, where PA,α ∈S2n corresponds to a matrix represen-
tation of an element in AGLn and B = [ε1 ε2 . . . ε2n] with ε j ∈An, 1≤ j ≤ 2n,

3. λ j ∈An for all j ∈ {12,13, . . . ,12 · · ·2n} where at least one of them is non-zero,
i.e. λ j 6= `α0 .

Then, ψ ∈Pn(N).

Proof. For each function f , we get

ψ( f ) = λ0⊕ (PA,α ⊕B)[T f ]⊕λ12 f (α0) f (α1)⊕·· ·⊕λ12···2n f (α0) f (α1) · · · f (α2n−1)

= PA,α [T f ]⊕B[T f ]︸ ︷︷ ︸
∈An

⊕λ0⊕λ12 f (α0) f (α1)⊕·· ·⊕λ12···2n f (α0) f (α1) · · · f (α2n−1)

= PA,α [T f ]⊕B[T f ]⊕λ0⊕λ12 f (α0) f (α1)⊕·· ·⊕λ12···2n f (α0) f (α1) · · · f (α2n−1)︸ ︷︷ ︸
=T`

β ,b
∈An
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reduces to the mapping T f 7→ PA,α [T f ]⊕T`β ,b
, for some affine function T`β ,b

due to the
given conditions. Therefore now, from the Theorem 3.15, the assertion follows.

Hence, we prove the existence of nonlinearity preserving non-affine bijective mappings
by explicitly constructing a family of bijective mappings. On the other hand, these
non-affine nonlinearity preserving bijective mappings still produces the same orbit as
AGLn nAn for a fixed function. That is;

Claim 3.18. Let the notations be as above. Let further ψ ∈ S22n be a non-affine
mapping satisfying

1. λ0 ∈An,

2. The matrix M = PA,α ⊕B, where PA,α ∈S2n corresponds to a matrix represen-
tation of an element in AGLn and B = [ε1 ε2 . . . ε2n] with ε j ∈An, 1≤ j ≤ 2n,

3. λ j ∈An for all j ∈ {12,13, . . . ,12 · · ·2n} where at least one of λ j 6= `α0 .

Then for a fixed function f ∈Fn, ψ behaves as an element of AGLn nAn .

Proof. As shown in the proof of Proposition 3.17, ψ reduces to the mapping T f 7→
PA,α [T f ]⊕T`β ,b

, for some affine function. In deed, T`β ,b
is strictly determined by sum-

mation of εi and λ j based on sup( f ). For a moment, let’s denote the set of bijective
mappings satisfying the given conditions by G. Then, for any fixed function f , we
have the orbit of f

G f := {ψ f | ψ ∈ G}= (AGLn nAn) f := {ϑ f | ϑ ∈ AGLn nAn} .

Thus, the statement now follows.

Up to now, we have constructed some nonlinearity preserving bijective mappings ex-
plicitly. These explicitly known nonlinearity preserving mappings are illustrated in
Figure 3.2. Furthermore, for a given function, we have shown that all of these ex-
plicitly constructed nonlinearity preserving bijective mappings produce the same orbit
with the affine equivalency mappings. Thus, by using the action of these mappings,
searching for new Boolean functions would not give new results.

In order to analyze these mappings further, we performed a computer based search
for n = 2 we scanned S16 exhaustively. Based on this search, we derive that P2(N)
comprised of the mappings given in Proposition 3.17. Detailed results are given in
Appendix B comprehensively.

For n ≥ 3, even with computer assistance scanning the group S22n exhaustively is
computationally impossible for the time being, for instance for n = 3, there exists
#(S256) ≈ 10503 bijective mappings. Therefore we need to change the perspective to
gather new results.
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S22n

Pn(N)

AGL2n

S2n

AGLn

(AGLn nAn) ∪†‡

† : Pn(N)∩ (AGL2n− (AGLn nAn)), see Theorem 3.15

‡ : see Proposition 3.17

Figure 3.2: Explicitly known nonlinearity preserving families.

At this point our problem is “is there any other bijective mapping that preserve nonlin-
earity?”. To find an answer for this question, let’s consider the problem in a different
way and take a closer look on the nonlinearity preserving mappings.

First, assume that we partition the Boolean functions set Fn into nonlinearity classes.
That is,

N0 := { f ∈An},
N1 := { f ∈Fn | N f = 1},
N2 := { f ∈Fn | N f = 2},

...
N

2n−1−2
n
2−1 := { f ∈Bn}, only exists when n is even.

satisfying

Fn =
⋃

0≤i≤2n−1−2
n
2−1

Ni .

Clearly, Ni∩N j =∅ for i 6= j, hence this is indeed a well-defined partition of Fn.

Now, let ψ ∈Pn. Then as a definition ψ maps each and every partition to itself, that
is,

ψ : Ni 7→ Ni.

In fact, this is necessary and sufficient for bijective mapping ψ ∈S22n to be nonlinear-
ity preserving and this is formally stated in the following fact.
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Fact 3.19. Suppose Fn be partitioned into nonlinearity classes Ni such that

Fn =
⋃

0≤i≤2n−1−2
n
2−1

Ni . (3.15)

Then ψ ∈Pn(N) if and if only for all 0≤ i≤ 2n−1−2
n
2−1, ψ maps nonlinearity classes

onto themselves, that is
ψ : Ni 7→ Ni.

Based on the fact given above, whenever we know the cardinalities of each nonlinearity
classes, we can enumerate the nonlinearity preserving bijective mappings.

Proposition 3.20. Suppose Fn be partitioned into nonlinearity classes Ni such that

Fn =
⋃

0≤i≤2n−1−2
n
2−1

Ni . (3.16)

Then,

#(Pn(N)) = ∏
0≤i≤2n−1−2

n
2−1

#(Sym(Ni)) . (3.17)

Proof. Immediately follows from Fact 3.19.

In fact, Wu has proven the enumeration of Boolean functions with nonlinearity≤ 2n−2

[142]. Here we will include his result to give a loose lower bound for the cardinality
of the nonlinearity preserving bijective mappings for any n ∈ N, namely #Pn(N).

Theorem 3.21. [142] Let, t ≤ 2n−2 with n, t ∈ N. Then, for t < 2n−2 the number of
Boolean functions with nonlinearity t is

#(Nt) = 2n+1
(

2n

t

)
,

and for t = 2n−2 the number of functions with nonlinearity 2n−2 is

#(N2n−2) = 2n+1
((

2n

2n−2

)
− (2n−1)

(
2n−1

2n−2

)
+

(
2n−1

2

))
.

Then by Proposition 3.20 and Theorem 3.21, we have an immediate and a very loose
lower bound for #Pn(N) as follows.

Corollary 3.22.

#Pn(N)≫

(
∏

0≤t<2n−2

(
2n+1(2n

t

))
!
)((

2n+1(( 2n

2n−2

)
− (2n−1)

(2n−1

2n−2

)
+
(2n−1

2

)))
!
)

.
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Meanwhile, this lower bound sufficiently indicates the existence of non-affine nonlin-
ear bijective mappings. In other words, the corollary above proves that

Pn(N)∩ (S22n −AGL2n) 6=∅ .

For n ≤ 6, we know the nonlinearity distributions which are given Appendix A, Ta-
ble A.1. Therefore, based on Proposition 3.20, for n≤ 6, the cardinality of Pn(N) can
be computed. We present the cardinality of Pn(N) for n ≤ 6 in Table 3.1, where the
computation is based on the nonlinearity distribution given in Appendix A.

Table 3.1: Enumeration of Pn(N) for n≤ 6

n #(Pn(N)) #(S22n ) = 22n
!

2 8!×8!≈1011 222
!≈1013

3 16!×128!×112!≈10413 223
!≈10506

4 32!×512!×·· ·×896!≈10249727 224
!≈10287194

5 64!×·· ·×27387136!≈103,66x1010
225

!≈103.95x1010

6 128!×·· ·×5425430528!≈103.32x1020
226

!≈103,47x1020

We know that for n = 2 there exists≈ 1011 nonlinearity preserving bijective mappings.
In fact we also validate this with an exhaustive computer search and prove that all of
these bijective mappings belong to the set defined in Proposition 3.17.

For n≥ 3, let’s try to count the nonlinearity preserving bijective mappings that lies in
the set defined in Proposition 3.17. We have

– #(A3) = 24 choices for λ0,

– ≤ 264 choices for the matrix M,

– #(A3) = 24 choices for each λ j such that j ∈ {12,13, . . . ,12 · · ·2n}.

Hence for n = 3, Proposition 3.17 defines at most 264× 16248 = 21056 nonlinearity
preserving mappings. Surprisingly, from Table 3.1 we see that Proposition 3.17 does
not give all of the nonlinearity preserving bijective mappings.

In a similar way, for n = 4 we can conclude that Proposition 3.17 does not define
all of the nonlinearity preserving bijective mappings. Therefore, we can now prove the
existence of new non-affine mappings that are not belonging to the class of Proposition
3.17, using the basic counting techniques and nonlinearity distributions.

Theorem 3.23. For n≥ 3 there exist nonlinearity preserving non-affine mappings not
lying in the class of Proposition 3.17.

Proof. The number of the nonlinearity preserving mappings defined in Proposition 3.17
is strictly less than

222n
2(n+1)(22n−2n) = 222n+(n+1)(22n−2n) .
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For 3≤ n≤ 6, using Table 3.1 we can easily verify that

222n+(n+1)(22n−2n) < #(Pn(N)) .

For n ≥ 7 the ratio of #(An) to #(Fn) will decrease as n increases. Thus, for n ≥ 3,
mappings coming from Proposition 3.17 do constitute just a proper subset of Pn(N).

Even if these new mappings have not been described with their algebraic normal form,
we present some examples for n = 3,4,6 in Appendix C to illustrate the situation.

In deed, in a generic way, one can easily construct new nonlinearity preserving map-
pings in the following way. Consider two different affine equivalency classes of the
same nonlinearity values, for instance regard the classes given in [6, 96, 52, 15]. Tak-
ing into account of the bijectivity property of the transformation, map the one of affine
equivalency class members to the other class. Basically, while mapping the rest to
themselves, select at least two functions belonging to the different affine equivalency
classes and then map each to the other to produce a bijective nonlinearity preserving
mapping. By Proposition 3.17, it is certain that the transformations created as above
won’t belong to the explicitly known non-affine bijective nonlinearity preserving map-
ping. Moreover these transformations will not produce the same orbit structure as
affine equivalency mappings.
Open Problem 3.24. Is it possible to construct explicitly the nonlinearity preserving
bijective mappings that lie in the definition given in Proposition 3.17?

Beside the partial solutions and results given above, the enumeration and the classifica-
tion problem for Pn(N) is still an open problem. The current state of the classification
of nonlinearity preserving mappings is illustrated in Figure 3.3.

We believe beside the theoretical curiosity, these mappings if a generic construction
would be achieved, might have led to a new practical tool for search and construction
of new function families.

3.5 Automorphism Group of Nonlinearity Classes

There are some proposals in the literature stating that the automorphism group of the
bent functions set Bn is just the group AGLn nAn [138, 28].

Definitely, each element of AGLnnAn gives us an automorphism in the sense of stabi-
lizing the bentness property of the functions. However, there are other transformations
mapping Bn to itself which are not lying in the group AGLn nAn. This observation
suggests that the definition of automorphism group of bent functions should be re-
formulated. For example, for n = 4, there are |P4(N)| ≈ 2829564 bijective mappings
preserving nonlinearity. However, only 896! ≈ 27500 of them constitute different per-
mutations on B4, while |AGL4 nA4| ≈ 223. Thus, AGL4 nA4 must only be a proper
subset of the whole automorphism group (stabilizer) of bent functions set Bn.
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S22n

Pn(N)

AGL2n

S2n

AGLn

(AGLn nAn) ∪†‡ ∪ ?

† : Pn(N)∩ (AGL2n− (AGLn nAn)), see Theorem 3.15

‡ : see Proposition 3.17

? : see Theorem 3.23

Figure 3.3: Current state of nonlinearity preserving bijective transformations.

This new treatment of automorphisms suggests that main cryptographical design con-
cerns for the automorphism groups in the common literature should be criticized. For
example in [138], it is shown that AGLn nAn preserves nonlinearity by preserving the
distance between the function to its closest affine function. However, it is an unneces-
sarily strong condition for cryptographic purposes because preserving the distance of
any function to the affine function class is ample. More generally, determination of the
automorphism group of nonlinearity classes should be studied as a subgroup of S22n

since AGLn nAn ≤Pn(N).

In fact, the procedure followed for Bn is naturally applicable to all nonlinearity par-
titions Nt of Fn. Therefore, the concept should be given explicitly at the beginning.
One of the explicit way would be first to define the action of considered permutation
group, and then under the action this group, gathering the mappings that stabilize the
particular set of functions would be more convenient.
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CHAPTER 4

HAMMING WEIGHT PRESERVING PERMUTATIONS

In the previous chapter, we studied the nonlinearity preserving bijective mappings and
presented some results. Such an analysis can be pursued for the other design criteria
as well.

For any design criterion C, we can define the set Pn(C) of bijective mappings which
leaves the criterion C invariant, that is

Pn(C) = {ψ ∈S22n | C f = Cψ f for all f ∈Fn}. (4.1)

In fact, for any criterion C, Pn(C) forms a subgroup of S22n , i.e.

Proposition 4.1. Pn(C) is a subgroup of S22n .

Proof. Trivially, the identity mapping of S22n lies in Pn(C), thus it is not empty.
Take any ψ,θ ∈Pn(C). Then, we have C f = Cψ f and C f = Cθ f for all f ∈Fn and
C f = Cθ(ψ f ) = C(θψ) f . Thus the assertion follows.

In the rest of this chapter, we are going to study the mappings that preserve the Ham-
ming weight of the functions.

At first sight, it may seem that the concepts of nonlinearity preserving and Hamming
weight preserving are in a way equivalent. Thus, here at the very beginning we will
make some clarifications and show the differences.

The necessary and sufficient condition for a nonlinearity preserving mapping is to con-
serve the minimum distance to the affine functions set, namely An. More formally for
each function f ∈Fn we have

ψ ∈Pn(N) ⇐⇒ min d( f ,An) = min d(ψ f ,An), (4.2)

where min d( f ,An) = N f = min
`α,a∈An

d( f , `α,a).

On the other hand, the necessary and sufficient condition for a Hamming weight pre-
serving mapping is to keep the distance to the linear function `α0 (i.e. the function

53



having only zeros in its truth table) unchanged. In other words, for each function
f ∈Fn we have

ψ ∈Pn(w) ⇐⇒ d( f , `α0) = d(ψ f , `α0). (4.3)

As it can be seen explicitly from the two statement given above, the enumeration and
classification problems for Hamming weight preserving mappings and nonlinearity
preserving mappings are not the same.

Now, let’s formally state the Hamming weight preserving bijective mappings Pn(w)
subgroup as follows;

Pn(w) = {ψ ∈S22n | w( f ) = w(ψ f ) for all f ∈Fn}.

We have an immediate proposition that states the necessary and sufficient condition for
a mapping to leave Hamming weight invariant.

Proposition 4.2. ψ preserves Hamming weight if and only if the Walsh spectrum value
of f at ω = α0 remains unchanged, that is

W f (α0) = Wψ f (α0) for all f ∈Fn.

Proof. Recall that

W f (α0) = ∑
x∈F2n

(−1) f (x)⊕〈x,α0〉

= ∑
x∈F2n

(−1) f (x) (Since 〈x,α0〉= 0 for all x ∈ F2n)

= 2n−2#(sup( f ))

Now the assertion follows.

As we did for nonlinearity criterion, we can also construct a well-defined partitioning
for the Boolean functions set Fn into Hamming weight classes, i.e.,

w0 := {`α0},
w1 := { f ∈Fn | w( f ) = 1},
w2 := { f ∈Fn | w( f ) = 2},
w3 := { f ∈Fn | w( f ) = 3},

...
w2n−1 := { f ∈ En}, (i.e. balanced functions.)

...
w2n := {`α2n−1},
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with

Fn =
⋃

0≤i≤2n

wi.

Clearly, wi ∩w j = ∅ for i 6= j, hence this is indeed a well-defined partition of Fn.
Furthermore, for all 0 ≤ i ≤ 2n, since we have to choose i coordinates out of 2n for
constructing a function of weight i, we can easily derive the cardinality of each wi.
That is, for each 0≤ i≤ 2n, we have

#(wi) =
(2n

i

)
. (4.4)

Based on the cardinalities of Hamming weight classes, we easily enumerate the Ham-
ming weight preserving bijective mappings.

Theorem 4.3. Let Fn be partitioned into Hamming weight classes wi such that

Fn =
⋃

0≤i≤2n

wi .

Then,

#(Pn(w)) = ∏
0≤i≤2n

(2n

i

)
! . (4.5)

Proof. Note that we have,

#(Pn(w)) = ∏
0≤i≤2n

#(Sym(wi)).

Then, by using (4.4) we derive the statement.

In fact, following the notions above, we can also enumerate the bijective mappings
that preserve balancedness property of the balanced functions but not necessarily the
Hamming weight for all the other functions. For such mappings the sufficient condition
is to map En onto itself. Therefore we have the following corollary.

Corollary 4.4. For n ∈ N, there are( 2n

2n−1

)
!(22n

−
( 2n

2n−1

)
)!

bijective mappings in S22n that necessarily keep balancedness property invariant.

Proof. For n ∈N, we know that #(w2n−1) = #(En) =
( 2n

2n−1

)
. For any ψ ∈S22n the only

constraint then will be
ψ : En 7→ En.

Regarding the bijective property ψ should map the remaining elements to each other.
Thus the statement now follows.

So far, we have completely solve the enumeration problem for the Hamming weight
preserving bijective mappings. Next we will focus on the question: Is it possible to
construct these Hamming weight preserving mappings explicitly.
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4.1 Affine Bijective Mappings (AGL2n)

Theorem 4.5. [86]
S2n ⊂Pn(w).

Proof. Recall from (3.10) that any mapping ψ ∈S2n is of the form:

ψ : [T f ] 7→ P[T f ]

for a fixed permutation matrix P ∈S2n of order 2n. Hence, each ψ ∈S2n will only
permute position of image values in the truth table but also keep the each value un-
changed. Thus, we conclude that

S2n ⊂Pn(w).

The theorem above includes that the bijective mappings belonging to the subgroups
Sn, Tn and GLn and AGLn are all weight preserving and hence are all included in
Pn(w).

In fact, using a proper subgroup of S2n , a further partitioning of the Hamming weight
classes, i.e. wi’s, is also possible. To the best of our knowledge, chronologically,
following the Slepian [134] and Harrison [65], Lechner formally studied the orbits of
GLn and AGLn, see [86]. Under the action of GLn, Lechner presented the equivalence
classes of n variable Boolean functions of weight m, for 0≤ m≤ 19 and 1≤ n≤ 9.

Claim 4.6. Let ψ ∈ AGLn nT2n such that

ψ : f (x) 7→ f (xA⊕α)⊕g(x) .

Then ψ ∈Pn(w) if and only if g = `α0 ∈Ln.

Proof. Necessary and sufficiency condition for g follows particularly from the all-zero
function, i.e. w(`α0) = w(g), and by Theorem 4.5 we derive the assertion.

Hence, we have

Pn(w)∩ (AGLn nT2n) = AGLn ⊂S2n.

Claim 4.7. Let ψ ∈GL2n be a linear bijective transformation, such that for all f ∈Fn,

ψ : [T f ] 7→M[T f ]

where M ∈ GL2n is fixed.

ψ ∈Pn(w) if and only if M ∈S2n is a permutation matrix of order 2n.
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Proof. If M ∈S2n , the statement trivially holds by Theorem 4.5.

Let M be written in column based form as M = [[λ1] [λ2] . . . [λ2n]]. Suppose, ψ ∈
Pn(w), which means that it keeps Hamming weight invariant for all functions in Fn.
Without loss of generality, consider the functions ei with Hamming weight 1 and ei j
with weight 2.

For ei, 1≤ i≤ 2n with w(ei) = 1, we have

ψ(Tei) = λi.

Since w(ei) = 1, we conclude that the functions gi such that λ j := Tgi satisfy w(gi) = 1
for all 1≤ i≤ 2n.

Similarly, for the functions of ei j with w(ei j) = 2 for all 1 ≤ i, j ≤ 2n with i 6= j, we
have

ψ(Tei j) = λi⊕λ j,

and hence λi 6= λ j for i 6= j. By combining these results, we prove that M ∈S2n , which
concludes the proof.

Thus, we again have
Pn(w)∩GL2n = S2n.

Claim 4.8. Let ψ ∈ AGL2n be an affine bijective transformation so that for all f ∈Fn,

ψ : [T f ] 7→M[T f ]⊕ [Tg]

where g ∈Fn and M ∈ GL2n are fixed.

ψ ∈Pn(w) if and only if g = `α0 and M ∈S2n is a permutation matrix of order 2n.

Proof. Similarly, necessary and sufficiency condition for the function g follows partic-
ularly from the all-zero function, i.e. w(`α0) = w(g), and by Claim 4.7 the statement
follows.

Therefore, we still get
Pn(w)∩AGL2n = S2n.

4.2 Non-affine Bijective Mappings (S22n −AGL2n)

In the previous section, we demonstrated and proved that

Pn(w)∩AGL2n = S2n.
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On the other hand, by Theorem 4.3 we know that

#(Pn(w)) = ∏
0≤i≤2n

(2n

i

)
! .

Therefore, with a direct comparison of the cardinalities of both Pn(w) and S2n , one
can easily conclude the existence of non-affine Hamming weight preserving mappings.

S22n

Pn(w)

AGL2n

S2n

∗

∗ : see Proposition 4.9

Figure 4.1: Current state of Hamming weight preserving bijective transformations.

Proposition 4.9. Let n ∈ N be such that n ≥ 2. There exist non-affine mappings, i.e.
lying in the set S22n −AGL2n , that leave Hamming weight invariant for all functions in
Fn.

Proof. Trivially follows from the fact

#(Pn(w)) = ∏
0≤i≤2n

(2n

i

)
! > (2n)! = #(S2n) .

Unfortunately, we could not manage to explicitly construct those non-affine Hamming
weight preserving bijective mappings. As proved in Proposition 4.9 and illustrated in
Figure 4.1, we know the existence.
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Open Problem 4.10. Is it possible to construct explicitly the Hamming weight pre-
serving bijective mappings that belong to the set S22n −AGL2n (as existence proved
Proposition 4.9)?

Despite the fact that, the Hamming weight classes, wi’s, are known, the study on the
Hamming weight preserving mappings may still lead some practical tools for cryp-
tographic tools. For example, consider the balanced functions. When some generic
non-affine Hamming weight preserving mapping families are known, applying these
mapping to the balanced functions might lead to other balanced functions with higher
criterion values.
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CHAPTER 5

CONCLUSION

5.1 Future Work

We have presented two open questions. One for non-affine nonlinearity preserving
bijective mappings and the other for non-affine Hamming weight preserving bijective
mappings, see Open Problem 3.24 and 4.10, respectively. These problems may seem
vey involving but on the other hand they may lead to a very useful tool for practical
cryptography.

Another completely unresolved issue is the definition of the automorphism of nonlin-
earity classes. We have pointed out some in a way contradicting notions but a deeper
analysis would be useful.

Last but not the least, same procedures might be easily pursued for the other design
criteria. It is conceptually obvious that following the same way would give similar
results for almost all of the other design criteria.

5.2 Summary

We have extended the family of bijective mappings to the maximal group, namely
S22n . We studied the action of these bijective mapping on the set of all n variable
Boolean functions. We tried to answer the enumeration and classification problem
for nonlinearity and Hamming weight preserving bijective mappings, independently.
Unfortunately, we have only supplied partial results in both cases. But on the other
hand, we have presented a different perspective for the bijective mappings acting on
Boolean functions.

We first stated the representation of the bijective mappings based on the coordinate
functions algebraic normal form. Following this representation, we listed the our focal
subgroups. Then we analyze the action of these bijective mappings regarding these
subgroups. Our aim was to enumerate and classify these bijective mappings with re-
spect to preserving a cryptographic design criterion. After the necessary definitions
and notions, we mainly studied the nonlinearity preserving bijective mappings. Then
we applied the procedures that we constructed on nonlinearity preservability to another

61



cryptographic design criterion, namely the Hamming weight.

At the bottom-line, from a theoretical viewpoint, we have shown the existence of new
families of bijective mappings that leaves nonlinearity (respectively, Hamming weight)
invariant. This is the fundamental result of this study. Even if we have not studied these
mappings for the other design criteria such as correlation immunity, propagation crite-
rion, algebraic immunity, one can foresee that similar results might be also gathered.

We believe that that these mappings evolve into a practical tool in cryptography. How-
ever, for the moment we have not manage to construct such a tool yet. Studying the
elements S22n and classifying them with respect to nonlinearity preserving property
is still an open problem. Due to the huge cardinality of the mappings, pursuing this
research may seem to be highly involved. Despite this fact, it may lead to a deeper in-
sight to the nonlinear functions or nonlinearity classes and additionally it may become
a practical tool for constructions of new Boolean functions.

We are concluding the thesis with the summary of our results as follows.

5.2.1 Nonlinearity Preserving Bijective Mappings

Our first focal point was to try to enumerate and classify the nonlinearity preserving
bijective mappings. On the one hand, we categorically and explicitly constructed new
nonlinearity preserving mapping families both in the affine subgroup (i.e. in AGL2n)
and in the non-affine set (namely in S22n −AGL2n). More precisely, we can summarize
our results on stabilizing nonlinearity property as follows.

– We have given the necessary and sufficient conditions for a linear mapping which
belongs to the subgroup GL2n .

– Next, we have presented necessary and sufficient conditions of nonlinearity pre-
serving affine mapping, i.e AGL2n . Meanwhile we also proved the existence of
nonlinearity preserving mappings in AGL2n− (AGLn nAn).

– Furthermore, we have demonstrated and explicitly constructed an isomorphism
between the group of affine equivalency mappings AGLn nAn and the automor-
phism group of the Sylvester Hadamard matrices Aut(Hn). Immediately follow-
ing this result we have given the exact cardinality of Aut(Hn).

– In addition, we have given sufficient conditions for non-affine nonlinearity pre-
serving bijective mappings that belong to the set S22n −AGL2n . Thus we have
constructed a family of non-affine nonlinearity preserving bijective mappings
explicitly. But, later we have shown that all of these explicitly constructed non-
linearity preserving bijective mappings produce the same orbit structure as the
affine equivalency mappings.

– Finally, we have given the exact number of nonlinearity preserving bijective
mappings for n ≤ 6. Then, based on these cardinalities, we proved the exis-
tence of new non-affine nonlinearity preserving mappings, without construct-
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ing explicitly. We demonstrated some illustrative examples for these non-affine
mappings.

Formerly, it was proposed that automorphism group of bent functions is AGLnnAn. In
this work, it is shown that there are new transformations keeping nonlinearity invariant.
Therefore, such propositions should be reexamined by means of considering a larger
set than AGLn nAn. For future studies, it would be interesting to further investigate
nonlinearity preserving mappings in order to construct those mappings with explicit
methods.

5.2.2 Hamming Weight Preserving Bijective Mappings

Following the nonlinearity criterion, we also studied the enumeration and classification
of Hamming weight preserving bijective mappings under the action of the maximal
group S22n .

– First we completely solve the enumeration problem of Hamming weight pre-
serving bijective mappings, and for any n ∈N presented the exact number of the
Hamming weight preserving bijective mappings.

– Afterwards, we studied the classification problem and give partial results related
to this problem. We restated that Hamming weight is preserved under the action
of S2n .

– Next, we prove that among the affine bijective mappings only the elements of
S2n preserve the Hamming weight.

– Finally, again based on the enumeration of the Hamming weight preserving bi-
jective mappings we proved the existence of Hamming weight preserving non-
affine bijective mappings.
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APPENDIX A

Nonlinearity Distributions for n≤ 6

Table A.1: Nonlinearity distributions for n≤ 6

N f n = 2 n = 3 n = 4 n = 5 n = 6
0 8 16 32 64 128
1 8 128 512 2048 8192
2 - 112 3840 31744 258048
3 - - 17920 317440 5332992
4 - - 28000 2301440 81328128
5 - - 14336 12888064 975937536
6 - - 896 57996288 9596719104
7 - - - 215414784 79515672576
8 - - - 647666880 566549167104
9 - - - 1362452480 3525194817536

10 - - - 1412100096 19388571496448
11 - - - 556408832 95180260073472
12 - - - 27387136 420379481991168
13 - - - - 1681517927964672
14 - - - - 6125529594728448
15 - - - - 20418431982428160
16 - - - - 62526600834171264
17 - - - - 176395152249028608
18 - - - - 458313050588725248
19 - - - - 1087405010755682304
20 - - - - 2291582136636334080
21 - - - - 4011570131804454912
22 - - - - 5097726702198767616
23 - - - - 3821934098435833856
24 - - - - 1305039828998603264
25 - - - - 103868560519987200
26 - - - - 1617838297055232
27 - - - - 347227553792
28 - - - - 5425430528
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APPENDIX B

Complete Classification of P2(N)

For n = 2, regarding the nonlinearity values, F2 is partitioned into two subsets as
follows;

N0 = { f ∈Fn | N f = 0}
and

N1 = { f ∈Fn | N f = 1}.

Thus, any ψ ∈P2(N) must satisfy

ψ : N0 7→ N0 and ψ : N1 7→ N1 .

Therefore, the number of the nonlinearity preserving bijective mappings acting on the
functions with 2-variables is equal to

8!×8! = 40320×40320 = 1625702400≈ 230.

That is to say, |P2(N)| ≈ 230.

We experimented a computer search on S222 comprised of 16! ≈ 244 elements. As
a result, we scanned all the nonlinearity preserving bijective mappings and classified
them with respect to their algebraic structure. The results are presented in the Table
B.1.

At this point, additionally we have seen that:
Fact B.1. For n = 2, according to the form given in (3.5), all the non-affine nonlin-
earity preserving bijective mappings are of the form presented in Proposition 3.17, i.e.
ψ ∈ S222 −AGL22 is nonlinearity preserving if and only if it satisfies the following
constraints:

Table B.1: Classification of P2(N)

Type #Maps
AGL2 nA2 192
GL4−AGL2 1320

AGL4− (GL4∪ (AGL2 nA2)) 9240
S16−AGL4 1625691648
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1. λ0 ∈A2,

2. The matrix M = PA,α⊕B, where PA,α ∈S22 corresponds to a matrix representa-
tion of an element in AGL2 and B = [ε1 ε2 . . . ε22] with ε j ∈A2, 1≤ j ≤ 22,

3. λ j ∈A2 for all j ∈
{

12,13, . . . ,12 · · ·22} where at least one of them is non-zero,
i.e. λ j 6= `α0 .

Furthermore, regarding the form (3.5), the nonlinearity preserving bjective maps are
analyzed with respect to their matrices M = [[λ1] [λ2] . . . [λ2n]], the results are pre-
sented in Table B.2. Please, note that the matrix classes are not inclusive, that is for
example, idendity matrix is not counted in neither permutation nor invertible matrices.

Table B.2: Matrix M Classification of P2(N)

Type of the Matrix M #Maps Notes
Zero 0 -

Idendity 967680 = 1×967680
Permutation 22256640 = 23×967680

Invertible 1277337600 = 1320×967680
Singular 325140480 = 336×967680

Remark B.1. Notes on the Table B.2:

• Unexpectedly, there are 336 different singular (not-invertible) matrices that still
contribute to nonlinearity preserving non-affine bijective maps.

• The only invertible matrices that contribute to nonlinearity preserving bijective
maps are the one that are seen in nonlinearity preserving linear bijective maps.

Each of the following nonlinearity preserving non-affine bijective maps that possess
singular matrix.

Example B.1. Let ψ ∈S222 be defined as follows.

ψ(x0,x1,x2,x3) = (ψ0(x0,x1,x2,x3),ψ1(x0,x1,x2,x3),

ψ2(x0,x1,x2,x2),ψ3(x0,x1,x2,x3)),

where the truth table of each ψ0,ψ1,ψ2,ψ3 from F4 is as follows:

Tψ0 = (0,1,0,1,0,1,0,0,1,1,1,0,1,0,1,1),
Tψ1 = (0,0,1,1,0,0,1,0,1,1,0,1,1,0,0,1),
Tψ2 = (0,0,0,0,1,1,1,0,1,0,0,0,0,1,1,1),
Tψ3 = (0,0,0,0,0,0,0,1,0,1,1,1,1,1,1,1).
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Then, the ANF of each ψ0,ψ1,ψ2,ψ3 will be:

Aψ0 = (0,1,0,0,0,0,0,1,1,1,1,1,1,1,1,0),
Aψ1 = (0,0,1,0,0,0,0,1,1,1,1,1,1,1,1,0),
Aψ2 = (0,0,0,0,1,0,0,1,1,1,1,1,1,1,1,0),
Aψ3 = (0,0,0,0,0,0,0,1,0,1,1,1,1,1,1,0).

Hence we have,

M =

 1 0 0 1
0 1 0 1
0 0 1 1
0 0 0 0

 .
Trivially, the matrix M is not invertible. However, ψ is invertible and moreover it is
bijective, non-affine and nonlinearity preserving mapping.
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APPENDIX C

Examples of New Nonlinearity Preserving Mappings for n = 3,4,6

Due to the space constraints the algebraic normal form of the nonlinearity preserving
transformations are not given explicitly for n ≥ 4. However, since any transformation
is an element of S22n , it is possible to represent the permutations as a product of
disjoint cycles. Within these cycles, the functions will be given by their truth table in
hexadecimal value without the “0x” prefix.

Example C.1. Let ψ ∈ S223 be,

ψ : [T f ] 7→[λ0]⊕M[T f ]⊕ [λ123457] f (α0) f (α1) f (α2) f (α3) f (α4) f (α6)⊕
[λ1234578] f (α0) f (α1) f (α2) f (α3) f (α4) f (α6) f (α7)⊕
[λ123456] f (α0) f (α1) f (α2) f (α3) f (α4) f (α5)⊕
[λ1234568] f (α0) f (α1) f (α2) f (α3) f (α4) f (α5) f (α7)

where λ0 = [00001111], λ123457 = λ1234578 = λ123456 = λ1234568 = [00010100] and M
is the matrix; 

1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
1 0 1 1 1 1 1 1
1 1 1 1 1 0 1 1
1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 0


.

Trivially, ψ is not an affine mapping. In particular, it does not satisfy the conditions
of Proposition 3.17 since (0,0,0,1,0,1,0,0) is not a truth table of an affine function.
Moreover, it can be easily checked that this map is invertible and preserves nonlinearity
for all functions.

Example C.2. Let ψ ∈ S223 be the mapping, whose explicit permutation representation
is
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πψ =(00,0f,55,3c,5a,66,33)(01,0e,54,3d,5b,67,32)(02,

0b,45,3e,5e,76,31,04,1f,57,38,4a,64,37,10,0d,51,

2c,58,62,23)(03,0a,44,3f,5f,77,30,05,1e,56,39,4b,

65,36,11,0c,50,2d,59,63,22)(06,1b,47,3a,4e,74,

35,14,1d,53,28,48,60,27,12,09,41,2e,5c,72,21)

(07,1a,46,3b,4f,75,34,15,1c,52,29,49,61,26,13,

08,40,2f,5d,73,20)(16,19,43,2a,4c,70,25)(17,18,

42,2b,4d,71,24)(6a,6c,78)(6b,6d,79)(6e,7c,7a)

(6f,7d,7b)(82,84,90)(83,85,91)(86,94,92)(87,95,

93)(88,cf, fa,e4,b8,c5,b1,8b,ca,eb,e2,ac,d7,b7,9f,

d8,ed, f6,be,d1,a3,8d,de, f9,e1,a9,c6,b4,9a,c9,ee,

f3,af,d2,a6,9c,dd, fc, f5,bb,c0,a0)(89,ce, fb,e0,a8,

c7,b5,9b,c8,ef, f2,ae,d3,a7,9d,dc, fd, f4,ba,c1,a1)

(8a,cb,ea,e3,ad,d6,b6,9e,d9,ec, f7,bf,d0,a2,8c,

df, f8,e5,b9,c4,b0)(8e,db,e8,e7,bd,d4,b2)(8f,da,

e9,e6,bc,d5,b3)(98,cd, fe, f1,ab,c2,a4)(99,cc,ff,

f0,aa,c3,a5) .

It can be easily seen that ψ has algebraic form as follows.

ψ : [Tf ] 7→[λ0]⊕M[Tf ]⊕
[λ123458] f (α0) f (α1) f (α2) f (α3) f (α4) f (α7)⊕
[λ123457] f (α0) f (α1) f (α2) f (α3) f (α4) f (α6)⊕
[λ1234568] f (α0) f (α1) f (α2) f (α3) f (α4) f (α5) f (α7)⊕
[λ1234567] f (α0) f (α1) f (α2) f (α3) f (α4) f (α5) f (α6)

where λ0 =(0,0,0,0,1,1,1,1), λ123458 = λ123457 = λ1234568 = λ1234567 =(0,0,0,0,0,1,0,1)
and the M is the matrix; 

1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
1 0 1 0 1 0 0 0
1 0 0 0 1 0 1 0
1 0 0 1 1 0 0 0
1 0 0 0 1 0 0 1


Trivially, ψ is not an affine mapping, indeed it does not satisfies the conditions given
in Proposition 3.17, since (0,0,0,0,0,1,0,1) is not truth table of an affine function.
Moreover, it can be easily checked that this map is invertible and preserves nonlinearity
for all functions.
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Example C.3. Assume ψ ∈S224 be a permutation of F24

2 with cycle representation,

πψ =(0000,6699, f0f0,a9e2,9999,9696,5aa5,3cc3)(0081,00bd,01f7)

(0107,0c3f, f0ff,0a41,5fcc,bf1f,2e8b,0251,30cf,13d3)(0471, fee4,

0495,242f,6c7f)(065c,8d28,0a9c,4478,1d7b,2eed,de74)(09b1,2882,

60e8,1284,e44e)(12ed,1441,1482,1428)(1414,1698,16c2)(5a58,7996,5a5b) .

It can be easily verified that ψ keeps nonlinearity values invariant for all f ∈Fn, that
is ψ ∈P4(N). When the algebraic normal form of ψ is written explicitly, it will be
seen that some non-affine terms are not the truth table of an affine function. Thus ψ is
not of the form given in Proposition 3.17.

Example C.4. Assume ψ ∈S224 be a permutation of F24

2 with cycle representation,

πψ =(0002,3ec3,fffe,33ce,7fff,2ff0)(001b,33aa,e48d, f681,

6a77,97f7,050a,027c,665a,1370,fff0)(059c,a63f,

e1ee,36af,72be, fca9)

It can be easily verified that ψ keeps nonlinearity values invariant for all f ∈Fn, that
is ψ ∈P4(N). When the algebraic normal form of ψ is written explicitly, it will be
seen that some non-affine terms are not the truth table of an affine function. Thus ψ is
not of the form given in Proposition 3.17.

Example C.5. Let ψ ∈S226 be the permutation such that its disjoint cycle represen-
tation is

πψ =(9556566a3ffcfcc0,0ddfcbb3a4456dd9)

Trivially, ψ maps all functions to itself except the ones in the disjoint cycles, i.e. it
keeps nonlinearity invariant for those functions. The cycle has bent functions whose
nonlinearity values are 28. Thus, ψ ∈P6(N).

However, the bent function 9556566a3ffcfcc0 has algebraic degree 2 while its image
under ψ , 0ddfcbb3a4456dd9, has algebraic degree 3. ψ can not be of the form as given
in Proposition 3.17 since in that case it should have also keep the algebraic degree
invariant.

Example C.6. Let ψ ∈S226 be the permutation such that its disjoint cycle represen-
tation is

πψ =(0217177f68818115,051307ff58900943)

(c003033f6aa9a995,c113077f6889a115,c113077f984a9215)

Trivially, ψ maps all functions to itself except the ones in the disjoint cycles, i.e. it
keeps nonlinearity invariant for those functions. The first cycle has functions whose
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nonlinearity values are 26 whereas the second has 28. Thus, ψ ∈P6(N). However,
the bent function c003033f6aa9a995 has algebraic degree 2 while its image under ψ ,
c113077f6889a115 has algebraic degree 3. ψ can not be of the form as given in Propo-
sition 3.17 since in that case it should have also keep the algebraic degree invariant.
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