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ABSTRACT

A REDUCED COMPLEXITY UNGERBOECK TYPE RECEIVER FOR
MULTI-CODE SIGNALING IN DISPERSIVE CHANNELS

Gokhan Muzaffer Giivensen,
Ph.D., Department of Electrical and Electronics Engineering
Supervisor : Prof. Dr. Yalgin Tanik

Co-Supervisor : Assoc. Prof. Dr. Ali Ozgiir Yilmaz

July 2014, pages

The main aim in this thesis is to propose multiple signaling waveforms (multi-
code) based yet spectrally efficient modulation schemes and competent receiver
architectures realizing soft-input-soft-output (SISO) detection. We search for
generic suboptimal receiver architectures for Multi-Code Signaling (MCS), which
can be represented as selection of one out of M waveforms per signaling inter-
val. The proposed receiver architectures exhibit almost optimal performance at

significantly reduced complexity in highly dispersive channels.

First, an efficient reduced complexity implementation of the Ungerboeck type
Maximum a Posteriori (MAP) receiver, directly operating on unwhitened chan-
nel matched filter and code matched filter outputs, is proposed for MCS by
forming the factor graph (FG) and sum-product algorithm (SPA) framework.
The proposed MAP receiver, generating the a posteriori probabilities by bidi-
rectional reduced state sequence estimation (RSSE) recursions, is substantiated

with symbol rate bidirectional decision feedback based on surviving paths in



order to eliminate the post- and pre-cursor inter-symbol interference (ISI) as
well as multi-code interference due to the non-ideal properties of the signaling
waveforms and multipath channel. Second, we extend the proposed Ungerboeck
receiver to be exploited in multiple access channel by unifying the bidirectional
RSSE applied to each user and the mitigation of multi-user interference ful-
filled by the SPA based on the obtained Ungerboeck type FG, resulting in linear
complexity in the number of interfering users. Finally, error probability anal-
ysis, which provides significant insight on the success of the proposed reduced
state Ungerboeck receivers in case of uncoded MCS transmission, and the packet
error rate analysis based on the random coding approach that determines the
cutoff rate for coded transmission are provided. These analyses help the designer
determine system parameters and open up new possibilities for a performance
enhancement of reduced complexity Ungerboeck receivers via a proper selec-
tion of a modulation scheme for the general class of MCS especially in long ISI

channels.

To sum up, the proposed receiver architectures here confirms, compares many
previous works, and complements reduced complexity Ungerboeck structure by
changing several system parameters generalized to MCS format with the help of

the developed analytical tools.

Keywords: spectrally efficient communication, ISI channels, multidimensional
signaling, Ungerboeck receiver, reduced complexity, bidirectional decision feed-

back, MAP, MLSE, RSSE, FG, SPA, MAC, error probability, bias, cutoff rate
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Oz

DAGITICI KANALLARDA COK KODLU SINYALLESME ICIN DUSUK
KARMASIKLIKLI UNGERBOECK TIPINDE ALICI YAPILARI

Gokhan Muzaffer Giivensen,
Doktora, Elektrik ve Elektronik Miihendisligi Boliimii
Tez Yoneticisi : Prof. Dr. Yalgin Tanik

Ortak Tez Yoneticisi : Assoc. Prof. Dr. Ali Ozgiir Yilmaz

Temmuz 2014, sayfa

Bu tezdeki temel amag, ¢ok kodlu igsaretlesme kullanilarak goriinge verimliligi-
nin emsal sistemlere gore arttirildigi kipleme yontemleri ile, bu yéntemlere uy-
gun etkili yumusak-girdili-yumusak-¢iktili (SISO) sezim iglemini gergeklegtiren
alict yapilarinin ortaya konmasidir. Genel olarak her bir igaretlesme araliginda
M adet dalga biciminden birinin secilip gonderildigi bir ¢ok-kodlu isaretlesme
(MCS) i¢in en iyi alt1 alic1 yapilar1 aragtirilmaktadir. Onerilen alicilarin, oldukca
dagitic1 kanallarda bile en iyiye cok yakin bir bagarimi, ¢ok diigiik karmagiklikta

sergiledikleri goriilmektedir.

Ik olarak, cok-kodlu isaretlesme icin beyazlagtiric: siizgece gerek duymayan, ka-
nal uyumlu silizge¢ ve kod uyumlu siizgeg cikiglar: iizerinde dogrudan caligsan,
Ungerboeck tipinde bir en biiyiik sonsal (MAP) alicisi, faktor ¢izge (FG) ve
toplam-garpim algoritmasi (SPA) kullamlarak diigiik karmagiklikta ve etkin bir

bicimde gerceklenmigtir. Sonsal olasiliklar ileri ve geri yonlii calisan indirgen-
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mis durumlu dizi kestirimiyle (RSSE) hesaplayan MAP alicisi, kullanilan dalga
bigimlerinin ideal olmayan 6zellikleri ve ¢ok yollu kanal sebebiyle ortaya cikan
semboller arasi girigim (IST) ve ¢ok kodlu girigim etkilerini ise, algoritmanin silin-
meyip sona kalan izleri iizerinden ¢ift yonlii karar geribeslemesi kullanarak orta-
dan kaldirmaktadir. Ikinci olarak, énerilen Ungerboeck alici yapisi coklu erisim
kanali i¢in genigletilerek, her bir kullanici i¢in ¢ift yonlii RSSE ve ¢ok kullani-
cili girigsim etkilerinin giderilmesinin, Ungerboeck tipinde FG modeli iizerinden
SPA ile birlegtirilmesiyle gerceklenmis ve kullanici sayisi ile dogrusal artan bir
karmagiklik elde edilmigtir. Son olarak, cok-kodlu igaretlesme i¢in 6nerilen Un-
gerboeck tipli alict yapilarinin bagarimlar: hakkinda 6nemli bir kavrayis saglayan
hata olasiligi analizleri gerceklegtirilmigtir. Ayrica, rastgele kodlama yontemine
dayali kesme hizini belirleyen paket hata olasiligina ait analitik ifadeler elde
edilmigtir. Bu analizler, 6zellikle semboller aras1 girisimi uzun kanallarda genel
MCS tabanli iletim i¢in, karmagikhig1 diigiik ve etkin bir Ungerboeck MAP alici-
sina ait sistem parametrelerinin belirlenmesi ve bagarim iyilestirilmesine doniik,

tasarimciya yardimci 6nemli bir arag olarak ortaya ¢ikmaktadir.

Ozetlemek gerekirse, gelistirilen analitik araclarin kullanimi ile birlikte MCS
formatina genellegtirilmis sistem parametreleri degistirilerek onerilen alic1 yapi-
lar1, literatiirde yer alan bir¢ok ¢aligmay1 dogrulamakta, kiyaslamakta ve diisiik

karmagiklikta Ungerboeck alicisinin gerceklenmesini tamamlamaktadirlar.

Anahtar Kelimeler: spectral verimli haberlegme, ISI kanallar, ¢ok-kodlu igaret-

lesme, Ungerboeck alicisi, indirgenmis karmagiklik, ¢ift yonlii karar geri besleme,

MAP, MLSE, RSSE, FG, SPA, MAC, hata olasiligi, yanlilik, kesme hiz
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The wireless radio channel is a challenging medium for communication. This
is not only due to its susceptibility to noise, interference, and other channel
impediments but also due to the unpredictable variation of these impediments
over time as a result of user movement and environment dynamics. In wireless
channels, the received signal power varies over large distances due to path loss
and shadowing. Also, it varies over short distances due to the constructive
and destructive addition of signal components coming from different paths in a
random manner [I]. This small-scale variation of the channel is called fading
and it makes the wireless channel completely different from its wired counterpart
where the channel impulse response is often constant and deterministic. There
is also the effect of inter-symbol interference (ISI), that is a form of distortion
of a signal in which one symbol interferes with other symbols. It stems from
the resolvable multi-paths, which is the propagation phenomenon that results in
radio signals reaching the receiving antenna by two or more paths [I], and has

to be mitigated for a reliable communication.

The main aim in this thesis is to propose multiple signaling waveforms (multi-
code) based yet spectrally efficient modulation schemes and efficient receiver
structures for them. Basically, we search for generic suboptimal sequence detec-
tion algorithm for a general class of modulation schemes, which is proven to be

robust against multi-path propagation and shows almost optimal performance at



significantly reduced complexity in severe ISI channels. Moreover, performance
analysis tools, which are useful to assess and improve the performance of the

proposed schemes, are developed.

A general modulation format is considered in this thesis for linear channels
impaired by additive white Gaussian noise (AWGN). This modulation can be
represented as selection of one out of M waveforms per signaling interval to
which an additional phase modulation is applied. We call this general type
of signaling scheme Multi-Code Signaling (MCS), which allows the use of non-
orthogonal signaling waveforms to attain higher spectral efficiencies. Many mod-
ulation schemes such as M-ary orthogonal signaling for direct sequence spread
spectrum (DSSS) radio in [2H6], direct sequence code division multiple access
(DS-CDMA) [7,8], complementary code keying (CCK) [9], M-ary bi-orthogonal
keying (M-BOK) for ultra-wideband (UWB) radio [10], [1I], and underwater
acoustic (UWA) communication [I2], standard phase shift keying (PSK) [7];
and recently proposed space shift keying (SSK) [I3] exploiting orthogonality in
spatial domain can be put into this framework. This communication technique
allows transmission with a low probability of interception, and simultaneous use
of a common channel by multiple users. It is also preferred in military applica-

tions for combating jamming and self-interference [7].

Due to the extremely high signal bandwidth of practical MCS waveforms, the
multi-paths of the channel can be finely resolved at the receiver, which usually
utilizes a RAKE processor to capture as much multi-path power as possible [7].
However, the dense multi-path dispersion together with non-ideal correlation
properties of the signaling waveforms may cause significant amount of ISI, which

necessitates equalization [14].

Our focus is on the maximum likelihood sequence estimation (MLSE) based
equalization for the MCS modulation in this thesis. MLSE-based receivers,
which are optimal in the sense of lowest packet error rate, are based on one of
the two classic approaches proposed by Forney [15] and Ungerboeck [16], which
are known to be mathematically equivalent yet with rather different implemen-

tations [I7]. Forney’s algorithm requires a noise-whitening filter after matched



filtering (MF) that transforms the channel into its minimum phase equivalent,
but has to adapt to channel variations. On the other hand, Ungerboeck MLSE is
directly applied to unwhitened observations obtained from conventional channel
matched filter (CMF) [I6L[I8]. Due to the exponential complexity of Forney and
Ungerboeck type MLSE, several low complexity suboptimal detection schemes
have been developed. A promising reduced complexity alternative to MLSE is
reduced state sequence estimation (RSSE) with decision feedback [19], [20], [18].
RSSE provides an excellent tradeoff between performance and complexity by
reducing the memory order of the Viterbi algorithm and employing conditional

decision feedback to cancel the effect of the IST [18].

With the use of RSSE, the equivalence between Forney and Ungerboeck type
structures begins to disappear [I8]. RSSE based on Forney model is sensitive to
channel phase, and the performance may not be good for non-minimum phase
channels, whereas Ungerboeck model is insensitive to this issue, and it may show
certain advantages for channels with large delay spread. Moreover, if the Forney
structure is adopted, a very high number of states is necessary even with the
use of an optimized whitening filter transforming the channel into its minimum
phase equivalent suitable for RSSE since noise whitening results in scattering
of multipath power among the taps [21]. Contrary to the Forney type, the
strongest tap collects all the multipath power and it is always chosen as the
main tap in Ungerboeck style RSSE. Moreover, whitening filter implementation
brings a severe computational burden on receiver complexity for channels with
large dispersion and time varying nature. Thus, we adopt Ungerboeck approach

throughout the thesis work.

An Ungerboeck type RSSE algorithm for BPSK modulation was studied in [I8].
Recently, other reduced complexity Ungerboeck type receivers based on factor
graphs (FG) and channel shortening idea with a mismatched model were studied
in [22H24]. However, there is still a performance gap between the studied equal-
izer structures and the optimal one when complexity is constrained to be low,
especially for channels with long memory and non-sparse structure [25]. It is also
known that Ungerboeck type RSSE suffers from significant pre-cursor IST [I§],

and graph based detection algorithms result in many cycles in the FG of long



ISI channels [22]. These exacerbate the equalization problem for channels with
long memory [18], [26], [27]. Thus, it is necessary to search for more efficient
equalizer structures with near optimum performance to complement the receiver
for MCS in long IST channels. In this thesis work, we propose a symbol rate
operating reduced complexity soft-input-soft-output (SISO) detection algorithm
based on Ungerboeck model for the general MCS format and channels with large

delay spread.

In the light of this motivation, we now elaborate on the contribution and the

outline of the thesis in the next section.

1.2 Outline and Contribution of the Thesis

The main contribution of the thesis is three-fold:

e Derivation of a reduced state Ungerboeck type maximum a posteriori
(MAP) receiver based on Reduced State Sequence Estimation (RSSE) with
bias correction for MCS type modulation by forming the Factor Graph
(FG) and using Sum-Product Algorithm (SPA) framework (Chapter 2).

e Extension to multi-user scenario by unifying the reduced state Ungerboeck
type MAP equalization and FG based SISO detection used to mitigate
multi-user interference (MUI) substantiated with bidirectional RSSE per
user (Chapter 4).

e Error probability analysis, which provides significant insight on the success
of the proposed reduced state MAP receiver (in Chapter 2 and 4) in case
of uncoded MCS transmission, and the packet error rate (PER) analysis
based on the random coding approach that determines the cutoff rate by
using the moment generating function (MGF) of the cutoff rate for coded

MCS transmission in multi-path fading channel (Chapter 3).

In Chapter 2, first, a generic reduced complexity Ungerboeck type MAP re-
ceiver, directly operating on unwhitened channel matched filter (CMF) and

code matched filter (MF) outputs at symbol rate and providing the a posteriori
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probabilities (APP) of the MCS symbols with the help of bidirectional RSSE
recursions, is proposed by applying the SPA to the obtained FG based on the
Ungerboeck (unwhitened) observation model. Ungerboeck RSSE operations are
substantiated with symbol rate bidirectional decision feedback (BDF) based on
surviving paths of each state in order to eliminate post-cursor and pre-cursor ISI
as well as multi-code interference (MCI) due to the non-ideal properties of the
signaling waveforms and multi-path channel. Furthermore, the bias, induced
by the anticausal part of the Ungerboeck ISI channel in RSSE operations, is
compensated by BDF. This proposed receiver can be seen as a highly efficient
reduced complexity implementation of MAP detection based on the Ungerboeck
channel model in [28] with the use of bidirectional RSSE substantiated by bias
correction idea in [29] extended to the MCS format.

It is observed that the proposed MAP receiver achieves near-optimum perfor-
mance even without channel coding in comparison to the matched filter bound
(MFB) especially for channels with large dispersion. The main advantage of this
Ungerboeck based architecture is that its complexity can be arranged flexibly
depending on the signaling parameters and channel characteristics. Further-
more, as compared to other reduced complexity SISO detection techniques, the
proposed receiver operates on unwhitened observations without the need of com-
putationally expensive operations like whitening, pre-filtering or mismatched de-
tection based on channel shortening [23] and resorting to Gaussian assumption
of the input alphabet. These make the proposed structure a promising one es-
pecially for channels with long memory and time varying environments where

the use of adaptive algorithms is necessary [29].

Second, an error probability analysis is also carried out in Chapter 2 in order to
gain some insight on the success of the reduced state Ungerboeck receiver and
the selection of system parameters in design. Also, the conducted analysis helps
us identify a bias term, originating from the anticausal part of the ISI after CMF,
and its statistical properties for a stochastic channel with Gaussian distributed
taps in MCS transmission are determined. These analyses can be exploited to
determine how to transport bits optimally in highly dispersive channels for MCS,

and to improve the proposed receiver’s performance by a proper choice of the



signaling parameters.

In Chapter 3, different than the case in Chapter 2 dealing with uncoded MCS
transmission, PER performance is analyzed when an outer channel coding is uti-
lized in order to relate the success of the selected MCS scheme to the modulation
parameters and statistical properties of the multi-path fading channel. Instead
of using a specific coding structure in MCS, we adopt a random coding approach
utilizing cutoff rate as a performance measure [7], which is widely used to assess
achievable rates of coded modulation schemes. In the recent literature, Monte
Carlo Simulation based bounds for the information rate of the mismatched re-
ceivers [30] employing Forney or Ungerboeck metric are obtained in [25] and [24],
respectively. However, their practical usage is limited especially for fading chan-
nels with long memory and non-sparse structure, since they are based on the
channel shortening idea which requires the optimization of a mismatched front-
end filter and simulation based calculation of the conditional probability density
functions (pdf) by using the BCJR algorithm [3I]. On the other hand, the upper
PER bound of the proposed Ungerboeck MAP receiver with a given finite block
length is obtained based on the cutoff rate measure analytically by using the
error probability analysis in Chapter 2. The PER analysis is fulfilled by resort-
ing to the limit-before-average (LBA) technique [32,33] to tighten the bounds
in quasi static fading, and approximating the MGF of the cutoff rate by em-
ploying a limited number of exactly specified moments with Pade approximation
(PA) [34]. This cutoff rate based analysis of the coded MCS transmission leads
also to a significant insight by demonstrating how the modulation related param-
eters such as bandwidth expansion ratio, number of signaling waveforms, outer
channel coding rate are optimized to improve the performance of Ungerboeck

type reception similar to the coding-spreading tradeoff idea in [35,[36].

In Chapter 4, the extension of the proposed reduced state Ungerboeck MAP
receiver in Chapter 2 to multiple access channel (MAC) at symbol rate is real-
ized by using an Ungerboeck type factorization of probability density functions.
The resultant soft output iterative multi-user detector (MUD), which has lin-
ear complexity in the number of interfering users, is actually the unification of

bidirectional Ungerboeck RSSE recursions in [37] (Chapter 2) applied to each



user separately for IST and MCI compensation and the use of SPA framework to
provide soft MUI mitigation similar to [22] based on the obtained Ungerboeck
type FG for MAC. Similar to the bias correction technique in Chapter 2, the
bias, induced by the the use of RSSE per user, is also compensated with the help
of iterative BDF which is instrumental in eliminating the post- and pre-cursor
ISI, MCI and MUI for MCS. The proposed MUD exhibits a close performance
to the reference MFB even without outer channel coding at significantly lowered

complexity in dense multi-path environments.

To sum up, in this thesis, a general MCS transmission model is developed and
used to obtain an Ungerboeck FG, which is the basis for SPA to obtain the
efficient implementation of the MAP receiver. The model provides a general
description for many communication schemes in linear channels impaired by
AWGN. Thus, the proposed receiver architectures here confirm, compare, and
complement many previous work by changing several system parameters gener-

alized to MCS format.






CHAPTER 2

A GENERIC REDUCED COMPLEXITY
UNGERBOECK TYPE MAP RECEIVER FOR
MULTI-CODE SIGNALING (MCS): SINGLE USER
CASE

2.1 Introduction

A general modulation format is studied in this thesis for linear channels impaired
by additive white Gaussian noise (AWGN). This modulation can be represented
as selection of one out of M waveforms per signaling interval, to which an ad-
ditional phase modulation is applied. As we mention in the introduction part,
we call this general type of signaling scheme Multi Code Signaling (MCS), a
more general form of the M —ary quasi orthogonal signaling, which allows use
of non-orthogonal signaling waveforms to obtain higher spectral efficiencies. In
this chapter, we propose a generic receiver for severe inter-symbol interference
(ISI) channels based on maximum likelihood sequence estimation (MLSE) em-
ploying a generalized Ungerboeck metric with significantly reduced complexity
for MCS. That is to say, it operates directly on the unwhitened matched filter
(MF) outputs without using any pre-filtering or whitening type operations be-
fore sequence detection at symbol rate, and it generates soft output in a very
efficient manner for MCS modulation. Before going into the details of the con-
tribution in this chapter, it is better to mention previous works about the topic

of interest in the literature.



The dense multi-path dispersion together with non-ideal correlation properties
of the signaling waveforms may cause significant amount of ISI, which necessi-
tates equalization [14]. In order to mitigate the effect of ISI, RAKE type cor-
relators followed by chip rate unidirectional or bidirectional decision feedback
(BDF) were investigated in [12,[38,39] without any regard to noise correlations
at the RAKE outputs. There are also studies based on minimum mean squared
error (MMSE) equalization at chip rate for DS-CDMA systems such as [§]. Re-
cently, conventional RAKE correlators [7] were replaced by channel matched
filter (CMF) to capture all the available multipath diversity [11,138,39]. CMF
followed by symbol rate decision feedback was proposed for M-BOK and CCK
modulation in [I1], [40].

As to the MLSE-based equalization techniques in the literature, Ungerboeck
type chip rate MLSE, performed by the Viterbi algorithm, was proposed for
DSSS systems in [41]. However, chip rate processing after MF requires excessive
processing, especially if the delay spread of the channel is large. Alternatively,
symbol rate MLSE with Ungerboeck formulation for classical DSSS radios was
obtained in [42]. Among symbol rate operating receivers, Viterbi equalizers
in [43], [44], the derivation of which are based on various simplifications, still

need high complexity for channels with large dispersion.

The complexity reduction technique based on reduced state sequence estimation
(RSSE) with decision feedback [19], [20] is among the most common variations of
the MLSE. RAKE reception followed by symbol rate Viterbi equalization with-
out any consideration to noise correlation was proposed for M-BOK DS-UWB
systems in [10], where decision feedback was utilized to reduce complexity. A
Forney type RSSE at symbol rate was studied for CCK modulation in [45]
and [46]. Forney type reduced state algorithms are efficient and frequently em-
ployed with pre-filtering at reasonable complexity in practical applications such
as Enhanced Data rates for Global System for Mobile Communications Evolu-
tion (GSM / EDGE) [47,/48] if the channel dispersion is limited with a moderate
number of taps. Also, reduced state maximum a posteriori (MAP) sequence de-

tection was proposed to produce soft outputs based on Forney model in [49-5T].
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The equivalence between Forney and Ungerboeck type structures begins to
disappear in case of RSSE [I8]. Ungerboeck model may show certain advan-
tages for channels with large delay spread as explained in Chapter 1. Recently,
Ungerboeck type receivers based on factor graphs (FG) and channel shortening
with a mismatched model were studied in [22H24]. MAP equalization based on
Ungerboeck type factorization is also used for the decoding of coded orthogonal
frequency-division multiplexing (OFDM) schemes in [52]. However, there is still
a performance gap between the studied receiver architectures and the optimal
one when complexity is constrained to be low especially for channels with long

memory and non-sparse structure [25].

The contribution of this chapter is two-fold. First, by forming the FG for the
problem of interest and sum-product algorithm (SPA) framework based on the
developed symbol rate vector-matrix signal model, a generic reduced complexity
Ungerboeck type MAP receiver is proposed. It supplies the a posteriori proba-
bilities (APP) with the help of symbol rate forward and backward Ungerboeck
type RSSE recursions (similar to the Forney type reduced state BCJR algo-
rithm in [50,51]), where BDF is instrumental in eliminating the post- and pre-
cursor ISI and multi code interference (MCI) for MCS. The proposed structure,
showing almost optimal performance with reference to the matched filter bound
(MFB) [53], performs the function of demodulation and symbol rate equalization
jointly by taking the post- and pre-cursor ISI as well as MCI caused by non-ideal
cross- and auto-correlations of the signaling waveforms and multipath channel
into account after the CMF operation. This proposed soft output Ungerboeck
RSSE with BDF can be regarded as the MCS extended reduced complexity im-
plementation of the MAP receiver based on Ungerboeck model in [28] enhanced
with the use of bias correction idea for RSSE in [I8]. To the best of our knowl-
edge, the main novelty lies in the introduction of a reduced state MAP receiver

for the general MCS format, and its consequences regarding performance.

The proposed scheme here is the unification of Ungerboeck type reduced com-
plexity MAP detection framework for MCS, and is closely related to many pre-
vious work by changing several system parameters related to modulation and

complexity. Hence, it also confirms and complements many previous studies.
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Although the results are depicted without outer channel coding, the proposed
structure can be utilized as the equalization stage supplying APPs to a soft-
input-soft-output (SISO) channel decoder, irrespective of whether the channel

is minimum-phase, maximum-phase or mixed-phase. [

For performance evaluation; an error probability analysis is carried out that
provides significant insight on the success of the reduced-state Ungerboeck type
receiver structure and the selection of system parameters in design. The analy-
sis indicates a bias term that originates from the anticausal part of the ISI and
MCT left after CMF. The conducted analysis, resulting in an expression for the
variance of the bias term of this scheme for a stochastic channel with Gaussian
distributed taps, can be utilized to determine how to transport bits optimally
in highly dispersive channels. Furthermore, we derive an analytical approxima-
tion for the bit error rate (BER) of the proposed Ungerboeck type RSSE with
BDF in case of Rician faded channel taps. It is shown to be very accurate and
reflects the dependence of performance on the system parameters and channel
characteristics. To sum up, together with the simulation results, the high per-
formance and competitiveness of the proposed approach for a proper choice of

the signaling parameters for the MCS class are presented.

This chapter constitutes the basis for subsequent chapters, thus we mention and
use the models and results obtained here frequently through the thesis. The

journal version of this chapter can be found in our published work [37].

2.2 System Model

The studied modulation scheme is a general form of M-ary orthogonal keying
where one of the M distinct signal waveforms is chosen for transmission at each
signaling interval. Also, phase modulation with cardinality P is applied to each

transmitted waveform. Then, the baseband equivalent of the transmitted signal

Forney type reduced state equalizers are sensitive to this issue as reported in [20L25]56T}54].
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x(t) can be written as

N-1
2(t) =Y gr,(t—nT)e’ for I, €{1,--- M} (2.1)

n=0
where g¢;(t), i = 1,--- , M are signaling waveforms limited to a band (—%, %)

with a bandwidth expansion ratio N.. The {I,,0,} pair denotes the n'*
transmitted symbol where I,, is the index of the transmitted waveform within
Ar={1,---,M} and 6, from Ay = {32(i — 1)}7, is the phase information at
the n'" signaling interval. B The pair {I,,0,} is determined according to the
information bits sent. Transmitted waveforms ¢;(¢) do not necessarily have to
be orthogonal in our scheme. The duration to transmit each symbol ({1,,,6,,}) is
T and bandwidth expansion ratio N, is approximately taken as N, =~ WT. One
data block consists of N symbols, so it is possible to transmit N log,(M P) bits
over a block in the uncoded case. In this work, this modulation is called as Multi
Code Signaling (MCS) in that it includes classical unspread PSK modulation
(M = 1,N, = 1), CCK, M-BOK, Direct Sequence UWB radio and SSKH in

spatial domain with proper choices of M, P, N, values.

The signal in ([21]) is transmitted through a quasi-static channel having a base-
band equivalent impulse response h(t). The received waveform in the baseband
can be written as
N-1
r(t) = h(t) «x(t) +n(t) = s, (t —nT)e’™ +n(t) (2.2)
n=0
where s;(t) = g;(t) * h(t), t =1,--- , M. The complex Gaussian baseband noise
process n(t) is assumed to have circular symmetry and a flat power spectral
density 2Ny in the band of interest. The channel response h(t) is assumed to be
static over a duration T; which includes both the transmission time required for
one block (N x T') and the length of the channel impulse response (L), namely,
To = NT + Ly.

2 gi(t) can be chosen to be composed of N. chip pulses with duration 7. ~ = as in DSSS

communication. v

3 PSK is chosen within MCS so that the constructed signal has small peak-to-average power ratio
(PAPR). However, this restriction can be removed, and QAM constellations can be employed instead
of using €/ in (ZI).

4 SSK can be put into the same equivalent model as MCS, where one can visualize each column
of the n, x n; channel matrix in MIMO channel as the MCS signaling waveforms.
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2.3 MLSE Receiver for MCS based on Ungerboeck Observation Model

In this section, we first derive the optimal detector based on symbol rate MLSE
for MCS, directly applied to unwhitened matched filter (MF) outputs, which
is known as the Ungerboeck type MLSE [16] in the literature. Then, a reduced
complexity implementation for it is proposed in the subsequent section. To start

with, the following definitions will be helpful in deriving the detector:

Iy = {107[17 S :INfl} for I, € A[, Oy = {90,91, s ,(9]\[,1} for 6, € Ap.
(2.3)
The sequences Iy and @y are to be detected by using the observation r(t)

described in (Z.2).

2.3.1 Optimum Maximum Likelihood Detection

The optimal maximum likelihood (ML) detection rule [7] finds the candidate
sequence {Iy, @y} of information symbols that maximizes the likelihood of the
received signal during one block duration, namely, r(t), 0 < ¢t < Tp. This
is equivalent to maximizing the log-likelihood function, which can be reduced
into the following form in terms of matched filter (MF) outputs and waveform

correlations upon neglecting constant scaling factors and additive terms

{Iy,Oy} = argmax (2Re{2€j9"r,{"}

{Iv.©n}
where
S— / r(t)s;(t —nT)dt = r(t) x h*(—t) x g; (—t) (2.5)
Ty t=nT
R, ;(n) & / si(u)si(u —nT)du = s;(t) * s7(—t) (2.6)
Ty t=nT

fori,j=1,...,Mandn =0,..., N—1. The receiver structure based on the de-
tection rule in (2.4) is depicted in Fig. 21l The optimal detector is composed of
a channel matched filter (CMF) followed by M code matched filters correspond-
ing to different signaling waveforms g¢;(t) and MLSE type processing operating

14



at symbol rate. The first term in (Z4) corresponds to the MF operation and
the second term in (24) is related to the cancellation of IST and multi code in-
terference (MCI), which is the cross interference among MF outputs caused by

the channel and the non-ideal properties of the signaling waveforms. Equation
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g ()
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Figure 2.1: Block diagram of the optimum receiver for MCS: CMF followed by
code MFs precedes MLSE type processing

(24) indicates that r%’s become the sufficient statistics to detect sequences Iy
and Oy. At first glance, the computational complexity of the optimal detector
can be thought as in the order of O {(MP)N} However, it is practically rea-
sonable to assume that R;;(n) is non-zero only for some finite n values due to
the finite delay spread of the channel. This makes the recursive computation of

(24) feasible when using the Viterbi algorithm as explained in Section 2341

2.3.2 Discrete Time Equivalent Model for MCS

In this part, the discrete time equivalent model for MCS is developed by using

the MF outputs sampled at symbol rate. There is no loss of information if
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observation r(t) is sampled at the Nyquist rate W ﬁrstH , then CMF and code
MF operations at the receiver side can be realized at rate W by utilizing the
equivalent discrete time channel response {hn}fl;f)l. If the delay spread of the
channel is Ty, then the number of equivalent channel taps and the equivalent
channel vector can be expressed as L. = |TyW | + 1 and h = [hg, -+ ,hy, 1]"
respectively. Throughout the thesis, we assume that h,,’s are perfectly estimated

at the receiver, H and the sampling rate W is approximately taken as After

1
T
symbol synchronization and CMF together with code MF operations at Nyquist
rate, R; ;(n) in (2Z.6) can be calculated as

Le—1 Le—1

R; j(n) = Z Z R, hﬁmr;j(nT — (my —mo)T,) = hHR;’j(n)h (2.7)

m1=0ma=0
where R}/ (n) is an L. x L. Toeplitz matrix exhibiting the code correlations at
different delays so that (m, k)" element of the Toeplitz matrix is ri/ (nT 4 (m —
k)T.). Here, ri7(t) is the cross-correlation function between " and j* signaling

waveforms and is given by 757(t) = g;(t) * g (—t).

MF outputs r,’s in (2.35)), yielding the sufficient statistics, sampled at symbol
period T'= N.T, can be modeled by using (2.2) and (2.0) as

L1
r,= Y R'(le,e/” ' +v, (2.8)
I=—(L—1)
forn=20,...,N — 1, where
er,=1[r. - rM]T are the MF outputs at time ¢ = nT,

e R(l) is the M x M sampled cross-correlation matrix of the signaling

waveforms passing through the channel with (4,7)" element R;;(l) =
(s (t) * sj( )) o given in (2.0])

5 r(t) is first pre-filtered by a brick-wall filter of two-sided bandwidth W to sample it at the
w

Nyquist rate, where - is the bandwidth of the information carrying part of 7(t).

6 In general, h(t) is time unlimited, so that there are an infinite number of nonzero % spaced chan-
nel taps. However, h(t) can be well approximated by a finite number of nonzero channel coefficients
as h(t) = 1oy had(t— 4) [55].

By using a training sequence in front of each block, it is possible to fulfill timing synchronization
and estimation of these channel taps. Also, tracking of the channel taps is feasible in a decision directed
mode for slowly time varying environment.

8 The channel can also be well approximated with chip-spaced taps if the signaling waveforms

have small excess bandwidth or TyW >> 1.
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e The variable L denotes the effective channel length in terms of symbol

period,

e c; is the M x 1 coordinate column vector whose i element is one if the
it" signaling waveform is transmitted at k' epoch, and it can be seen as
the equivalent codeword for MCS modulation. For example, if M = 4 and

I, = 3, then ¢, = [0 01 0]7.

e v, is the noise vector sequence after CMF and code MFs with correlation

matrix E{v,vZ } = RT(I)]N,.

One can see that R(l) = R (=) since ri9(7) = (r2(—7))". Also, R;;(n) =0
in 7)) Vi,j=1,...,M for |n| > L where

| L=l 42 i L. > 1,
L= Ne (2.9)

1 ifL.=1

since Ri/(n) is all zero matrix if n > [£4=4] + 1.

After matched filtering and sampling at symbol rate (1), the effective length
of the channel L in (23] is significantly reduced due to spreading since it is
expected to be fairly small compared to L.. This model will be useful in deriving

the reduced complexity receiver in the next section.

2.3.3 Comments on Forney and Ungerboeck Approaches

As can be seen from the equivalent model (2.8)), both post- and pre-cursor ISI and
MCI exist and the noise is colored. In the Forney approach [15], a filter is used to
whiten the noise and remove the pre-cursor ISI component. On the other hand,
we now derive a sequence detection for the general class of MCS, directly applied
to unwhitened MF outputs, which is known as the Ungerboeck type MLSE [16]
in the literature. It is known that Forney and Ungerboeck type approaches are
mathematically equivalent for MLSE and maximum a posteriori (MAP) type

receivers although their implementations are quite different [17], [28].

9 It is assumed that the baseband signaling waveforms have unit energy, then the term Ny here

. 1
is taken as ggg-
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2.3.4 Symbol Rate Ungerboeck Type MLSE Receiver

An Ungerboeck decision metric based on (Z.4)), up to (k+ 1) signaling interval,
can be obtained after some mathematical manipulations and using the symmetry
in the equivalent channel matrix given by R(l) = R (/) in ([23)) as

k k

k
Apt1 (Tns1, Op1) = 2Re {Z 7“,]1"6]'9"} - Z Z Ri, 1, (n2 — ny el =fna)
n=0

n1=0n2=0

k
n=0
where
lL[/n <rn7 ITH 0”7 {[k7 ek}z;i,*(l/il)) - 2 Re{ri"eijen} - Rlnyln (O) (211)
L1
—2Re {eje" Z Ry, .1, (m)ejen‘m} :
m=1
Then, the optimal sequence detection is
{In, Oy} = argmax Ay (I, Oy). (2.12)
{In.®n}

In (2.I0)), it is practically reasonable to assume that R;;(m) is non-zero only
for some finite m values for |m| < L due to the finite delay spread of the
channel. The metric p, () can be interpreted as the Ungerboeck type branch
metric, depending on the unwhitened matched filter outputs, and it is required
for the recursive computation of (ZI0). Thus, there are totally (M P)~! states
comprising of the symbols {Ik,l, ey [k,(L,l)} and {91;71, . ,Qk,(L,l)} at the
k™ instant to realize (ZI2) via the Viterbi algorithm.

2.3.5 Case Study: Ideal Spreading Codes

It is generally beneficial to find signaling waveforms with good aperiodic cross-
and auto-correlation properties to reduce ISI and MCI and improve performance.
To obtain more insight into the operation, one may consider the ideal situation

where the waveforms have ideal cross and auto correlation values
r;’j(nTc) = Ez&-,jén, (213)
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where E is the total energy of ¢;(t) and 4, is the Kronecker delta function. The
occurrence of ISI depends on the length of the channel auto-correlation function

ri(t) = h(t) * h*(—t). The effective channel length L, where R; j(n) is zero for

L.—1
Ne

M

|n| > L, can be written as L = | #—| + 1 for ideal waveforms {g;(¢)};%;.

The MCS under study can take advantage of reducing ISI and MCI substantially
by expanding the symbol duration (7') as compared to unspread schemes. For
low rate (high processing gain) military type spread spectrum applications, codes
with good correlation properties can be found; in which case, ISI occurs only
if the delay spread is greater than the symbol duration 7" with probability ﬁ
at each code MF output as shown in Fig. 2.2l Hypothetically, if the codes are
ideal, it can be deduced from (Z7) and ([2.I3)) that

Rij(n) = hm * hi_,, nEgai,j. (2.14)

m=

2, (1)

,,>

——

i

v

——>

T 2, ()

:

v

Figure 2.2: CMF and code matched filter outputs sampled at ¢t = nT’, where
zi(t) =r(t) « h*(—t) x gf(—t), i=1,..., M.

If the delay spread of the channel T} is smaller than the symbol duration 7',
which implies L. < N., L = 1. Thus, no IST and MCI mitigation is needed. In
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this case, we can write (ZI4)) as

Le—1
Ri;(n) = (Z \hm\2> E ;0. (2.15)

m=0

Then, the detection rule in (24)) is reduced to

Le—1
2Re{e‘ja’“rék} - <Z |hm|2> B
m=0

for k = 0,..., N — 1, which is similar to the classical symbol-by-symbol cor-

{I.,0,} = argmax
T, 05

(2.16)

relation detector for M —ary orthogonal signaling in AWGN channel [7]. This
detector coherently combines all multipath components of the received signal
via CMF. After code matched filtering, decision is made by selecting the largest
output. This processing corresponds to the first two terms in the optimal branch
metric calculation of the Ungerboeck type MLSE in (2I1). The third term in
(211) is responsible for the IST and MCI cancellation after RAKE correlator
bank (composed of CMF and code MFs). With ideal signaling waveforms, the

equivalent channel in (Z8) can be expressed as

Lc.—1
m=0

fort=1,---, M, which justifies that the total multipath diversity is attained.

2.4 A Reduced Complexity MAP Receiver for MCS based on Unger-
boeck type Factor Graph (FG) and Sum-Product Algorithm
(SPA) Framework

The complexity of the MLSE implementation in (ZI0) can be reduced by con-
fining the number of states to a value with the help of decision feedback. This
approach is known as the Reduced State Sequence Estimation (RSSE) in the
literature ( [18], [19], [20]). The reduced state vector at time k can be defined

as

Se=| Te—r - Doy Opr -+ Op—y, |- (2.18)

The total number of states used for waveform information (I, € A;), and for

the phase information (6, € Ajy) are defined as S, = M7" and S,, = P’
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respectively. Then, Sia = Sw X Spn = M71P% states are required for the
proposed RSSE. Since a reduced number of states cannot provide all the
information needed to compute branch metrics in (Z.17]), RSSE utilizes the path,
which possesses the best accumulated metric leading to each state, to extract
the rest of the information. The case of J; = Jy = 0 corresponds to the plain
decision feedback equalization (DFE) after CMF and code MFs where no state

memory is allocated.

The equivalence between the Forney and Ungerboeck approaches in MLSE begins
to disappear in case of RSSE [I8]. In the Ungerboeck approach, the strongest tap
collects all the multipath power after CMF and it is always chosen as the main
tap during RSSE; whereas noise whitening results in the scattering of multipath
power, which diminishes the error event distances as the allocated state memory

decreases in the Forney approach [I8], [21].

2.4.1 Proposed Architecture based on Ungerboeck type Factoriza-

tion

In this section, a reduced state MAP symbol detection algorithm based on RSSE,
operating on forward and backward directions, is proposed for the general Unger-
boeck observation model in (2.8]). The focus of this part is to compute the a
posteriori probability (APP) of each modulation symbol {/I}, 0} at each time
epoch k given the MF outputs {r;};, and the a priori probabilities P ({I, 6 })

by assuming that the modulation symbols are independent of each other.

The joint APP of the transmitted symbols in terms of the reduced trellis states

Sk and state dependent conditional symbol decisions in the survivor path of Sy

19" Get partitioning techniques can also be used to build Sy similar to ones in [45] for CCK

modulation.
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of RSSE can be expressed by using (Z.10)
P (Uka@kask}k]v:_ol kN:Bl)
x P <{fk:a9k}N:> P <{Sk b0 ‘ {Ik,‘gk}g::)1> <{rk} ‘{fm@kask} )
N-—
o GXP{ } H ({Ik, 0k }) p <Sk+1 Sk, Ika‘gk) (2.19)

N-1

= [ P (S0) & (s, Ix, O) U (I, O, Si) T (I, O Sk Sier) P ({0 })

2 Iy p=jOry _
Ok (i, I, O0r) = exp{ Re{ry'e Ni levlk(o)}

Z R, 1. (m)ejé’k_m

m=1

Ur, (Lx, O, Sk) = exp{—FRe{e 30k

I
+ Z Ry 1. (m)ejek—m(sk)
m*Jg-i—l

+ Z e S m)ejé’“—m(s’“)] }} (2.20)

m=Jr+1

Ti (I, Or, Sk, Sk41) = p<5k;+1

Skzylka‘gk) ) (2.21)

with the assumption that 0 < Jy < J; < L —1for k=0,1,..., N — 1, where

R; j(m) = h"R}/(m)h, which can be calculated only once for each information
k‘—(J9+1)

“ k—(Jr+1) ~
block of length N by (2.7). In (Z20), {Im(sk)} i and {Om(Sk)} , are

m=

the sequences of state dependent conditional symbol decisions in the surviving
path of Sy in RSSE. The function Ty (Ix, 0, Sk, Skx+1) is the trellis indicator
function, equal to 1 if {Iy, 0}, Sk, and Sk, satisfy the trellis definition and to

zero otherwise.

The reduced complexity algorithm is proposed based on the factor graph (FG)
and the sum-product algorithm (SPA) [56] framework substantiated with RSSE.
The Wiberg-type graph [56] corresponding to the joint APP in (Z19)) is sketched
in Fig. 23] where the hidden variables Sy have been explicitly represented. By
applying the updating rules of the SPA, forward and backward Ungerboeck

1 Tt is logical to take 0 < Jp < J; < L — 1 since detected phase is meaningless if a wrong decision
on I is made.
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Figure 2.3: FG corresponding to the joint APP in (ZI9) for MCS

messages, namely, A/ (S;) and A (S)) can be recursively computed similar to

RSSE:

Ay (Se) = > AL 6k () n ()T () P ({Ti, i })

~{Skt+1}

AV(SK) = > Abr (k) o (s () T () P ({1, 61}), (2.22)

~{Sk}
where we indicate by (z} the summary operator, i.e., a sum over all variables

excluding x.

2.4.2 Bias Compensation in U-RSSE

The modification of the forward and backward Ungerboeck type RSSE recursions
given in equation (2:22) is based on the concept of survivor paths from the
classical Viterbi algorithm [50], [25] and a survivor map created during forward
equalization is adopted for the backward recursion. However, it is known that
the Ungerboeck type RSSE (U-RSSE) suffers from correct path loss even in the
noiseless regime [18], [26], [27]. This phenomenon is caused by the untreated anti-
causal interference, which aggravates the performance of reduced complexity
equalization significantly for unspread conventional modulations. The pre-cursor

ISI and MCT left after CMF and code MF operations are the sources of this anti-
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causal interference. This interference leads to a bias that affects the tentative
decisions in the survivor map, and the analytical expression for this bias term in
Ungerboeck RSSE is obtained for general MCS scheme in Appendix A. This bias
has to be compensated in forward surviving path construction by using (A.12))
in Appendix A as
I (Ske), 00y (St} = angmax [ Noln (AL (S4) 66 () v ()
{Ti—y 01y}

By (S A, 012 ) | (2:23)

where

k—Jr L-1 ) ]
ﬁk*Je (Ska {[na en}g;()l) = 2Re { Rfm(Sk)ij (l)e](em(sk)_9m+l)
k

m=k—L+21=k—m+1

k—Jg L-1 ~
k

+ > Lzl Rgm“k)jmﬂ(l)ej(ém(5k>—ém+l)] h} (2.24)
m=k—Jg+1 l=k—m+1

for k = 0,...,N — 1. In ([223), B () is a state dependent bias correction
term based on tentative decisions for future symbols {I,, én}ﬁf;ol. The forward
and backward RSSE stages in (2:22)) are substantiated with bidirectional de-
cision feedback (BDF), where the Viterbi like surviving path construction in
(223) subtracts the effect of bias term [y () by inserting the tentative de-

cisions of post-cursor interference obtained from the surviving paths for each

R k—(Jr+1) R k—(Jo+1)
state ({Im(Sk)} and {(‘)m(Sk)} ) and the tentative decisions of
0 0

m= m=
pre-cursor ISI for future symbols <{fn,«§n}nN:_01) in an iterative fashion. The
detector eliminates the bias more accurately as the hard tentative decisions on

MCS symbols obtained from the previous iteration become more reliable.

To simplify the calculation of fj_,, <Sk, {fn,én}f;f;ol), only the leading terms
for m = k — J; and m = k — Jy that correspond to weight one error events can

be used in (224). The tentative decisions for future symbols <{fn, 0, N’l) are

n=0
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exchanged between forward and backward RSSE stages such that the surviving
path of backward stage is utilized as the tentative decisions for future symbols to
construct the forward survivor map in ([2.23)) and vice versa. The survivor map
for backward RSSE is constructed similar to forward map construction in (2.23))
by reversing the input sequence, the equivalent channel and the corresponding
MF outputs, and obtaining forward Ungerboeck metric in the reversed direction.
In this case, the reversed sequence to be detected by the backward RSSE is
(1.0,

, n}fzvz_ol where [7; = In_1_n, 0, = On_1_n, the corresponding channel and

MF outputs are R'(I) = R(—1) and r|, = ry_;_, respectively. This approach is
utilized only for the survivor map construction (2:23)), required for forward and
backward Ungerboeck path metric computation in (2.22). Finally, the marginal
symbol APPs can be calculated by means of the following completion based on

FG in Fig. [Z3 and by using the bias correction term Sy () in (A.12)

P ({Ik,Hk}

i) = PULOD D [AL(S) AL (Sken) o () e ()

~{I1,0k}
T () exp {—Nioﬁk (Sk, {1, gn}g:—(;) }] (2.25)

and the corresponding MAP symbol detection rule is
{fk, ék} — arg max P <{Ik, 0.} | {rn};V;Ol) (2.26)
{Ikvek}
where ¢y, () is responsible for CMF and code MF operations, 1 ( ) and the bias
correction [y () cancel post-cursor and pre-cursor ISI and MCI terms that are

not included in state Si respectively.

2.4.3 Implementation Details and Computational Complexity

We call the receiver in (Z28]) soft output symbol rate U-RSSE with BDF which
realizes the operation of demodulation and equalization in a bidirectional fash-
ion. The proposed receiver shown in Fig. 2.4]is composed of CMF and code
MFs followed by bidirectional soft output U-RSSE at symbol rate. In Fig. 4]
h"Ri()h, i, =1,...,M, 1 =0,...,L — 1 can be calculated only once for a
certain estimated channel, and the RSSE stages decide on which {i, j, [} values

have to be used in BDF according to tentative conditional decisions obtained
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Figure 2.4: A Reduced Complexity Receiver for MCS based on a correlator bank
(CMF and code MFs) followed by Symbol Rate Ungerboeck Type RSSE with
BDF

from the survivor map. For additional performance gain, the forward and back-
ward stages can be run in an iterative fashion. Forward and backward U-RSSE
blocks exchange the information about post- and pre-cursor IST and MCI, ob-
tained from the survivor map, in order to calculate the bias in (2Z.24]). In the
first iteration of the algorithm, there are no tentative decisions for future sym-
bols. Thus, forward and backward recursions are performed as if there were no
bias. Then, the next forward or backward recursion utilizes the result of the
previous recursion to compensate the bias with BDF. It has been observed in
simulations that one forward and one backward iteration is sufficient to achieve
near-optimum performance for the parameter set we choose. Throughout our
study, hard tentative decisions about future symbols, namely, <{fn, én}évz_ol) are
exchanged between forward and backward stages in order to cancel the effect of
bias in BDF operation in (2:23). Alternatively, one can utilize the soft decisions
of the MCS symbols to cancel the effect of bias in (224) since the proposed
detector supplies APPs of them iteratively.

12 The proposed MAP receiver can be seen as the inner channel decoder supplying symbol APPs

to a SISO outer decoder in a turbo fashion. A priori information of the coded bits, provided by
the SISO decoder, can also be exploited to construct soft estimates of the transmitted MCS symbols
similar to [57]. These estimates are used for bias correction in the subsequent iterations.
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The main advantage of the receiver given in Fig. is that the main tap,
containing all the paths’ power, does not change in the forward or backward
direction of U-RSSE. Thus, the performance does not depend on the direction of
equalization from which the surviving path is constructed, and it is not sensitive
to whether the channel is minimum, maximum or mixed phase. On the other
hand, the performance highly depends on the direction of initial recursion from

which the tentative decisions are obtained in Forney type RSSE [20]25,51154].

The proposed U-RSSE with BDF, providing soft outputs by operating bidirec-
tionally, can be seen as the reduced complexity implementation of the MAP de-
coding based on Ungerboeck model in [28] with the use of bias correction idea in
RSSE in [I8]. It is the unification of Ungerboeck type sequence detection frame-
work for the MCS format. Some of the receiver architectures in the literature are
the special cases of the proposed U-RSSE based receiver. For example, the pro-
posed U-RSSE with BDF for MCS reduces to the bidirectional iterative detection
with soft decision feedback [21] for Jy = J; = 0 with M =1,P =2, N. =1, to
hard output BDF equalization of M-BOK after RAKE correlator bank in [11]
for Jy = J; = 0, and to hard output U-RSSE structure with bias correction for
M =1in [18].

As to the complexity issue of the proposed U-RSSE with BDF for MCS, the
bias correction does not contribute significantly to the computational load and
storage requirement of the algorithm, which are mainly due to the forward and
backward RSSE recursions in (2.22]). Although, the use of code selection, i.e.,
increasing M requires more correlation operations at the receiver, it also does
not have a remarkable effect on complexity. Throughout the work, we compare
the systems at the same bandwidth and spectral efficiency by varying symbol
duration 7', thus we can calculate the complexity per packet duration Tj. Since
the computational complexity per state is O( MP ) from ([222), and there
are total M1 P states, the computational load and storage requirement per
packet can be expressed as in the order of O( 2 M7rTt P71 ) Here, 2 = N,
and there are total NN, chips per packet implies that O( NLCMJIHPJ"Jr1 ) can
be regarded as the complexity per chip while talking about complexity of the

proposed algorithm U-RSSE with BDF. Since the proposed structure can be
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seen as the MCS extended soft output Ungerboeck type reduced trellis MLSE
with bias correction, it is possible to see that the complexity will become similar
to that of the hard output U-RSSE structure for M = 1 in [18], and to many

other previous works by properly choosing the modulation related parameters.

2.5 Error Probability Analysis for U-RSSE

2.5.1 Variance Analysis of the Bias Term in Ungerboeck Type RSSE

In this part, we inspect the bias term [18], [26], [27] originating from the an-
ticausal part of the Ungerboeck ISI channel and affecting the performance of
Ungerboeck type RSSE receivers for MCS by using an error probability analysis
based on the equivalent signal model in ([2.8]). The bias term is analyzed for the
general modulation format in Appendix A. The bias term is a random variable
depending on error events, future inputs leading to anti-causal interference after
CMF and multi-path channel. At this point, we evaluate the variance of this bias
term in order to gain some insight on how it is affected by system parameters
and channel characteristics. The variance of the bias term given the multi-path
channel tap realization h is obtained analytically in Appendix B by taking the

expectation over all possible weight one error event distances and future inputs

as
2
E, . 21 =
i AP = 3 [MP —1+1{J; > Jo} (P —1)]
L—-1 M M P-1 M 9
PV IEDH IS N
I=Jr+1mi1=1ma=1, ma#m; p=0 n=1
L—-1 M P-1 M 9
SSS @ B> I ’hHBl(ml’p’")h’ (2.27)
I=Jgp+1m1=1 p=1 n=1
where

Al(m1,m2,p7n) _ RZ“’”(Z) _ e_j%pRZw’”(l), Bl(m1,p,n) — 9. /sin? <%p) R;m,n(l)7
(2.28)
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and R"™2(1) is an L. x L. Toeplitz matrix comprised of the waveform correla-

tions at different delays as given in (2.7]).

The channel is quasi-static over each information block by assumption, but it
changes independently from packet to packet with duration 7. Thus, the vari-
ance is evaluated in an average sense by taking the expectation over the fading
multi-path channel. The distribution of the equivalent channel vector h in (2.7))
is taken as jointly complex Gaussian with an L. x 1 complex valued mean vector
wy, and L. x L, covariance matrix Pp, namely, C N (w,,, Py). We take the possible
correlation between multi-path components into account in our analysis. The
correlation between equivalent channel taps (h,’s) decreases as the delay spread
of the channel becomes large compared to 7T, for wide sense stationary uncorre-
lated scattering (WSSUS) channels [55]. The channel correlation matrix Py, is
assumed to be full rank, i.e., rank{P,} = L.. It is possible to obtain the expec-

2
tation of (2.27) over h analytically. The averages Fj, {‘hH Al(ml’m’p ’”)h‘ } and

2
Ey { ’hH Bgml’p ’”)h’ }, depending on waveform correlations and channel param-
eters, can be calculated analytically by using the moment generating function

(MGF) based approach described in Appendix B.

In Fig. 2.3 the variance of the bias term in (2.27)), which is normalized by
symbol energy (E), is plotted for different MCS schemes by changing several
system parameters such as M, P, N., J;, Jy at the same spectral efficiency. Three
different MCS schemes, namely, (M = 1,P =4, N.=4), (M =4,P =4,N, =
8) and (M = 16, P = 4, N, = 12) are compared in terms of their corresponding
bias values in case of U-RSSE for the same level of channel dispersion, data

% = % bits per channel use), and bandwidth by varying the

rate (v =
spreading factor N.. Each waveform is composed of N, chips, and they are
obtained by truncating length—255 Kasami codes [I]. Among the 16 Kasami
length-255 sequences, M sequences are chosen and their lengths are reduced by
simply choosing the first N, chips. While constructing these M sequences with
length N., the sequences with better correlation properties are chosen in order

to get better bias reduction. By assuming a small excess bandwidth in the

13" In fact, multi-path channel may degrade the correlation and distance properties of the signaling
waveforms substantially, thus it will be better to optimize sequences according to the given channel
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chip pulse shape, we utilize a chip-spaced channel representation and generate

chip-spaced sampled observations in simulations.

The plots (Fig. 2.3]) for each MCS scheme are obtained at different complex-
ity levels (different J; and Jp values) by varying the channel length (L.) for
exponentially decaying power delay profile [7]. It turns out that by a proper
choice of the signaling parameters, e.g., using a sufficient number M of different
waveforms for the encoding of information in order to be able to select a large
modulation interval (T') for a given spectral efficiency, the performance can be
optimized. As can be observed, it is not possible to get impressive improvement
on the bias reduction for plain PSK modulation (M = 1,P = 4, N, = 4) by
increasing the number of states S;y,; for channels with large delay spread. On
the other hand, the bias can be kept small enough for MCS with sufficiently
large M for the same spectral efficiency and receiver complexities. For a proper
operation, E {|v|?} should be held much smaller than E {2Nyd?(e)} for a given
error event e based on (A.9). It is noted that this criterion is easily satisfied
for MCS (M = 16, P = 4, N. = 12) at operational SNR levels. This roughly
corresponds to keeping the normalized variance of the bias below 0.1 for the
successful operation of U-RSSE stages in case of no a-priori knowledge of the
MCS symbols at first iteration. Otherwise, the effect of the anti-causal part
of the Ungerboeck ISI will be more effective, and the residual bias cannot be
reduced or removed with the help of iterative processing. Outer channel codes

may also help MAP equalizer to cope with larger initial bias.

The key to the success of the proposed U-RSSE receiver lies in its usage of
MCS with proper choices of M, P, N. and symbol rate processing especially for
channels with extremely long memory. CMF alleviates the post- and pre-cursor
ISI and MCI significantly such that the bias correction term [ ( ) and 1 () be-
come smaller compared to ¢y ( ) in ([2.25)). ¢ (), the only dominating term after
CMF, collects all multi-path diversity on the main tap before RSSE operation.

Moreover, the correlation between multi-path channel taps, leading to larger

characteristic, which brings performance enhancement due to the smaller bias and increased distances
between codes. The bias analysis can be useful to make such optimization. Therefore, there are more
efficient approaches (other than the truncation of Kasami codes) yielding waveforms with better
cross- and auto-correlation properties, but this is beyond the scope of this study.
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Figure 2.5: Variance of the normalized bias term in Ungerboeck RSSE after
CMF and code MFs with respect to different number of independent Rayleigh
channel taps, L., with exponentially decaying power delay profile for different
Stotar values (Spectral efficiency is % in all curves).
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bias values, aggravates the performance of the reduced trellis based Ungerboeck
receiver. However, the correlation is known to become negligible as the channel
length increases for WSSUS channels [55]. This makes the compensation of the
bias feasible by an iterative bidirectional equalization proposed in Section 2.4.1]

The bias analysis in (227) appears as a useful design tool which provides in-
teresting insights about how to determine the related system parameters of the
general MCS scheme and the required complexity level (J; and Jy) to attain
near optimum performance in highly dispersive channels. Moreover, one can
optimize MCS waveforms, yielding average normalized bias below a threshold,
to sustain proper U-RSSE operations for a given channel properties, complexity,

and spectral efficiency.

2.5.2 Approximate Bit Error Rate for U-RSSE with BDF

In this part, we obtain an approximation for the BER performance of the pro-
posed U-RSSE with BDF for MCS. The error events with weight one dominates
the BER at operational SNR levels. In other words, the states in a reduced trel-
lis pattern diverge from the correct sequence of states either at time n =k — J;
or n = k — Jy and remerge with it at a later time n = k£ + 1. Also, the bias
term is assumed to be eliminated with the proposed symbol rate BDF operation
reliably in the absence of error propagation from any previous error event during

U-RSSE. The following approximation for BER is obtained in Appendix C

1 K

5 e exp <—MhHT:(3[1’IQ’p’i)Mh)
b = m szb( 15 2729)

’ILC+ E:/No Tgfl,IQ,P)Ph’

4sin2(ﬁi)

=1

I1,p,i
o (T )

+ Zwb([h[bp) ) (2.29)
Q2 )ILC + %Tgl’p)f’h)
2K
where the sets 2; and )y are defined as
Ql = {Il,lg,p‘ll,lgzl,...,M, [1#]2, p:O,,p—l},
QQ = {Il,p‘llzl,...,M,pzl,...,p—l}, (230)
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and

wy(lh, I, p) =

phase d P amplitude I, I
1Og2 MP Zw Q7mo {q+p7 })+w (17 2) )

ngl,b,p) _ R;l’h(()) —i—RIQ’IQ(O) _ {ejﬁpRél,IQ(O) + e*j%p(Réhb(O))H}

T(Qh’p) = 4sin? <P )Rh’h(O) (2.31)
—1
TULErd) _ p-l _ p-1 ﬂT(h,h,p) Lp-1) p-
3 h P\ 4sin® (L) ! 4 "
| W { E.JNy N\ o
Thpi) _ p-1_p-1 71*( p)  p-l) prl 2.32
4 h h 4SiIl (27}—(2) 2 + h h ( )

In @Z31), w™(p,q) and w2 %(m,n) denote the number of bit errors if
0, = Q%p, I, = m are transmitted, but 6, = %q, I, = n are detected for
m # n and/or p # g, respectively. In (Z3I)-(232), R;7(0) is an L. x L.
correlation matrix between the i"* and j* signaling waveforms as explained for
(270). The chip pulses are assumed to have unit energy (E. = 1), and the chip
signal-to-noise ratio (SN R,.) is taken as SNR,. = ﬁ—o In this analysis, the union
bounding technique is used in a similar fashion to the analysis conducted for
space-time block codes in [58]. Other bounding techniques such as given in [59]
can be used to construct much tighter bounds, but the above approximation
is accurate enough for BER < 1072, as can be seen in the simulation results
section. Moreover, a careful inspection of (2.29)) reveals that a full multipath
diversity of order L. is achieved if the signaling waveforms, g¢;(t)’s,i=1,..., M

are selected such that

min {rank{Tgh’b’p)}, rank{Tgl’p)}} = L.. (2.33)

Il,lg,p S Ql, Qo
2.6 Simulation Results

2.6.1 BER Simulations

In this part, we investigate the performance of the proposed Ungerboeck RSSE
(U-RSSE) for MCS. In our scheme, it is not necessary to exploit information
from channel decoding and therefore, merely the U-RSSE is employed for at-

taining the multipath diversity without using any outer channel code. Error
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rates at different receiver complexities are compared with that of the matched
filter bound (MFB) [53]. MFB corresponds to the perfect ISI and MCI re-
moval after CMF and code MF operations which yields the equivalent model
r, = R7(0)c,e’ +v,,n=0,...,N — 1 from [ZJ).

Fig. 2.6/shows the performance of U-RSSE for MCS where 8 signaling waveforms
with QPSK modulation are transmitted, i.e., M = 8, P = 4. Each waveform is
composed of 16 chips (N, = 16), and they are obtained by truncating length—255
Kasami codes by simply choosing the first N, chips of 16 Kasami sequences as
explained in Fig. There are more efficient approaches yielding waveforms
with better cross- and auto-correlation properties, but we have shown that the
proposed receiver performs well even without such optimizations. The MFB is
obtained by using the R(0) matrix for these specific codes. Gray bit mapping
is utilized for phase symbols. The channel is composed of 64 Rayleigh fading
taps (L. = 64) chosen from an exponentially decaying power delay profile where
there is a 30 dB difference between the first and the last channel tap powers.
The channel taps are assumed to be independent and a block fading model [I]

is assumed with a block of length 100 M —ary symbols (N = 100). In this case,

logo(MP) _

the spectral efficiency is v = ===

% bits per channel use, and the effective
channel length after MF and symbol rate sampling is 5 (L = 5). For full state
MLSE, a total of (M P):=1 = 229 states are required. Therefore, RSSE is used
in order to attain an affordable, practical realization. It is important to note
that different classes of bits impacting phase modulation or selecting waveforms

have different BER, but here we plot the average of them.

The required complexity per signaling interval is O (M71P%%1)  As can be
seen from Fig. 2.6l if the ISI and MCI are not taken into account at MF outputs,
which corresponds to the plain correlator receiver (PCR) [7], the performance
is far apart from MFB. On the other hand, U-RSSE with one forward iteration,
even for J; = Land Jy = 0 (S, = 8, Spn = 1, Stota = 8), achieves roughly the full
multipath diversity and there is only a remarkable 0.3 dB difference between its
performance and the hypothetical MFB at uncoded BER= 10~*. With the use
of symbol rate BDF in U-RSSE operation proposed in (2.23)) and shown in Fig.

2.4l the receiver perfectly removes post- and pre-cursor ISI and MCI components
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Rayleigh taps with exponentially decaying power delay profile
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at the output of the CMF even for one forward and backward iteration, thus a
performance approaching 0.1 dB to the MFB is attained even for J; = Jy = 0
(Siotar = 1). Note that this mode of operation corresponds to the plain decision
feedback mode without allocating any state memory. Forward stage of U-RSSE
with BDF for J; = Jp = 0 is similar to the structure proposed in [IT] for M-BOK.
Moreover, the MFB obtained for the selected signaling waveforms is just 0.2 dB
away from the MFB of ideal codes. Thus, we can say that the optimization on
waveforms may not be so critical with the use of U-RSSE with BDF for this

scenario.

In Fig. 77 the performance variation of various U-RSSEs (at different com-
plexity levels) with respect to channel length (L.) is shown at SNR. = 2 dB. In
this figure, the delay spread of the channel is held constant and the transmission
rate (and bandwidth) is changed by varying T,.. In U-RSSE, the performance
improves as the transmission bandwidth increases up to some point due to mul-
tipath diversity, then the performance begins to degrade gradually due to the
aggravated effect of the bias term after MF operations. With a reasonable com-
plexity, U-RSSE performance (J; = Jy = 1, Syt = M71P7% = 32) can be kept
close to the MFB up to L. = 96, which is 6 times larger than the symbol dura-
tion. Also, the performance degrades gracefully as the channel length increases.
On the other hand, with the use of BDF in U-RSSE operation (explained in Fig.
2.4) to mitigate the effect of bias term, the receiver shows almost optimal perfor-
mance up to L. = 256, which is 16 times larger than the symbol duration. This
remarkable performance is achieved at fully reduced complexity (J; = Jy = 0,
Stotar = 1) and even with one forward and backward U-RSSE operation. These
results show the robustness of the proposed scheme against multipath fading
and justify the use of MCS as an effective modulation technique especially for

extremely dispersive channels at low transmit power.

In Fig. 2.8 the performances of U-RSSE with with BDF for different MCS
schemes are shown. Three different MCS schemes, namely, (M =1, P =4, N. =
4), (M =4,P =4,N.=38) and (M =16, P = 4, N. = 12) are compared for the
same spectral efficiency as done in Fig. Here, the performance is shown as a

function of bit SNR (E,/Ny) for the same level of dispersion and same data rate
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by varying spreading factor N.. This is a reasonable comparison of the schemes
with the same bandwidth, same data rates, and same energy per bit. MFB and
ML performance in Additive White Gaussian Noise (AWGN) channel are also
drawn for comparison. It is seen that by using sufficiently higher number M in
order to be able to select larger modulation interval (T') for the given spectral
efficiency, the performance can be improved. First, utilizing higher M results in
larger error event distances, thus an enhancement in error performance. Second,
U-RSSE with BDF shows closer performance to its MFB when M is kept high
enough even for lower number of states (Siotar = SwSpr). In this case, the bias
value is small enough to be compensated at the forward stage of U-RSSE with
BDF in one iteration. For the case of smaller modulation interval, the bias is
expected to be larger as seen in Fig. 2.5 which is the reason of performance loss
for (M =1, P =4, N, = 4) case in Fig. 2.8 Thus, it is necessary to increase the
complexity (number of states in RSSE) or the number of forward and backward

U-RSSE iterations to further diminish the effect of bias.

In Fig. 2.9] several MCS schemes with different parameters are compared for the
same spectral efficiency, and the advantages of MCS compared to classical DSSS
and the tightness of the approximate BER for U-RSSE with BDF obtained in

(229) are depicted. The channel length L. is taken as 64, and M is increased

logy (M P)
Nec

use by arranging N.. It is seen that there is a 3.5 dB gain of the U-RSSE with
M = 64, P = 4, N. = 48 over U-RSSE with M =1, P = 4, N, = 12

while the spectral efficiency is kept constant at v = = % bits per channel

(Classical DSSS). Therefore, it is seen that it is more beneficial to increase M
to attain more spreading gain at a given spectral efficiency (or processing gain).
The explanation is that the effective ISI length is reduced if one utilizes larger
values of M, which reduces the effect of pre-cursor ISI and MCI leading to a
reduction in bias for U-RSSE. Moreover, it is observed that MFB is achieved by
using only one state for all M values (S, = S, = 1), and the analytical BER
approximation for K = 8 in (2.29)) is tight enough below 1072 and can be used to
determine system parameters (N, , M , P) depending on channel statistics (L.,
power delay profile) for a given target BER. Thus, this provides an interesting

insight into how to transport bits optimally in highly dispersive channels for
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a given spectral efficiency. The performance approximation becomes slightly

worse for higher M due to the use of union bounding technique in (2:29).

= = = Approximate BER for U-RSSE
—+— U-RSSE with BDF, s~1 and Sphz 1

107

— MFB

BER

10°}

| M=16, P=4, N = 36

M= 64, P=4, N =48

-4 ! ! N N » ! M
4 5 6 7 8 9 10
Bit SNR (E,/N, in dB)

10

Figure 2.9: Performance variation of U-RSSE with BDF (S, = S,, = 1) and
one forward and backward iteration in (2Z23)), analytical BER approximation

in (229) and MFB with respect to different M, N, values at v = % =
1

5, P = 4. Channel is composed of L. = 64 independent Rayleigh taps with
exponentially decaying power delay profile

In Fig. 210 the performance of the proposed bidirectional U-RSSE with BDF
and its analytical BER approximation for K = 8 in (2.29)) are shown for different
(M, P) pairs at fixed spreading factor N, = 16 and spectral efficiency v =
% = %. The comparison between different MCS schemes are made for the
same bandwidth and data rates by keeping the complexity levels constant for all

values at Sy, = Spn, = 1, and the channel length (L.) is taken as 32. It is seen that
(M, P) = (16,4) yields the best performance among the other alternative values
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in this scenario, and the BER approximation using (2.29]) is accurate enough to
make a system design based on it. The main concern is how to optimize the
receiver performance by properly choosing the signaling parameters for highly
dispersive channels. In the beginning, it is better to augment M value up to
some point to observe larger error event distances, then the performance begins
to degrade due to the increased effect of cross-correlations between signaling

waveforms resulting in smaller error event distances.
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Figure 2.10: Performance variation of U-RSSE with BDF (S, = S,, = 1) and
one forward and backward iteration in (2.23)), and analytical BER approximation

in ([2.29) with respect to different (M, P) values at v = k’ggji,iMP) =&, N, =16.

Channel is composed of L. = 32 independent Rayleigh taps ‘with exponentially
decaying power delay profile

The certain advantage of the proposed Ungerboeck type equalization scheme

seen in fading channels will begin to disappear for channels with significant
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correlation between multi-path taps leading to a large bias value. In this case,
the excellent performance cannot be sustained without compromising complexity
since the effect of the anti-causal part of the Ungerboeck ISI will be much worse
for static channels with significant correlation among resolvable taps. In Fig.
2111 the performance of the U-RSSE-BDF MAP detector for the MCS scheme
with M =4, P = 4, N, = 8 values is exhibited. The channel is taken as static
square-root-raised-cosine (RRC) type low pass filter with roll-off factor 0.3. The
cutoff frequency of the baseband channel is set to g, and the performance of the
U-RSSE receiver is obtained for different % ratios. Random signaling waveforms
are generated at each packet transmission such that each of them is composed of
N, chips, randomly selected from the QPSK alphabet without any optimization.
For large % values, the Ungerboeck ISI is so severe that error events with longer
duration become more troublesome, thus one cannot claim a close performance
to MFB even with the use of optimal MLSE receiver. Nevertheless, the MFBs are
also demonstrated for comparison. By increasing the number of states, one can
keep the bias at reasonable values, and remarkable performance enhancements

can be attained.

For channels with higher % values, it is necessary to increase the complexity
(number of states in RSSE) in order to confine the pre-cursor ISI to moderate
values for the first iteration. Alternatively, one can consider the cycle free mes-
sage passing algorithm over the Ungerboeck type Factor Graph based on the
equivalent model by assuming that the state vectors and variables are Gaussian.
This reduces the computational complexity considerably when compared to fi-
nite alphabet case. Then, one can eliminate the bias (estimating the pre-cursor
Ungerboeck ISI) by using the Gaussian message passing at the first iteration.
Afterwards, the URSSE-BDF for MCS can operate in subsequent iterations to

attain a near optimum performance.

w

Furthermore, for higher

values, there is significant envelope modulation, and
the static channel degrades the correlation properties of the signaling waveforms
substantially, thus it would be better to optimize signaling waveforms so as to
reach smaller bias values. It would be better to adapt signaling waveforms to

the varying channel characteristics which have a great effect on the bias value
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Figure 2.11: Performance for the MCS scheme (M = 4, P = 4, N. = 8) with
random codes transmitted through a static channel, RRC type low-pass filter
with cut-off at % and roll-off factor 0.3, % =4 and 8.
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predicted by the analysis. However, these are beyond the scope of this thesis.
For this type of channels, there exist more efficient equalization techniques to
restrict the pre-cursor ISI based on pre-filtering and channel shortening in [60)],
and reduced complexity detectors based on M-BCJR algorithm working with
mismatched filtered channel observations [61] for severe static ISI channels in-

troduced by faster-than-Nyquist (FTN) signaling scenarios.

In Fig2.12] the performance improvement that can be attained by using a higher
number of signaling waveform (increasing M) at the same spectral efficiency is
shown for the static channel with % = 6. The MCS scheme M =16, P =4, N, =
12 shows superior performance to that of the scheme M =4, P =4, N. = 8, since
the bias reduction is more remarkable for larger M values due to the increase in

modulation interval (7') at the same spectral efficiency.

2.6.2 Extrinsic Information Transfer (EXIT) Chart Behaviour of the
U-RSSE

Although the results have been obtained without outer channel coding, the
proposed URSSE-BDF can be utilized as the equalization and demodulation
stage supplying bit APPs to a SISO outer decoder. In this case, the extrinsic
information transfer (EXIT) chart [62,63] is useful to analyze the convergence
behaviour of the iterative MAP decoding, and to compare the behaviour of
the proposed scheme with MFB. In order to obtain EXIT curves, the hard
tentative decisions of the MCS symbols (leading to pre-cursor ISI and MCI) are
obtained from the SISO decoder modeled by a priori test channel supplying the
bit log likelihood ratios (LLR) of the information bits. Then, the forward and
backward URSSE stages supplies the extrinsic information after compensating
the bias (induced by anti-causal part of the Ungerboeck channel) by utilizing
the tentative decisions of MCS symbols. Before providing the details of the
EXIT curves for the proposed Ungerboeck receiver, it is better to give some

introductory informations about the EXIT chart.
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Figure 2.12: Performance for the MCS schemes (M = 4, P = 4, N, = 8) and
(M = 16,P = 4, N, = 12) with random codes transmitted through a static
channel, RRC type low-pass filter with cut-off at % and roll-off factor 0.3, % = 6.
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2.6.2.1 The EXIT Chart

We wish to measure the mutual information between information bits, which
after encoding are transmitted over a noisy channel, and the LLR of these bits
(soft output) after decoding. The decoder receives not only the transmitted
values normalized by the channel state information but also a priori knowledge
in the form of LLR values from the other serial or parallel decoding engine.
Due to the nonlinearity of the decoder, the LLR distribution of the output is in
general unknown and no longer Gaussian. However, by invoking the ergodicity
theorem, namely, that the expectation can be replaced by the time average,
we can measure the mutual information from a large number of samples even
for non-Gaussian or unknown distributions. The mutual information can be
calculated by time averaging and assuming that the LLRs have a symmetric
distributions satisfying the consistency condition [63], which is feasible for many
practical receivers. The EXIT curves, then, shows the mutual information of
the constituent decoder number one versus the mutual information of the other
constituent decoder (number two) which is modeled by the test channel providing
a priori LLRs of the information bits. In other words, the vertical axis (/g) of the
EXIT chart shows the mutual information between the extrinsic LLRs provided
by the decoder number one and the information bits. The horizontal axis (14)
shows the mutual information of the a priori LLRs provided by the decoder
number two (test channel) and the information bits. Both range between 0 and
1. Only the extrinsic LLR values are used as output, meaning that the a priori
input value is subtracted from the full (APP) soft output value. This avoids

propagation of already known information [63].

2.6.2.2 Simulation Results

In Fig. 213, the average mutual information between the extrinsic information
provided by the proposed URSSE-BDF and the information bits (/) versus the
mutual information of the a priori channel (I4) is computed by Monte-Carlo
simulation for the fading channel composed of 128 Rayleigh fading taps (L. =
128) chosen from an exponentially decaying power delay profile at E,/Ny = 0
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dB. The MCS schemes with M =4, P =4, N.=8 and M =16, P =4,N, =12
are investigated. Also, the EXIT curve for the PCR is obtained for comparison.
It is seen that the proposed URSSE-BDF achieves the performance predicted
by MFB as the information obtained from the a priori channel improves. Since
the PCR does not take the bias into account, it fails to attain MFB even with

perfect a priori knowledge.

- + = MFB for M= 16, P=4,N = 12
- e -MFBforM=4,P=4N=8
0.3 c _
—+— URSSE-BDF (S = 1and S =1) for M=16,P=14, N =12
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Figure 2.13: An EXIT chart at % = (0 dB, showing extrinsic vs. a priori
information for block containing 200 MCS symbols. The channel is composed of
L. = 128 independent Rayleigh taps with exponentially decaying power delay
profile. MCS waveforms for (M =4, P =4, N, =8) and (M = 16,P =4, N. =
12) are obtained by truncating Kasami Sequences.

As to the case of RRC static channel with W/B = 6 illustrated in Fig[2T4] the
URSSE-BDF (J; = Jy = 0, Siotar = 1) provides very poor extrinsic information
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at Iy = 0 due to the much larger bias value compared to fading channel even
though it attains MFB at I4= 1. Thus, the number of states should be increased
to keep bias at reasonable level at I, = 0, thus URSSE-BDF (J; = Jy =
1, Stotar = 16) is shown to achieve the MFB with the help of iterative processing
as confirmed by Fig 211l Furthermore, the average mutual information at the
detector output for the proposed scheme after one forward and backward URSSE
self-iterations to cancel bias factor before supplying bit APPs at 14 = 0 is shown
for fading channel in Fig It is observed that PCR fails to achieve MFB

due to the untreated bias.
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Figure 2.14: An EXIT chart at E" = 5 dB, showing extrinsic vs. a priori

information for block containing 200 MCS symbols (M = 4, P = 4, N, = 8).
The channel is a static RRC low-pass filter with cut-off at % and roll-off factor

0.3, and % is set to 6. MCS waveforms for (M = 4, P = 4, N, = 8) have chips
randomly selected from the QPSK alphabet at each packet transmission.
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Figure 2.15: Average mutual information at the detector output in the case of
I, = 0 for the MCS scheme (M =4, P =4, N. = 8). The channel is composed
of L. = 128 independent Rayleigh taps with exponentially decaying power delay
profile. MCS waveforms for (M =4, P = 4, N, = 8) are obtained by truncating
Kasami Sequences.
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To sum up, the conclusions drawn from the BER curves obtained for different

MCS schemes also hold for the mutual information indicated by EXIT curves.

2.7 Conclusions

In this chapter, we first propose a highly efficient receiver architecture for MCS
based on a symbol rate operating bidirectional U-RSSE with BDF which yields
a near optimum performance in relation to the MFB. The symbol rate BDF
is utilized during U-RSSE to remove the effects of post- and pre-cursor ISI
and MCI components at the output of a correlator bank by taking the non-
ideal waveform correlations and multi-path channel into account. Second, a
probability of error analysis is carried out to develop insight on the efficiency
of the proposed structure and the selection of system parameters. Also, a tight

analytical approximation for BER of the proposed receiver structure is derived.

It is seen that the proposed symbol rate U-RSSE with BDF can attain the MFB
at significantly reduced complexity for multi-path channels with very large de-
lay spread. Thus, MCS is shown to be an effective spread spectrum modulation
technique at low transmission power with the use of the proposed receiver struc-
ture. Furthermore, the conducted analysis can be regarded as a useful design
tool which helps one decide on modulation related parameters and required com-
plexity level for MCS in order to achieve near-optimum performance for given
channel statistical properties. The proposed receiver and the associated analy-
sis can be extended for arbitrary constellations per waveform by straightforward

procedures.
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CHAPTER 3

CUTOFF RATE BASED ERROR PROBABILITY
ANALYSIS OF CODED MCS SCHEME FOR FINITE
BLOCK-LENGTH REGIME

3.1 Introduction

Performance bounds play a vital role in assessing the quality of a coded sys-
tem and giving guidelines in code design. In this chapter, we deal with the
performance analysis of MCS based transmission where outer channel coding is
utilized. Our aim is to relate the performance of the coded MCS system over
multipath fading channel to the modulation related parameters such as number
of signaling waveforms (M), number of phase levels in each waveform (P), auto-
and cross-correlations between them, bandwidth expansion factor (NV.), and the
statistical properties of the stochastic channel with Gaussian distributed taps.
Thus, it turns out that one can exploit this corresponding analysis to attain
a remarkable performance improvement of the Ungerboeck type receivers by a
proper choice of the signaling parameters for coded MCS transmission in a sim-
ilar manner to the bias and BER analysis given in Chapter 2. However, it is
well known that the analysis of the exact error probability of a coded system is
prohibitively complicated. Instead of using a specific coding structure in MCS
transmission, we adopt a probabilistic approach, which is based on randomly

selected codes chosen from the MCS alphabet, to simplify the analysis.

This approach corresponds to an important benchmark known as the cutoff

rate 7], which is widely used to asses achievable rates of coded modulation
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schemes over a finite state channel with equiprobable inputs chosen from a fi-
nite alphabet. Cutoff rate approach is utilized as an alternative measure to
constrained Shannon channel capacity for finite constellations because of its
analytical tractability. Channel capacity of bandlimited AWGN channels with
discrete-valued input and continuous-valued output signals was provided in [64].
However, this constrained capacity is not analytical, which limits its usage in
practical system design contrary to the cutoff rate. Moreover, cutoff rate mea-
sure accounts also for a mismatched metric employed in the receiver, and demon-
strates the achievable reliability of the given coded modulation scheme in terms
of an error probability exponent with a given block length of the code (packet
length) [65]. Therefore, we adopt cutoff rate as our performance measure of
the studied coded MCS scheme, and obtain an approximate upper bound for
the packet (or block) error probability with a given finite block length when the
practical Ungerboeck type receiver architecture with near-optimum performance

(in terms of MFB) is utilized.

3.2 Cutoff Rate Analysis of Coded MCS Scheme

We start with some definitions related to the structure of the coded MCS scheme
based on the equivalent vector symbol model given in (2.8). We consider that
k bits are desired to be transmitted by each codeword. Then, the codeword

matrix for the i?" codeword can be defined as
X; £ [x0,X{, 0, Xy (3.1)

where x, = ¢’ ¢/% € X with cardinality |X| = M P is the equivalent MCS sym-
bol in (Z8). This leads to the codeword X; € XV for i = 1,...,2*. The coded
modulation scheme X% is constructed such that 2* information sequences are
selected randomly from (M P)Y different waveforms. A total of Niy;q; = N. x N
complex dimensions are utilized for the transmission of one codeword. The de-
sired bit rate, R, = Tﬁo bits/sec and D = N%(’:“l dimensions/sec are defined for
the packet duration 7y. Then, R = % is the ratio showing the communication

rate in bits per dimension (or channel use). R can be deemed as the desired

spectral efficiency in bps/Hz or transmission rate in bits/dimension. The differ-
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ence codeword matrix, namely, DY = X, — X to be used for cutoff rate analysis
can be defined as

DY 2 (4 ¥, A e (32
where d¥ = xi, — xJ € © with cardinality |D| = (M P)?, and DY € DV.

Based on the discrete time equivalent model for MCS in (2.8)), the packet error
rate (PER), averaged over all possible codebook’s performances, can be obtained
for a given total dimension Ny, = N.N and the given transmission rate R to
the channel (in bits/dimension), when the proposed Ungerboeck type processing

is employed at the receiver, as

Pe(h) < 2_Nt0ta1(RC(h)_R) (33)

in Appendix D where R.(h) is the cutoff rate obtained for a given channel vector
h and waveform’s auto- and cross-correlation matrices {R;j(n)}ij as

ﬁ 3 exp <_4%0dfﬂ(0)dn)] (3.4)

vd,e®

1

Re(h) =~

log,

for H(I) = (R(1))".

Our approach here is different from the cutoff rate calculations in [66-68]. In [66],
different bounds on the symmetric binary cutoff rate for a pulse amplitude mod-
ulated (PAM) signaling over ISI channels are evaluated. Then, in [67], the re-
sults are generalized to multi level discrete inputs. In [68], expected cutoff rate
expressions depending on block-length is provided for QAM block coded data
transmissions over time-varying ISI channels. The exact cutoff rate [66-68]| and
constrained capacity expressions [69] for ISI channels, however, are not computa-
tionally efficient to be used as a design guideline, and not analytically tractable
to be used in error probability analysis. Instead, we simplify the cutoff rate
calculation by assuming that the proposed U-RSSE-BDF in Chapter 2 attains
a near-optimum performance in terms of MFB by properly setting the mod-
ulation and complexity related parameters. This is a reasonable assumption,
because the proposed Ungerboeck MAP receiver perfectly removes the ISI and
bias, which makes the MFB achievable even without using outer channel coding

as can be seen from the simulation results of Chapter 2. Thus, while obtaining
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B4), we assume that the post- and pre-cursor Ungerboeck ISI are perfectly
removed after CMF and code MF operations at the receiver, where the error
events with duration other than one are not effective in U-RSSE operation as is
the case for the derivations in Appendix C. The obtained cutoff rate expression
in ([34) corresponds to the upper bound derived in [66] for binary inputs. We
can express (3.4)) more explicitly to show its dependence on signaling waveforms

as

1
Rc(h) - _ﬁ 1Og2

2. 2

VCl 02 €A V91 92 €Ay

EC 01 02 91 92
exp <—W(cieﬂ9” — cieﬁ”)HRT(O)(cieﬁ” — cieﬁ”))]

1 1 E.
10g2 + Z eXp ( [Rh I (0) + RI2J2 (O)

N, MP " M?P 4N,

Q1

- 270 ]_ E
el P0}]) 5 T (< (52) 1)
1 11 E.
R — N hHT(Il I P)h
N, %2 | MP T IPP ;GXP < N,

1 E
e hHT(Il’p)h 3.5
EP ;GXP( Ny (3:5)
2

log,

where the sets €1, Q, and the matrices T{"">? T{"") are defined in (230) and
(237)), respectively. Since the cutoff rate is a function of instantaneous channel
gains, it changes depending on fading conditions. Block fading channel (BFC)
or quasi static channel model is assumed such that the channel response does
not vary during a block transmission period. Thus, we evaluate the performance
bounds for PER given in (3.3]) in an average sense by taking the expectation over
the fading multipath channel. Also, the mean value of the cutoff rate for MCS
will be calculated to exhibit the achievable ergodic rates. For the calculation of

average PER, it is more convenient to express (3.3) in the following form

Ru(h) = — - log, (i 4+ b) ) , (3.6)



yh) £ Y &), J =[] + [ = M(MP —1) and (3.7)

E
&(h) = exp (—M‘i hHAZ-h) for A; € {Tth,Tghm | Iy, I,,p € Q4 or QQ}
0

3.3 Performance Analysis based on MGF Generation of Cutoff Rate
for Coded MCS

3.3.1 LBA Bound (Optimum Bound) based on Cutoff Rate

In this part, instead of direct expectation of (B3] over h, the limit-before-average
(LBA) technique [32,33] is exploited to obtain tight PER bounds. Since the
standard union technique is used in Appendix D to obtain (33) for a given
instantaneous cutoff rate, it may be substantially loose especially in quasi static
fading and may even diverge. In this case, the importance of dominant error
events is lost as the union bound continues to grow as more error events are
counted in. To prevent this, LBA is helpful in the general framework of Gallager
bounds [70], which are primarily used as the performance bounding technique
in the context of space-time coding with a given weight spectrum in BFC [59].

Then, LBA can be applied to our PER expression in (3.3) as

PER < By {min(1,P.(h))} = By {min (1,2 New(Fe®-R)1
= P{he R+ / P.(h)p(h)dh (3.8)

RO

where RO £ {h'Rc(h) < R} is the optimum Gallager region, selected as a
subset in the space of fading coefficients, which includes the events when all
fading gains are relatively small, i.e., the channel is in deep fade. We call this
event as outage when the instantaneous cutoff rate is below the desired spectral
efficiency. In (3.8), MO denotes the complement of RC. It is expected that the
union bound will likely diverge in this outage region; but PER is simply bounded
by unity in (3:8). The integral in (3.8]) accounts for the error events when the
channel is not in outage, thus it is related with the reliability exponent depending

on the block-length N of the code. Other Gallager’s bounding techniques in the
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literature such as [70], [59] search for ellipsoidal or spherical regions instead of
using optimum Gallager region due to its complicated geometric shape. This is
an obstacle of deriving a closed-form bound. On the other hand, we utilize the

optimum region, namely, R® in LBA type bounding of PER in (3.8).

3.3.2 Analytical Calculation of the Moments

The moment generating function (MGF) of y(h) in (87) is calculated first in or-
der to avoid the computational burden arising from the multidimensional integral
in (B.8). Then, the expression in (3.8) can be easily evaluated in a closed-form
by using Residue Theorem. The MGF of v(h), namely, ®,(s) can be written as

= By {1} = ZEh } (3.9)

P, (s) cannot be calculated in a closed form, instead, all finite order moments
of v can be obtained analytically by using (B.9) in Appendix B for a jointly

complex Gaussian channel vector h with distribution CN(u,, Pj) as

£{y"} = E (Zf) = 3 {Hé}

{d; } —1€04

0q = {Vdi >0 ’Zdi :d} (3.10)

- d\dy! ... d;)! 4N
{di};-]zleﬂd 1-G2 J 0 i=1
d!
- Z di\ds! ... d,)

{di}]_ €04
-1
exp {—uﬁ (Phl ~ P! (& XL dAi+ P Phl) uh}
J
4%0 Zi:l diAiPh’

3.3.3 Moment Based Approximation of MGF

It is possible to approximate ®.(s) or the probability density function (pdf) of v

accurately enough by employing a limited number of exactly specified moments
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to calculate (B.8]). In the literature, there are various techniques to realize this
approximation. One of the useful methods is to use Pade approximation (PA)
which creates an approximate pole-zero model of the MGF of a random variable
in a rational form [34]. Then, this MGF can be inverted using residues to obtain
the corresponding pdf. PA is used for evaluating the outage probability in [7T]
and the error probability for DS/CDMA systems in [72] based on the MGF
construction of simple test statistic. Also, the performance analysis of UWB
receivers in multipath channels is realized by approximating the MGF of the

SNR via PA expansion in [73].

Another method is that of Gram-Charlier and Edgeworth series [74,[75], which
represents the density function as a Gaussian density function plus a sequence
of correction terms in Hermite polynomials; the expansion coefficients are di-
rectly related to the moments of the random variable. These two approaches
are effective to compute outage probability by using moments without explicit
knowledge of MGF. There are also numerical methods that calculates outage
probability when MGF is available in an explicit form such as |76,[77]. In our
problem, by using PA or Gram-Charlier approach, we can directly evaluate (3.8))
in terms of the moments derived in (BI0). It is seen that moments up to order

2 or 3 is sufficient to calculate PER < 1073.
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3.3.4 Packet Error Rate Calculation for Coded MCS Scheme

We adopt PA approach [34] to approximate ®.(s), then the PER in (B8] can be

obtained by inverting the characteristic function and residue theorem as follows

PER(E./N;) < P{y>7}+P{y<7}E, {Q—Nmmcm—m ) v < 7}

— / py('Y)dV +/ 2_Ntotal(Rc(’7)_R)p’y(,7)d/y
T 0
QRN T N
= Pouage(R (1 —) d
jOO+€
= 1—/ / )e*Tdsdy
27T] ]ooJre

2NC r‘)/ N 1 joo+e€
14+ — _ P sy
+(MP) /o ( +M> 27rj/. y(s)eTdsdy

Joo+e€

1 joo+-e
= 1-— [s7H(e ™ — 1) — U, (s)] D,(s)ds (3.11)

27Tj —joo+te

= 1- Z Residue { [s7'(e” — 1) — U, (s)] ©,(s), sp <0}

7(M,P,N,,R) = M(MP2™ "% 1)

2NCR N T v N
U (s) = (MP) /0<1+M) e’ dy,

IR
p(7) = — b, (s)e’"ds, e >0,
Y 27T] joorte ’Y( )
Posace(R) = P{RO} =1 —P{y<r}—1— — ey (s)d

outage = = 1= Ty =1—7=— S S

e ! 27T.7 —joo+te S !
K
= 1- Z Residue {s™"(e"” — 1)®,(s), sp <0} . (3.12)

In (BII) and (BI2), by noting that ¢ > 0 such that the integration path is
chosen in the right half plane, s; is the k* of the K distinct negative poles
of ®.(s) (obtained by PA method) since [s7'(e’” — 1) — W, (s)] has no poles in
the entire complex s—plane. For a function in the form as shown in the curly
bracket of (BI1) and (B:12)), the residue at a pole s = a of order m is defined
as

1 qm-1)
(m—1)'qsmD

Residue {f(s), sy = a} = (s —a)™f(s)] : (3.13)

S=a

58



This analysis technique can be applied to any coded scheme provided that the

MGF of v can be characterized in terms of a convergent Pade expansion.

3.4 Ergodic Cutoff Rate Calculation for Coded MCS Scheme

Additionally, the ergodic cutoff rate can be calculated by using the Taylor series

expansion in terms of the moments of v in (B.I0) as

R = B{RW) = - dom MP) = -8 o, (14 52 |

. M
1 > WUE d
_ jv—logQ(Aifj °g2 jg: {7 J (3.14)
C C d=1
1 log2 - 1)1 - 1
= ¥ log, (M P) — N, Z Z d1'd2

d=1 {d; } —1€04
ot

J 1\ e
]JE\?O Do A + Ph1> Phl) /J’h}

Ee L dAP

Truncation of the series expansion at moment order 3 is sufficient since the
moments of ~ decay rapidly as can be seen from the determinant expression
in (B.I0). Finally, the expressions obtained for PER and ergodic cutoff rate
given in (BI1)) and (3I4) appears as a useful tool in assessing the quality of
a any coded scheme in the general MCS format for given statistical properties
of the multipath channel and signaling parameters. Also, it gives some design
guidelines on the selection of system parameters and signaling waveforms for a

performance enhancement of reduced state Ungerboeck type receivers.

3.5 Multidimensional Signaling Waveform Design Guidelines for M CS
Scheme based on Cutoff Rate

Alternatively, one can use instantaneous and ergodic cutoff rate measures in
B3) and (BI4) to optimize system performance via a proper selection of a
modulation scheme and its corresponding waveforms. First, one can obtain

eigendecomposition for the L. x L. symmetric Toeplitz cross correlation matrices
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{R7(0)}, . as
7]
R;](()) = QAi’jQHa thy=1,.. "M’ (315)

where A"/ is the diagonal matrix with nonnegative entries \;”’s, k = 1,..., L,
and Q is L. x L. unitary matrix composed of eigenvectors of Rg’j(O). For large
values of L., Q converges to Discrete Fourier Transform (DFT) matrix of size L.,
and \.’’s converge to the DFT of {r;’j(nTc)}n. By making the transformation
h' = Q'"h, one get the following equivalent form of v(h) in (3.6) as

M M P— E L.—1 )
=3 3 Z (‘Mozw AR (310)
I1=1I=1, Is#1; p=0 m=0
1 ) M P-1 Le—1
—2Re el FPAILE exp | ———s \h, |Ahh>.
o)) >3 e 5 () 3

Then, for a known channel response at the transmitter, the following metric can

be utilized to improve instantaneous cutoff rate in (3.5)

Le—1
Brmin = min {Z ’h;n‘Q [)\%h + )\7131,12

—2Re{ef%pAg;J2H 4sin’ ( )th thh}. (3.17)

Similarly, for known statistical properties of the channel, namely, P, at the
transmitter, the ergodic cutoff rate in (3.I4) can be maximized by maximizing

the following metric

E.
Bmin = min {'I + Ty TgflJz,p)Ph
I, I,p € Q or €y 0

Ee —u
I+ —CTPP,| 8.
" TN h'}

(3.18)
Thus, the signaling waveforms can be optimized to get auto- and cross-correlation

matrices that maximizes S,.,.

3.6 Case Study: Ideal Signaling Waveforms

When ideal signaling waveforms with equal energy and R, j(n) = ||h||*Esd; 0,

Vi,j =1,---, M are assumed to be used for coded MCS transmission, one can
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find an approximation for outage probability by using the most dominant terms
at high SNR <%0>, and using the MGF of ||h||? obtained by (B.9) in Appendix
B. Then, the cutoff rate and the corresponding asymptotic outage probability

can be expressed as

. 1 M

R () = - log, — __

c (M —1) exp( ;‘]‘VO” ) + 5 Z o exp< S” 2 gin (?p))

(3.19)
and
Pones (R) = P{R(h) < R}
1 MP
~ P —log, <R

Ne

E 1 o
= P{ 2|02 ]
{NOH || <6min n|:(MP)2NCR_]‘_}

K
= ) Residue ¢ s~ (e™ — 1) (3.20)

e , S <0
T4 5Py
where
5, a=(M-1)P ifP<4
sin®(%), «=2 if P>4
1 o

= 1 3.21
R Bomin n |:(Mp)2NcR _ J (3.21)

As SNR — oo, R — s-logy(MP) and if R < R, Piie(R) goes to

0 with a decay rate in the order of L.. Therefore, we can say that the total
multipath diversity order L. is achieved by this MCS scheme.
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3.7 Performance Results

In this part, our aim is to use the analytical expressions of cutoff rate and the
PER expressions in (B.I1]) useful to evaluate performance in multi-path fading
channel in order to find achievable rates with given PER constraint for different
modulation parameters, namely, M, P, N, in coded MCS. Each waveform is com-
posed of N. chips by truncating the full-length Kasami codes [I] as in Chapter
2, although one can utilize different approaches to obtain MCS waveforms with

better distance and correlation properties.

In Fig. Bl cutoff rates of different MCS schemes evaluated by (B.3]) are exhib-
ited for AWGN channel along with the unconstrained cutoff rate corresponding
to Gaussian alphabet [7] shown for comparison. One can observe that it is bet-
ter to increase the length of signaling interval, i.e., MCS symbol duration, by
keeping the uncoded spectral efficiency at v = % = 0.1 (larger M), which
results in grater achievable rates. This result is also confirmed by the BER simu-
lations in Chapter 2 saying that increasing the number of MCS waveforms brings

performance improvement when the spectral efficiency (v) is held constant.

In Fig. and B4 PER is fixed at 1072 and the achievable rates (R) calculated
from (B3) for different coded MCS schemes are shown. It is seen that for a
given uncoded spectral efficiency (fixed N.), there is a suitable (M, P) pair
that yields the best performance. MCS with P = 4 usually attain the highest
achievable rate due to the larger error event distances. In Fig. B3 and B.5]
similar conclusions can be drawn for multi-path fading scenario where Rayleigh
Suburban channel [7] with exponentially decaying power delay profile is assumed.
In this case, the achievable rates (R) are calculated by using (3.11]) where PA [34]
is used to approximate MGF in rational form with 2 poles and a single zero,

which produces a very accurate model as validated by Monte Carlo simulations.

In Fig. B.6, the packet duration (N, ) and uncoded spectral efficiency v =
% = 0.125 are kept constant for a targeted PER at 1072 by using (B.11]). It
is seen that higher rates can be attained for MCS schemes with larger bandwidth
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Figure 3.1: Cutoff Rates for AWGN channel, Truncated Kasami Codes are used

expansion (V) by increasing M.

In Fig. BT, similarly, Ny is kept constant. Suitable (M, P, N,) values yielding

higher rates can be determined in this case.

In Fig. B.8 for different uncoded spectral efficiencies at fixed PER, the achiev-
able rates are demonstrated for different MCS schemes in AWGN channel and
fading scenario. The gap between the achievable rates of ideal and the selected
MCS waveforms are also shown for comparison. Depending on the operational
SN R, value, one can use an adaptively modulated MCS scheme. Also, one may

use the truncated Kasami codes studied here or search for better codes.

In Fig. B9, the variation of the achievable rates as a function of the channel

length (L) is shown for different SN R, values by using (B.11I) for MCS with
(16,4,24). Tt is seen that the effective channel length, for which the proposed
scheme behaves as if the channel is AWGN, depends on the operational SN R,

level.
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In Fig. B0, the effect of finite block length (N) on the success of the MCS
scheme (8,4, 32) is exhibited. Due to the effect of error exponent in (B.8), the
PER is dominated by the second term, which accounts for the error events when

the channel is not in outage, up to some N value.
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3.8 Conclusions

In this chapter, the upper PER bound of the proposed Ungerboeck MAP receiver
in Chapter 2 with a given finite block length is obtained based on the cutoff rate
measure analytically. The PER analysis is fulfilled by resorting to the limit-

before-average technique in order to tighten the bounds in quasi static fading,
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and approximating the MGF of the instantaneous cutoff rate by employing a
limited number of exactly specified moments with Pade approximation. This
cutoff rate based analysis of the coded MCS transmission brings a significant in-
sight by demonstrating how the modulation related parameters, like bandwidth
expansion ratio, number of signaling waveforms, outer channel coding rate etc.,
are optimized to improve the performance of Ungerboeck type processing while

taking the multi-path channel characteristics into account.
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CHAPTER 4

A GENERIC REDUCED COMPLEXITY
UNGERBOECK TYPE MAP RECEIVER FOR
MULTIPLE ACCESS CHANNEL (MAC)

4.1 Introduction

In this chapter, we generalize the reduced state Ungerboeck type MAP receiver
with bias correction for MCS proposed in Chapter 2 to a multi-user scenario.
First, the generalized symbol rate unwhitened Ungerboeck type vector-matrix
signal model is obtained for MCS in multiple access channel (MAC). Then, based
on this equivalent discrete-time model, an Ungerboeck type factorization of the
likelihood function is constructed, and the iterative reduced state Ungerboeck
type multi-user MAP detector, which has linear complexity in the number of
interfering users, is proposed by applying the sum-product algorithm (SPA)
framework to the resultant Ungerboeck type factor graph (FG). The proposed
soft-output iterative receiver can be seen as an extended version of U-RSSE-
BDF architecture in Chapter 2 adapted to MAC. Before going into the details
of the proposed structure, it is better to give some motivation behind searching
for an efficient soft-input-soft-output (SISO) multi-user detection algorithm for

the channel of interest, and to mention the related literature.

The literature addressing the suboptimal SISO detection algorithms is huge and
an exhaustive survey is not provided here. Nevertheless, it is important to dis-
cuss some of the notable works related to iterative SISO multi user detection

(MUD) algorithms. Among the abundant literature, most of the recent schemes
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are iterative. First, an optimum MUD with exponential complexity in the num-
ber of users based on ML criterion was derived for the general asynchronous
CDMA systems in [78]. To reduce the complexity, interference cancellation (IC)
based algorithms were proposed for CDMA systems. Based on the Gaussian
assumption of the interfering signals, linear MMSE based soft I1C type MUD
algorithms are developed mainly in [79H8T] which have quadratic complexity
in the number of users. A reduced complexity version is also described by ne-
glecting the correlation between the matched filtered received samples, which
results in linear complexity [80,81] for CDMA systems. Similarly, FG based
SISO detection with the help of Gaussian message passing with reference to lin-
ear MMSE in Forney type channel (whitened channel) is studied in [82], [83].
Alternatively, joint RSSE type equalization based on set partitioning preceded
by channel shortening is proposed for MIMO ISI channels in [84], and for down-
link CDMA systems [85]. In [86], bank of RAKE correlators followed by symbol
rate decision feedback is proposed for multi code CDMA systems. Finally, a chip
rate graphical MUD algorithm using belief propagation for CDMA is proposed
based on Forney type FG [87].

For Interleave-division multiple access (IDMA) based systems, turbo MUD al-
gorithm, which is based on soft IC after RAKE type processing, is proposed
in [88]. FG based iterative MUD algorithm which has a complexity linear in
the number of users for spread spectrum multi-h CPM schemes is described
in [89,90]. As to the time-frequency packing [91], where the adjacent signals in
time and frequency are allowed to overlap in order to increase spectral efficiency
as in CDMA, Faster-Than-Nyquist (FTN) signaling [92] and MCS, symbol by
symbol receiver with soft IC based on the Gaussian assumption of the interfer-
ing signals [91], and mismatched Ungerboeck type processing based on channel

shortening and Gaussian assumption [93], [94], [95] are developed.

FG based equalization techniques based on Ungerboeck observation model are
proposed for MIMO ISI channel in [96,97]. They still have computational burden
or rely on Gaussian approximation. In [22], [96,07] factorization of the likelihood
function is realized without using state variables composing of post-cursor ISI

part of the channel, which results in many cycles in FG especially for channels
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with long memory, and it is known that the existence of cycles in the FG cannot
lead to an algorithm for exact MAP symbol detection [56]. However, there is
still a performance gap between the studied equalizer structures and the optimal
one when complexity is constrained to be low especially for more general channel
model with long memory and non-sparse structure, and modulation types. Thus,
there is a need for searching more efficient receiver structures with near optimum
performance for the general MCS type modulation in MAC especially with very
long memory. In the light of this motivation, our contribution is to obtain an
efficient MUD by using the FG and the SPA framework developed based on a
general MAC model for MCS.

In this chapter, first we propose an alternative factorization which includes state
variables leading to post-cursor Ungerboeck ISI for each user separately so that
the number of cycles is kept limited to the number of users only not to the length
of the channel memory. Then, the resultant FG is two dimensional, namely, time
and user space based on a more general observation model for MCS, where the
reduced trellis equalization with decision feedback and MUD are jointly realized.
RSSE with BDF is utilized to limit the number of states and to compensate the
bias together with the use of MUD based on Ungerboeck factorization.

The proposed receiver here confirms and includes many previous works by chang-
ing several system parameters generalized to MCS format. It actually appears
as the unification of bidirectional U-RSSE recursions in [37] (Chapter 2) applied
to each user for ISI compensation and the mitigation of multi-user interference
(MUI) fulfilled by the SPA similar to the one in [22] based on the obtained
Ungerboeck type FG. The bias, induced by the use of reduced state equaliza-
tion per user, is compensated (during the construction of surviving paths of
each user) by using the tentative decisions obtained in the previous RSSE re-
cursion. The main advantage of the proposed structure is that one can adjust
the complexity level depending on the modulation, number of users, and the
statistics of the channels. Furthermore, the receiver architecture operates on
unwhitened observations without need of any computationally expensive opera-
tions like whitening, pre-filtering (requiring matrix inversions) and resorting to

the Gaussian approximation, since these operations are problematic especially
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for channels with long memory and time varying environments where the use
of adaptive algorithms is indispensable [I8]. In addition to this practically im-
portant features, the proposed MUD exhibits a close performance to the MFB
(where all ISI, MCI and MUI components are removed for each user) even with-

out channel coding as shown in the simulation results.

4.2 System Model

In this chapter, we generalize the reduced state Ungerboeck type receiver ar-
chitecture presented in Chapter 2 to a multi-user scenario. We deal with the
multiple access channel (MAC) where MCS scheme is adopted for each user.
That is to say, a total of K users are assumed to be present in the MAC where
M distinct signaling waveforms are assigned to each user as done in MCS scheme.
Each user selects one of these waveforms for transmission at each signaling in-
terval by applying phase modulation with cardinality P on them. Then, the

baseband equivalent of the transmitted signal by n'* user can be written as

=2

Ta(t) = ) gpn(t — kT)e% for I € {1,---, M}, (4.1)
0

B
Il

where {g"(t)}, i = 1,...,M, n = 1,...,K is the i" signaling waveform be-
longing to n' user. The {I, 07} pair denotes the k™ transmitted MCS sym-

th

bol for n'* user, where I;' is the index of the transmitted waveform within

Ar=A{1,---, M}, and 0} from Ay = {35(i — 1)}, is the phase information for
n' user at k" signaling interval. The properties of the MCS scheme, and the
properties of the corresponding waveforms ¢!"(t)’s are the same as in the single

user case explained in Chapter 2. One data block of each user consists of N

MCS symbols.

Each user is assumed to have a quasi-static channel having a baseband equivalent

response h,(t), then the received baseband waveform at the access point can be

written as
K K N-1
r(t) =) ha(t) %, (t =Y > sh(t—kT)e% +n(t) (4.2)
n=1 n=1 k=0
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where sP'(t) = ¢g'(t) * hy(t) fori =1,...,M, n =1,..., K. The general mul-
tipath MAC model is assumed, where the channel responses are static over a
block duration, and include a user delay, which accounts for user-asynchronous

transmissions due to imperfect network synchronization and the near-far effect.

4.3 Ungerboeck type MLSE Receiver for MCS in MAC

In this section, we first derive the optimal MLSE based detector based on Unger-
boeck observation model as a generalization of the previous work in Chapter 2
from single user case to MAC. To start with, we define the following sequences

to be detected for nt" user:

I = {1y, I, I%_} for IV € Ay, ©% = {00,607, ,0%_,} for 67 € Ay
(4.3)

4.3.1 Optimum ML Multi-User Detection for MCS

The optimal ML rule that maximizes the likelihood of the received signal r(t)

during one block duration can be obtained as

(I, ©% | = argmax <2Re{ZZe_jGZrZ(I,?)}
n k

{IangnN nK:I

—zzzzwﬁ%wwwwym

ny n2 ki ks

where
10 2 [ KT de =0 b0 « G0y |09
RE?’n)(k) = /T s (t) (s?(t — k‘T))* dt = si"(t) % (s?(—t))* - (4.6)

In (£4), by using similar arguments as in Chapter 2, it is practically reasonable
to assume that RET")(k) is nonzero only for some finite k values for |k| < L
due to the finite delay spreads of the MAC. Eqn. (4.4]) indicates that {r} (i)}

become the sufficient statistics to decide on {iﬁ{,, (;)7]{, K_ . Thus, the complexity
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of the optimal MUD is in the order of O ((MP)*") which can not be afforded

in practical scenarios.

4.3.2 Discrete Time Equivalent MAC Model for MCS

In this part, the discrete time equivalent model for MAC with MCS scheme is
developed by using the MF outputs sampled at symbol rate, namely, {r}(i)}.
This model will be useful for deriving the reduced state implementation of (4.4,
and for performance analysis. The equivalent channel vector for the n'* user
can be expressed as h,, = [hé”), e ,h(an)_l]T at the Nyquist rate W ~ Tic After
symbol synchronization and CMF for n'" user together with code MF operations

at rate W, RE?’”)(Z) in (Z6) can be calculated as
(m,n) 1. H(mmn)
Ry (1) = hyy G5 (D (4.7)

where GE?’")(Z) is an L. x L. Toeplitz matrix exhibiting the waveform corre-
lations at different delays so that (ki, k2)™ element of the Toeplitz matrix is
T i (IT + (ky — ko)Te). Here, r,"(t) is the cross-correlation function between

i'" signaling waveform of m'* user and the j"* waveform of n'* user, which is

given by r™(t) = () * (¢7(~1))".

MF outputs of each user in (4L3]), yielding the sufficient statistics, can be modeled

by using (42) and (&0]) as
K L-1 .
r; = Z Z [R(m’”)(l)] e el v (4.8)
m=1|=—(L—1)

fork=0,....,N—1land n=1,..., K, where

o 7 = [rp(1),---,r2(M)]T are the MF outputs for n'* user at time t = kT,

e R™"(]) is the M x M sampled cross-correlation matrix of the signaling
waveforms of m'™ and n'™ user passing through the MAC with (4, 5)"

element R}5" (1) = s (t) * (s7(—1))" ’ . given in (£.0]),

e The variable L denotes the effective channel length in terms of symbol

period,
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e c} is the equivalent vector symbol of MCS modulation defined in (2.8]).

e vI is the noise vector sequence for n'" user with
H
E{vi (vi)"} = R (D) No.

e The equivalent MCS symbol with phase information to be detected can be
(n)

defined for n™ user as x;" = cle’f.
The model in (48] provides a general description for many different communi-
cation schemes employing general MCS format in linear channels impaired by
AWGN with the proper selection of M, P and N.. For example, CDMA [7] and
IDMA [88], [98], which is a kind of spread spectrum multiple access scheme where
bandwidth expansion is fully exploited for forward error correction code other
than spreading, spectrally efficient time-frequency packing techniques based on
the superposition of uniformly time and frequency shifted replicas of a base
pulse [91], [93] including frequency division multiplexing (FDM) based multi-
user scenario, recently proposed OFDM index modulation [99], and with the
help of Laurent decomposition spread spectrum scheme based on continuous
phase modulation (CPM) exploiting the sequence of modulation indices of a
multi-h CPM as a frequency hopping (FH) sequence [89] yield a discrete-time
equivalent models which are the special cases of the general model in (@8] with

proper choices of M, P, N.., K, L values.

4.4 Ungerboeck Type 2—D Factor Graph Construction for MCS in
MAC

In this part, two dimensional FG is obtained as a generalization of the FG/SPA
framework given in Chapter 2 for single user case to MAC based on the un-
whitened observations of the MF outputs. This general FG construction will
be helpful in deriving the reduced complexity multi-user MAP detector in the
next section. First of all, we provide some vector and matrix definitions which
simplify the ML metric of the optimal MUD in (44]) based on Ungerboeck ob-

servation model:

a2 (), ()T )T,y A ()T ) ()T (49)



and

Hmm2) (o) ... Hmum2) (k)
Hmem2) (1) ... Hmm2) (g 4 1)
lII'I(Cm1,m2) A ‘ . 7 (410)
Hmem2) (k) ... H(mm2)(0)
I 1 M) x M(k+1)

H
wmmmmmwhqmmmmﬂmm%%mb{mﬂmﬂ since R ([) =
(R™m2 (—1) . Also, the following matrix is defined to be used in error proba-

bility analysis:

HOmm2) (—fp —1) ... HMm) (k- L4+1)
(I)(m1,m2) A H(mhmg)(_k) T H(ml’mQ)(_k —L+ 2)
i £
Hmum2)(—1) s HOmm2) ([ 4 1)
L 4 M(k+1)xM(L-1)

(4.11)

By using (£9) and (£I0), the Ungerboeck type ML decision metric in (£4) up

to (k + 1)™ signaling interval can be expressed as

Aot <{IZ+1: @ZJrl}f:l) = 2Re {Z (aém))Hy,(qm)}

H
=30 (al) Al @)
mi1 mo

The number of states for each user can be reduced with the help of U-RSSE
algorithm proposed in Chapter 2. Thus, it is assumed that a total of M’I" and
PJd" states are used for I;™ and 07" respectively. The reduced state vector of m!"

user at time k can be defined as
Syt = n, - I,ZLJ;R, o, - QIT*J? ,m=1,..., K. (4.13)

By using the definition in (£I3]) and the symmetry of \Ilggml’m), one can express

(A12) as the sum of accumulated Ungerboeck metrics in time and user domain
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as

N-1
Av = 3 (e — A
k=0
N—-1 K
= (Z e (e, 12, 0%) — g (I, 05, SE)
k=0 n=1
K
- > Ik,ek,sk,fk,ek,sk)D (4.14)
m=1m<n
where
P() & 2Re{rp(1}) *ﬂ} RE(0), (4.15)

gi() = 2Re{e]9 ZR("" 1)ed%- l} (4.16)

L-1
+e‘j9?ZR$%’TZ¥,¢<Z>eﬁ?Z}. (4.17)
I=1
A k=(J7+1)
In order to compute g (.) in (ZI6) and p,""(.) in ({I7), {I[‘(S};)} and
1=0

. —(Jg+1)
{6’1"(5,?)} ’ , which are the sequences of state dependent conditional sym-
1=0
bol decisions in the surviving path of S? in U-RSSE of n'" user, are used. Then
the joint APP of the transmitted symbols, and states for each user can be fac-

tored as follows:
P <{Il::l7 027 SZ}Vk,n {rZ}Vk,n)
x P({T, O }y) P ({50} ue | {03 @500 ) P (161 b

A K N-1
scesp {0 VT Pesy) IT P20 (S0
n=1 k=0

K
=TI [1 P (Se)or (e I 63 it (23 65, S7) T (23 63, S i)

{1708, SV )

LI 07

k=0 n=1
K
Py T w60, Si I, 07, Sk (4.18)
m=1m<n
where
L) = exp{ N, } ,Up ()= exp{ N, [ k" () = exp N,



and 17! ([}:, S S,:}H) is the trellis indicator function for n'* user.

The resulting 2—D FG based on the Ungerboeck MAC model in (L)) is shown
in Fig. 1l Only the connections between n'* and m' user are demonstrated for
convenience. The obtained graph can be seen as the generalization of the FG for
MCS scheme in Ungerboeck IST channels in Chapter 2 to the Ungerboeck type
MAC. The graph in Fig. has cycles of length 6. Since cycles are present, the
SPA applied to this graph is iterative and leads to an approximate computation
of the marginal symbol APPs. However, it is known that having cycles with
length greater than 4 is sufficient to obtain very good approximations to the

actual APPs [22].

In Fig. [41], instead of representing MCS symbol variables alone, we merge the
symbol and state variable in order to increase the cycle length in the graph.

4.5 A Reduced Complexity Ungerboeck type Multi-User MAP Re-
ceiver for MCS

Based on the FG shown in Fig. [l a novel reduced complexity MAP detector
is proposed as generalization of U-RSSE-BDF in Chapter 2 to the multi-user

scenario. By using the SPA framework, the following rules for message updating

1 This operation preserves all the information of the original graph, and known as stretching in

the literature [56], [54].
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Figure 4.1: FG corresponding to the joint APP in ([dI8]) for MCS
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are obtained:

AL (ST = D0 A(SITY T () () OF (I, 07, S )(4.20)
”{SITH}

APTS) = ) AR (SE) T () () O (I3, 63, Sy 21)
~{si}

Vi (o, Sy = AL (S ALY (Se) T (v () (4.22)

K
oy (I, 0, Sy = P {00 )) o () v (I 07, S | (4.23)
=1, l#m
vpm (I, 0, S = e (I, 0, S R (L) (4.24)

{1p0n}.5p
Vi (L, 0, S ) O (I, 07, i) '

,U;n’n (IIT, el:-n: 512”) Vg,m (I]:n ‘921 SIT)

(4.25)

It is seen that the resultant Ungerboeck type FG contains the cycle free FG
given in Chapter 2. Actually, without considering MUI, the corresponding FG
per user is the same as the reduced state graph in Chapter 2. Therefore, this
is an extended graph of MCS detection taking the MUI into account. In (Z23]),
v (.) actually fulfills the soft IC operation that tries to cancel the effect of n®

h user’s signal during the bidirectional U-RSSE operation of m™ user

user on m!
realized by the upper part of the graph. This soft estimate of the MUI in m*
user signal, stemming from the n'" user, namely, v,""(.) in (&24) is calculated by
using the probabilities y;7"(.) in (£27). In Ungerboeck type processing, the node
k" (.) just propagates approximated APPs between interfering nodes, after the
averaging operation in (£24). The product of the messages, V™ (.) OF (.) is
proportional to the approximated APP P ({I,T, o7} {r?}Vl7n> for m!" user.

4.5.1 Message Schedule

This proposed algorithm can be seen as the unification of the reduced state
Ungerboeck type MAP detection based on bidirectional U-RSSE in Chapter 2
and the soft output graph based multi-user detection with linear complexity in
the number of users in [22]. We call this algorithm as multi-user U-RSSE-BDF
(MU-RSSE-BDF), where U-RSSE is responsible for removing self IST, MCI and
MUI with the help of BDF at each time k.
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Due to the existence of cycles in the considered 2-D Ungerboeck type FG for
MAC in Fig. [Tl there is not a unique schedule for the operation of SPA. We
utilize a serial schedule, similar to the one in [22], to update the messages while
using SPA. All messages {r,"™} and {u;7"} should be initialized to the same
positive value where the choice of this value is irrelevant [56]. First, the messages
are updated in user domain, then the forward and backward messages in time
domain, namely, Ai’m () and AZ’m (.) are updated by using bidirectional RSSE

recursions in an iterative fashion as follows:

o At time k, for a given V™ (.), forward recursion in user domain is defined
as the following sequence of steps, to be serially executed for each user

index m from 1 to K:

— Update the messages {V;Z’m}m>n§
— Update the term O} (.);

— Update the messages {p,""}

m<n’

e The backward recursion can also be defined as to be serially executed for

each user index m from K down to 1:

— Update the messages {v,"}

m<n’?

— Update the term O} (.);

— Update the messages {1}, ...

Finally, forward recursion part of the serially scheduled SPA in time domain
from k =0 to k= N — 1 can be formalized by the following steps:
1) run the forward recursion in user domain to update O}* (.) at time k;

2) run the backward recursion in user domain to update O} (.) at time k;

3) update forward and backward messages in time domain, namely, Ai}rnl (.) and

bm .
Ak ()7
4) k =k + 1, update V;, (.) for each user;
5) if the stopping criterion is not satisfied go to step 1.
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Then, the backward recursion in time domain can be executed from k = N — 1
to 0 in a similar manner. We will only consider stopping criteria based on
the number of self-iterations, which is the number of times that forward and
backward recursions in time domain are executed. Due to the presence of serial
recursions, the proposed SPA is characterized by a latency that linearly increases

with the value of K N.

4.5.2 Bias Compensation

By using a similar methodology given in Chapter 2, the surviving path construc-
tion of the states of the m'™ user can be obtained by using the analysis to be

given in Section as

(B (S0, 0 (S ) = { arg max } | Notn (AL (S 0 () OF ()
T O
B (SP)] (4.26)

where the bias correction term for the m® user is

K k—J7 L-1
m my __ H (m,n)
Bty (S7) =2Red > h | Y > Gt i, (2) (4.27)
n=1 lhi=k—L+2 lo=k—l;+1 * 12
X : k—Jg? L-1 . B
RIGHCHORTINN i Z Z g (52)@j(97f(5?)_971+l2) h,,

Im(smy,in
h=k—J7+1 la=k—l1+1 R
The bias of the m' user in MAC is calculated by using the hard tentative
decisions about future symbols {1, 87}y, . (obtained from previous iterations)
yielding anticausal ISI, MCI and MUI part of the Ungerboeck channel. Finally,
the marginal MCS symbol APPs of m'* user can be calculated by means of the

following completion based on FG in Fig. and by using the bias correction

term 57" () in (£.29)

P ({0,073 i han) =30 {W<.>O?<.>exp{—Ni0 ;’%)H (4.28)

Sk
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where

K k L-1

B (I 07, Sy) = 2Red Y > >

n=1 |y =k—L+min{J7,J7}+2 lo=k—li+min{J7,Jm}+1

R (ZQ)ej(ez;(sw—éﬁw)} (4.29)

T (SED:T g

and the corresponding MAP symbol detection rule for the m! user is

{f;ga é,gn} — arg max P ({1;:, oy ) {rl"}\ﬂ,n) . (4.30)

{I;”,GZL}
4.5.3 Computational Complexity

The complexity of MU-RSSE-BDF is linear in the number of users, since it
basically requires the operation of U-RSSE-BDF for each user. By using a similar
argument as in Chapter 2, we can say that the computational complexity is on

the order of O( N% Zle M+ pli+ty),

4.6 Error Probability Analysis for Reduced Trellis Ungerboeck type
MUD

4.6.1 Generalized Bias Analysis for MCS in MAC

In this section, we provide the extension of the analysis given in Appendix
B to MAC. Let x\™ £ cei® be the equivalent vector symbol of multi-user
MCS with modulated phase in ([A8]). We define {X,?l)}fj:’ol as the transmitted

sequence of vector symbols belonging to path-1 for n** user, and {S,?vl}ff;ol is the

corresponding sequence of states in the reduced trellis for path-1 for n'” user.

Similarly, {X,&”Q) fc\f:’ol is defined as a hypothetical sequence of vector symbols for
path-2 of n* user that the receiver erroneously decides on instead of path-1 and
{Sir,}ay is the sequence of states in the reduced trellis of path-2 that diverges
from the correct sequence of states of path-1 at time [ = 0 and remerges with it

at a later time [ = k£ + 1 such that
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n _Qn n
50,1— k25 and k+11 k+1,2 (4.31)

which implies

Vo= 1% forl=k,... k—Jp+1,
o = 0% forl=k,... .k—Jy+1. (4.32)

By using the equivalent model in ([A8]), the symbol time sampled matched filter
outputs up to time k in (£9) can be written by using (£I0) and (£I1) as

y = Z\p;m”aklwzqﬂmnamwn(”’ =1,....K (4.33)
where
all 2 [(x{)T, )T )T
a’) 2 [(x5D7 (x§DT. L DT
al’ 2 [ )T ()T (Y, )T
" 2 (v, v, (v (4.34)

and, the error vector for n'* user can be defined as

e, 2al) —al 2 (el )T, (e )T, (el o) ] (4.35)

An error event occurs if the accumulated metric on path-2 is greater than that
on path-1 at time k + 1 when the paths merge. By using the metric rule for
MCS in (£I2), one can obtain the probability of this error event in MU-RSSE
with error-free decision feedback. The pairwise error probability (PEP) that

corresponds to decision on path-2 when the sequence of path-1 is sent can be
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written as
K K
P { (n)} _>{ (n)} _
{ el n=1 ak’2 n=1
P{Ak+1 ({akz} ) > ANt ({am} ) ’ {am} is sent }
T n=l ) n=1 ) n=1
o Lo (o) ) 3 ) e

m mi1 me
S0 (al) |y = Y e el
mi1 mo m
+Z<I>m”)ak* +77k), —1,...,K}
:p{zm{(eg) a b= SO (elrd) ey
m mi1 m2
_sze{(egzg) @,ﬁmQ’ml)a,if’f)}}. (436)
mi1 mo

Then, one can obtain PEP in the following form
P{{a) - B -
e (e} ) (o) ) )
\/2N0d2 (o))
where

(felrn} ) =5 (elr) el (439)

mi1 ma

(e} ) - e (o) wpeag )

m1  m2

Q (4.37)

kfmin{Jlml,J;nl} L—1

=Rt Y () E

mi ma li=k—L+2 lo=k—Il1+1

by noting that ej', ,, = 0 for I = k,...,k —min{Jp, Jy} + 1 from (€32) and
taking J;' > Jyg.

The variance of the bias term can be calculated by using the similar analysis

technique for the single user case given in Appendix B and assuming that only
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one user has erroneous decision as
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where
AL = G (1) — TG ),
BP9 [sin? <%p>G§Z}jT’F (1) (4.40)

and G%i’%)(l) is an L. x L, Toeplitz matrix comprised of the waveform corre-

lations at different delays as given in (£.7).

4.6.2 Approximate Bit Error Probability for MU-RSSE with BDF

Assuming that all input sequences are equally likely and weight one error events

dominate the others, BER of the n'* user can be calculated by using similar
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analysis tools in Appendix C and (@37):
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The expectation in (L42) can be calculated by using (B.9), where the matrix

F(.) accounts for all error event distances as in (2.31)). One can further simplify
the BER calculation by assuming that only one user have erroneous decision.
This corresponds to the case that MUI is perfectly canceled by the proposed MU-
RSSE-BDF. Then, the BER for n'* user can be reduced to the the following form

which is similar to the expression for the case of single user MCS transmission

in (2:29):

Q w (e(") )
1 1 b\ Ck 12
S — > (4.43)
2K (MP) logy(MP)
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4.7 Simulation Results

As to the performance of the proposed iterative MUD (MU-RSSE-BDF), we
use randomly selected MCS waveforms from the QPSK alphabet without any
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optimization. In Fig. 2] the performance variation of the proposed receiver
is demonstrated while increasing the number of self iterations. Multiple access
channels are assumed to be independent of each other and Rayleigh distributed
with suburban exponentially decaying power delay profile [7] with L. = 64. Self
iterations help the MUD improve its performance due to the cycles in FG, and
also the bias can be compensated more accurately with the help of iterative

processing.

—— MU-RSSE-BDF 5
- = = Single User MFB 1

BER

total number of users, K=2,4,6, 8

-2

107}

1 2 3 4 5 6 7 8 9 10
Number of Iterations

Figure 4.2: M =4, P =4, N. = 16, L. = 64 Rayleigh distributed taps exponen-
tially decaying power delay profile for MAC, J;' = 0 and Jg =0, SNR, = f,—g =
dB

In Fig. 3] the BER of the MCS scheme with (4,4,16) is shown for different
number of users (K'). This performance is remarkable for the selected parameters

since there is no outer channel code used to help iterative processing, whereas
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the self iterations of MUD improve the quality of soft decisions only, and also
the MCS waveforms are not optimized in MAC. Nevertheless, the performance
loss compared to MFB even with this remarkably reduced complexity is similar
to the reference benchmark algorithms in [79], [22], [88] for MUD at the oper-
ational spectral efficiencies chosen. Therefore, this generalized MUD structure
appears as an important candidate for the reduced complexity SISO decoding
of MAC channels with the use of spectrally efficient MCS scheme by extending
the reduced state Ungerboeck type MAP receiver in Chapter 2 to the MUD
enhanced with the SPA for MUI mitigation.

total number of users, K=2,4,6, 8

o .
L N
m ~
D\
D\
10°F \\
L —— MU-RSSE-BDF, 5 iters A\
- - = Single User MFB A
N
N
N
(N
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N
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10‘4 ! ! ! ! ! ! !
-5 -4 -3 -2 -1 0 1 2 3

SNR_(E_/ N, in dB)

Figure 4.3: M = 4, P = 4, N. = 16, L. = 64 Rayleigh distributed taps
exponentially decaying power delay profile for MAC, J} =0 and J§ =0

95



4.8 Conclusions

In this chapter, we generalized the proposed reduced state Ungerboeck MAP
receiver in Chapter 2 to be exploited in MAC at symbol rate by using an Unger-
boeck type factorization of pdf’s. The resultant soft output iterative MUD,
which has linear complexity in the number of interfering users, is actually the
unification of bidirectional Ungerboeck RSSE recursions in [37] (Chapter 2) ap-
plied to each user separately for IST and MCI compensation and the use of SPA
framework for soft MUI mitigation. Similar to the bias correction technique
in Chapter 2, the bias, induced by the the use of RSSE per user, is analyti-
cally found and can also be compensated with the help of iterative BDF which
is instrumental in eliminating the post- and pre-cursor ISI, MCI and MUI for
MCS. The proposed MUD exhibits a close performance to the reference MFB
even without outer channel coding at significantly lowered complexity in dense

multi-path environment.
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CHAPTER 5

CONCLUSION AND FUTURE WORKS

The main focus in this thesis is to propose an efficient receiver structure realizing
SISO detection, which is directly applied to unwhitened observations after CMF
and code MFs, for a general class of modulation format called MCS. This type of
modulation can be represented as selection of one out of M waveforms per sig-
naling interval to which an additional phase modulation is applied. It allows the
use of non-orthogonal signaling waveforms to attain higher spectral efficiencies,
and many modulation schemes can be put into this framework. In this thesis,
we investigate generic suboptimal receiver architectures, without need of compu-
tationally expensive operations like whitening, pre-filtering, channel shortening

etc., based on the Ungerboeck model for MCS in highly dispersive channels.

First, a reduced state implementation of the Ungerboeck type MAP receiver
is proposed for MCS by forming the Ungerboeck type FG and applying SPA
framework substantiated with bidirectional RSSE recursions, where BDF is in-
strumental in eliminating the post- and pre-cursor ISI and multi code inter-
ference. Second, an error probability analysis, helping the designer improve
the receiver’s performance for uncoded MCS scheme is carried out. The con-
ducted analysis indicates a bias term, originating from the anticausal part of
the Ungerboeck channel, and its statistical properties for a stochastic channel
with Gaussian distributed taps in MCS are determined. A PER analysis based
on cutoff rate by using the MGF for coded MCS transmission in multi-path
fading channels is provided. These analyses lead to significant insight on the

selection of system parameters and clearly demonstrate the high performance
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and the efficiency of the proposed scheme by proper choice of the signaling pa-
rameters. They can be exploited to determine how to transport data optimally
in highly dispersive channels for MCS when the reduced complexity Ungerboeck

type receiver is employed.

Finally, the reduced trellis Ungerboeck MAP receiver is extended to MAC by
unifying the forward and backward RSSE recursions with bias correction applied
to each user for ISI and MCI compensation, and the use of SPA for the mitigation
of MUI based on the obtained Ungerboeck type FG. The resultant soft output
iterative MUD has linear complexity in the number of interfering users. The pro-
posed receiver architectures exhibit almost optimal performance with reference
to MFB at significantly reduced complexity especially for channels with large
dispersion. The computational complexity of the proposed detection algorithms
can be arranged flexibly depending on the modulation related parameters and
channel statistics by using the analytical tools developed. The obtained results
justify the utilization of MCS, allowing simultaneous use of a common channel
by multiple users, as an effective modulation technique for extremely dispersive

channels at low transmit power.

To sum up, the developed MCS transmission model provides a general descrip-
tion for many communication schemes in linear channels impaired by AWGN.
The proposed receiver architectures here confirms, compares many previous
works, and complements reduced complexity Ungerboeck structure by chang-
ing several system parameters generalized to MCS format with the help of the
provided analytical tools. Although phase modulation is applied to each signal-
ing waveform throughout the thesis work, quite a standard procedure will be
utilized in order to extend the proposed Ungerboeck receiver and the associated

analysis techniques for arbitrary constellations per waveform.

As a future study, an adaptive form of the algorithm and the corresponding
analysis can be considered for time varying media by incorporating the timing
synchronization, adaptive channel estimation and tracking into the Ungerboeck
type MAP detection. Also, the robustness issue of the Ungerboeck based recep-

tion against channel estimation errors, Doppler effects, synchronization errors
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can be studied. Non-coherent versions of the proposed algorithms, taking these

issues into account, can be developed.
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APPENDIX A

ANALYSIS OF THE BIAS TERM IN UNGERBOECK
TYPE RSSE

Let x,, £ c,e?/% be the equivalent vector symbol of MCS with modulated phase
in ([2.8). We define {xg)}ﬁf;ol as the transmitted sequence of vector symbols
belonging to path-1 and {57(11)}2[:_01 is the corresponding sequence of states in
the reduced trellis for path-1. Similarly, {xf)}ﬁ;(} is defined as a hypothetical
sequence of vector symbols for path-2 that the receiver erroneously decides on
instead of path-1 and {57(12) N-Lis the sequence of states in the reduced trellis of
path-2 that diverges from the correct sequence of states of path-1 at time n =0

and remerges with it at a later time n = k + 1 such that
1 2 1 2
Sé = Sé ', and 513421 = 5134217 (A.1)
which implies

IV = 1D forn="k ... k—J +1,
0 = 0 forn==rk,....k—Jy+1. (A.2)

By using the equivalent model in (2.8]), the symbol time sampled matched filter

outputs up to time k can be written as

v =¥b, + b 4+, (A.3)

where
ye=[rg,rl,...orp]t, mp=[vo, i, i), (A.4)
by = [(xg)T, (<), ()T by = ()T ()T ()T
(A.5)
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by = [(x)T, (xP)7,..., <), (A.6)

and the following vector corresponding to the symbol sequence of path-2 can be

defined as

H(0) H(-1) H(—k)
Jo _ | HO HO H(—k+1)
: H(k) Hk-1) --- H(0) | M(k+1)><M(k:_+1)
H(—k—1) H(—k—2) - H(—k—L+1)
o _ H(‘—k) H(—l.c ~1) - H(—k - L+2) .
| H(-D H(=2) - H(-L+1) | M (k4+1)x M(L—1)

for 0 < k < N — L and H(l) = (R({))". The vector by in (A6) contains the
vector symbols of path-2 up to time k. The autocorrelation matrix of 1, can be

calculated as E{n,nf} = NO\I'(k)

An error event occurs if the accumulated metric on path-2 is greater than that
on path-1 at n = k + 1 when paths merge. By using the metric rule for MCS in
(210), one can obtain the probability of this error event in U-RSSE with error-
free decision feedback. The pairwise error probability (PEP) that corresponds

to decision on by, when by is sent can be written as
]P{bl — bg} =

k
P{Z,un (rn,lf 62 ,Sff Zu r,, IV, 00, Sl)) | by is sent } =
n=0
P{2Re {y'bs} — b @{"b; > 2Re {yf'bi} —bI Wby | by issent | =
P{2Re{(b: ~ b1)"ys} > bf @b, — bl Wb,

| ye=0"b + b + m} B

P{2Re{en,} > " e — 2Re {e b, |} (A.8)
where the error vector is defined as e = by, — b, = [el, el ... el]" e, =
x? —xV. In (), 2Re {ef'm;} is a zero mean Gaussian r.v. with variance
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2N0eH\Il§k)e. Then,

P{by by} — O (‘P(e) - ”<e’b1)> (A.9)

2N0d2 (e)

d*(e) = el TMe,
where v(e,b;) = —2Re {eH\I’(Qk)bll} = (A.10)

k -1 1
—2Re {Zm:k—L—H l=k—m+1 eTFéH(_l)Xin)Jrl}

with Q(x) = \/%7 [ exp (—%) du and H(n) = 0 for |n| > L.

As can be observed from (A.9), PEP depends not only the error sequence it-
self, but also on the so-called bias term (e, b]) which is also a function of
b, including the future values on path-1. By noting that e, = 0 for n =
k,....k—min{J;, Jo} + 1 from (A.2) and taking J; > Jp, this bias term can be

expressed as

= e, ) B) )
, e 02 _ip
V(G,bl) = 2Re [Rl(l) o) (l)ej mo— RI(Q) o) (l)ej m } e Vmt
m oty m Tml
m=k—L+2Il=k—m+1
il = ) B) )
+ R#)Jml(l) [ej —é ] e Imt (A.11)
m=k—Jr+11l=k—m+1

where R;;(m) = h"R}/(m)h, i,j = 1,...,M. From (AII), one can clearly
observe the dependence of the bias term on the post- and pre-cursor ISI and MCI
components stemming from the non-ideal cross- and auto-correlations of the
signaling waveforms and the multi-path channel. First term in (A.I1]) includes
errors both for I, and 6, but the latter one takes only the phase errors into
account. While deciding on tentative decisions to be used in feedback to calculate
forward and backward Ungerboeck metrics in ([2:22]), one could compensate the
effect of this bias. To accomplish this, the effect of this bias due to pre-cursor
ISI and MCI can be eliminated during Viterbi like survivor path construction

for each reduced state (Sy) as in (Z23). This leads to the subtraction of the
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following term from the recursively computed path metrics for Si:

k L-1

m=k—L+min{Jy,Jo}+2 I=k—m-+min{J;,Jp}+1
Ry (501 (D€ 70t 5 (A.12)

Br(Sk) can be seen as the bias correction term at time epoch k based on tenta-
tive decisions for future symbols while deciding on tentative decisions {fk, ék},
and Sy shows the dependence of i (Sk) on past symbols belonging to the sur-

. . k—1
viving path of Sy up to time k, namely, {In(Sk), On(Sk)} . The bias correc-

tion term also depends on future symbols leading to pre-cursor ISI and MCI,
_ . yk+L—1
namely, {[n,Gn} that can be obtained from the previous for-
n=k+min{Jr,Jp}+1
ward or backward RSSE stages. Future symbols {Ik+1, el Ik+nlin{J17J€}} and
{9k+1, .. ,9k+nlin{J17Je}}, which are already taken into account by the reduced
state Ungerboeck metric in (Z22)) due to the symmetry properties of R(l) at
time k, are not utilized in bias correction. If one chooses Jp = J; = L — 1 (full

state), the bias correction term becomes zero as expected, and the algorithm

(2:23) reduces to the optimal ML rule given in (2.4).
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APPENDIX B

VARIANCE ANALYSIS OF THE BIAS TERM

First of all, in order to simplify the analysis, we assume that the error events with
weight one only dominate the performance, i.e., either e,_;, # 0 or e;_;, # 0
up to k™ time epoch. Then, the bias term in (A1) can be rewritten by taking
Jr > Jy as

L—-1
Y(en—sen—uyb1) = —2Req > efl, HO) x(,
I=Jr+1
L—1
H1{Tr > Jo} > el HO) XY, (B.1)
I=Jg+1

where the error event distances, namely, e;_;, and e;_;, are defined in Ap-
pendix A and 1{ } is the indicator function. As can be seen from (A.1])-(A.2)
in Appendix A, for J; > Jy, e;_;, # 0 event includes both phase and waveform
selection errors, but e;_j;, # 0 event comprises phase error only. Furthermore,
these two error events are assumed to be independent. These are reasonable as-
sumptions especially for the Ungerboeck model, since the weight one error event
distance captures the full multi-path power which may not be the case in the

Forney based RSSE [21].

E {|7|?} can be obtained by averaging over the future input values by, all possible
error events e with weight one chosen from the set {2, = {either ex_;, #0
or e,_y, # 0}, and the equivalent multi-path channel vector h. The events
er—y, # 0 and e,_;, # 0 are disjoint given 2. if J; > Jp, then one can express

the variance of the bias term as
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L—-1 L—1
2 H H_(1 H H_(1
E,ow AP} = 2Bq| >0 &L HO D, + 140> Jo} Y e, HO x5, 0] Qe
I=Jr+1 I=Jg+1
L—1

L—1
1 1
= 280 >0 N el H)"xY, L xY, ) H)er s, Qe p + (B2)
li=Jr+1lle=Jr+1

L—1 L—1
1 1
{7 > J}2ES S > el ) XY, (x0T H ek, Qe
li=Jo+1la=Jg+1

After taking expectation over future symbols b} by using that E{Xg) (XECI_)Z)H} =
L1y0 if P> 2 and B{x)(x{")¥} = 15117 4 (& — 555) Tydy if P =1, and

ignoring terms for 1 # I in (B.2) for P = 1, (B.2)) is simplified to

L—-1

1
Ep e {W?} = 2P{ex—u, #0|Q}Bned Y MekH_JIH(l)HH(l)ek_JI ey #0p +  (B.3)
I=Jr+1
L—-1 1
1 {J[ > J9}2P{ek_J9 #* 0|Qe}Eh,e Z Mef_JBH(l)HH(l)ek_JB €L—J, #0
I=Jg+1

By assuming that all weight one error events in (B.3)) are equally likely , the
expression in (B.4]) is obtained.

P{ek,J 75 O|Qe}
E{ly 2 = 9F,{ o 7 TRre)
{| | } MP(MP —1) @ 2(1)
ek—Jr =X g, T Xk gy @k—J 70

L—-1

1 P{er_s, # 0|2
Z MekH_JIH(l)HH(l)ekJI} + 2Fn {1 {J] > Je} W

I=Jy+1
L—1 1
> > HekaJgH(l)HH(l)ek—Je (B.4)

() (1)
Ck—Jyg =X gy TXk—Jg er—Jy 70

Then, by using that P{e;_;, # 0|2} + P{ex_;, # 0|2} = 1, and the condi-
tional probabilities P{e,_;, # 0|2} and P{e;_,, # 0|2} are proportional to
their cardinalities |ex_;, # 0| = MP(MP — 1) and |e,_j, # 0| = MP(P — 1)
respectively, the following expression in (B.3]) can be obtained from (B.4).

1

I=Jg+1

Exact values for PEPs can be used instead, but this neither brings significant improvement nor
any additional insight especially for practical values of modulation parameters such as P < 4. On the
other hand, P > 4 is not desirable due to the smaller error event distances compared to increasing M
at the same spectral efficiency.
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(1) (2) (2);,5 (1)l Jr+1

, 2
E{hI} = M2P[MP —1+1{J; > Jo} (P — { {Z 2 Z

e H()"H(l)er |1V # 117 or 6.7 # 0,(3)} (B.5)

+1{Jr > Js} En {Z > 2 e H()"H(l)ex

xgcl) xl(f), xl(f) #xgcl) I=Jg+1

IV =17 and 6, # 6 H

By using x; = ce?%, the definition of c; in (28) and H(!) in (A7), and the
symmetry of PSK modulation, the expression in (B.5) is simplified to

9 M M P—-1 L-1 M
E{h?} =
{h} M2[MP — 1+ 1{J; > Jo} (P — 1)] m{:lm 122¢m1 Lo L
B { IRy oD + Rz o OF = 2Re {&F7 Ry (D) Rinn (1)} + (B.6)

3 Z Z Z (1+1{Jr > Jo} 1{l > Jr}) 4sin (%p)Eh{mml,n(l)lQ}}

m1=1p=1I1l=Jy+1n=1

Then, by using (2.7)), one obtains the result in (2.27).

2 2
The expectations Fj, {‘hHAgml’m’p’")h) } and Ey {)hHBl(ml’p’”)h) } in (2.27)

can be obtained as follows.

En {‘hHAl(ml’"Lz’p’")h‘g} (Re {hHAf’"l”"z’P’")h})Q} + B { (1m {hHAf’"l’””’P’")h})Q}

En {
- i Al(ml’m%p’n) + (Al(ml,mg,p,n))H _2
= Fn h h
2

[ Al(mlvavp!n) _ (Al(ml!WZ!Pv"))H 1°
n h B.
N (B.7)

2
(mq,mg,p,n) (mq,ma.,pn)\H
A +(A
1 1 .
h' ( ( ) ) h] term in (B.7) used to cal-

Then, Ey

2

culate (Z27) can be evaluated easily by using a Moment Generating Function
(MGF) [1] based approach developed below. First, we define a L. X L. matrix

A and a random variable 5 as
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A(ml,mmpm) + (A(mhmml)ﬂ))H
l l

A2 5 , B2hfAh. (B.8)

For the case of complex Gaussian channel vector h studied here, the MGF of

can be found as

H
_ _epy _ €D (—plT(s)py)
Ds(s) Eg{e *"} 5 sAP)] where (B.9)

T(s) = P;'—P;'(sA+P;}) ' P, (B.10)

Defining F(s) £ exp (—pf'T(s)p,) and G(s) = |I+ sAPy|, one can calculate
the second order moment of 3 by using (B.9) such that

pigny 2 P _ GG Rt st 2r0) (B2)°
T 082 - G(s)? G(s) '
s=0 s=0
where
OF(s) _ ([ yOT(s) PF(s) _ [ w0*T(s) nOT(s) \°
5e = (uh 5. P ) F(s), 92 = \Hn g B ) Fs)+ (mh =5~k | F(s),
2
m(;;is) = AP, (sAP, +1)2P; ', aangs) = —2(AP,)? (sAP, + 1) *P; ", (B.12)
We use the following definitions to calculate (B.II)) based on (B.I12):
F ’F 2
feFs)| =1, p22O0 sy e TG 2uhHAPhAuh+(uhHAuh)
Js 0s?
s=0 s=0 s=0 (B13)

G(s) in (B.II) can also be expressed as a sum of powers of s such that G(s) =

L.
S grs® where

Lc

w0=1, g1=3 (AP, 92= > [(APw),..(APW),, —(APW),, , (APM),, ]
m=1 (m,n)EPy
(B.14)
by using the Leibniz formula for determinants [100] and P, is the set containing

all possible 2 element combinations of {1,2,..., L.}. Then, we can calculate

(B.11) as

E{8*} :E{(hHAh)Q} = 2 — 292 — 2f101 + 297 (B.15)
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2
by using (B.I3) and (BI4). The expectations Fj, { <Im {hHAl(ml’mQ’p’")h}> }

2
and Fj, {’hHBl(ml’p’”)h’ } in (Z27) can be calculated in a similar manner.
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APPENDIX C

APPROXIMATE BER ANALYSIS FOR U-RSSE-BDF

Assuming that all input sequences are equally likely and weight one error events
dominate the others, the bit error probability for Ungerboeck RSSE can be upper
bounded as

wy(e)
P, < FE E —————P{b, }P h
O (), et0

)

\Ve | ep=x

(

wb(ek) 1 (1) 2)
E P — h C.1
h Z Z 10g2(7\fp) M P {Xk X ‘ } ( )
L ng) ngf), ng);éxg)

Q

where wy(e) shows the number of bit errors corresponding to the error event
sequence e and by is the vector sequence for the transmitted symbols {x,(;)},‘cN:_o1
on path-1. Then, one can express the BER in ((C.I]) by using the definition of ¢,
in (2.8) and noting that x,, = ¢, ¢’ as well as the symmetry in PSK modulation

as

1 P—-1

P~ ﬁ S0 S wn(h, Iap) (C.2)

Iy =11I3=1,I2#I; p=0

2m
jon {P{Iél) N Il(f)’ el(cl) _ el(cz) [ Iz(gl) =1, Iz(f) =D, 6)I(f) _ el(cl) + ?p’ h}}

>

I;=1 p=1

P—-1

+

2
wy (I, I1,p) En {p{efj) =607 | 1" =17 =1, 67 = 6" + Tp, h}}]

Py in (C.2)) requires the calculation of expected PEPs. By resorting an approxi-

1 For severe ISI channels where the error events with larger duration become more effective, the

error state diagram [I8] can be exploited to incorporate the error events of greater lengths by using
d*(e) in (AI0). However, this elaborates the BER analysis especially for large M and L values.
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mation of Q—function as Q (z) ~ Y.~ | Sk exp (—#@) [101] and ignoring
2K
the bias term in (A.9), PEP can be obtained as

K
M o) |1 d*(er) | N~ L -1 Ecp

i=1
where the distance metric d*(ey) is provided in terms of channel and code

correlations in (C.4) as

200,) — off _ (502 _ e\ (2) io> _ (1) oL

d”(ex) = ey H(0)er, = (¢ ’e’’* —c;’e’7* HO) (¢, e’ —c; e’ (C.4)
_ 7j(9(2)79(1)) j(9(2)79(1)) *

= Rll(cl)’llil) 0) + RIS),I,EQ) (0) —e 7%k TV Rf;il)»ff) (0) — ek TPk (Rllil)’ll(f) (0))

(1) (1)
LR Py

@) (2 o2 () (D @) (0@ _p() S (S
_hF {ng 0) + Ry T (0) —e O TR TR (0) — /O TR (R T (0))H} h

by using (Z7)). The expectations over h in (C.2)) can be found easily by using
the MGF of d*(ey) as in (B.9) which results in ([2:29)).
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APPENDIX D

CUTOFF RATE ANALYSIS OF CODED MCS SCHEME

The pairwise error probability, that corresponds to deciding on X; when X; is

sent after Ungerboeck type processing in (2.I0) can be written by using (A.8)

as
P{X; = X;} =P {AN (X;) < Ay (X) ’ X, is sent }
K £, N-1N-—
~ — H i J
NZQ <4sm T FZZ —x7) Hn—k)(xk—xk)>
q=1 n=0 k=0
K N-1
1 { -1 E, g
= Z exp —f (Dﬁf)} (D.1)
p 2K o 4 sin? ( q) Ny
where
-1

f(Dn) = Z dnHH(l)dnfla Dn = [dnfLJrl: e 7dn7 o 7dn+L71]- (D2)

since H(I) = (R(1))" = 0/if |I| > L.

Instead of attempting to find a single set of 2¥ coded waveforms for which we
compute the error probability, let us consider the ensemble of ((MP)N)2* dis-
tinct ways associated with random coding in which we can select 2% vertices
from the (M P)" vertices of the hypercube. Therefore, in this work, we find the
average performance over an ensemble of communication systems that employ
different set of 2% codebooks selected randomly from the set of ((MP)N)2" pos-

sible choices. After averaging (D.I]) over the ensemble of codes, one can get the
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following

K 1 N-1 1 y
P{X; — X,} = Epy {Zﬁ goexp lmﬁof (D% )}} (D.3)
K -1 EC

Z; Z H exp [45111 Kq)ﬁof(Dn)]

=0

H

K

1 1 .
”ﬁqzl\@wm—n > HeXP Lm TN Of(Dn)]

{¥DmeD2L-1), m=0,- ,N-1} =0 oK d
(D.4)
K N-1
1 -1 B,
T 9K Z H ’@‘ ™ [2L—1) Z exp {mﬁof(Dn)} (D.5)
g=1 n=0 {¥D,en2L-1)} 2K

1 & 1
:ﬁzyg‘(Tfl)Z >

vd,€® | {Vdpn-m€D, m#0, m=—L+1,.-- ,L—1}

ﬁ exp(ﬁ(l)%dHH(l)d )

I=—(L—1), I#0

exp (%K)%dffﬂ(o)d )H ) (D.6)

4 sin?(
1 K -1 E !
=57 A(d,) exp (f_cdnHH(())d") (D.7)
2K ; Ldnze@ 4sin’(55zq) No
where
L—1
1 -1 E,
Ay — L ——————dfH()d,-
(dn) |D|CL-D) H Z P Llsm ( q) No " 9

I=—(L—1), 1#0 \{vd,_,€9}
(D.8)

In (D.3), expectation is taken over all possible codeword difference matrices
D € ©V. The approximation made in (D.4)) is valid as long as N is larger than
L, and it is equality when L = 1. (D.6)) is due to the independence of the inner

term <7|©‘(21L_1) Z{VDnGQ(QL—l)}(')> from n in (D.5).
The average probability of error when codeword X is sent can be found by using
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union bound as

2k
PAX;} < > P{Xi—=X;}
j=1, j#i
N
ok K -1 E
N — A(d,) exp <f—cde(0)dn) (D.9)
2K = Ldnze@ 481n2(§q) Ny

Finally, the unconditional packet error probability P, is obtained by averaging

over all possible k—bit information sequences such that

Po= ) PAXGP{X;} = P{Xi} ) P{Xi} = Pe{Xi} (D.10)

We can write this equation in a more convenient form by defining a parameter

R, which is called the cutoff rate and has units of bits/dimension, and using

[D.9) as

Fe S 27Ntotal(Rc*R) (Dll)
where Nigiat = NN, R = 12 = E— (bits/dim) and R, with units of bits /dimension

can be found as

R, = — logQ( (D.12)

1

1 1 & 1 E N
N _ _—_C H
= TN log | 5 > [ > Aldn)exp <4 sin?(2q) Ny I H(0) d”)]

2
|
|
3
=
&
2
e

E. .4 B
(_4N0d" H(O)dn)] for K =N — o0

To obtain (D.12]), we assume relatively large values of K for better @Q—function

1

approximation. Then, by letting K = N, and as N — oo, <Zij\i1(ai)N) R
max a; and N~ — 1, one obtains the result in (0.12).
1

We assume that the proposed Ungerboeck receiver in Chapter 2 is capable for
removing all pre- and post-cursor ISI so that the MFB is achievable. This
corresponds to setting L = 1, A(d,) = 51‘ in (D.8). Then, (D.12) is simplified
to the final expression given in (3.3)).

We conclude that when R < R., the average probability of error P, — 0 as the

code block length N;qa — 00. Since the average value of the probability of error
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can be made arbitrarily small as Niya — o0, it follows that there exist codes
in the ensemble of (M P)N)2 codes that have a probability of error no larger

than P, by using an argument similar to channel coding theorem in [102].
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