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This thesis includes attitude controller design ideas for a quadrotor platform which can be regarded as an exceptionally agile flying robot with highly non-linear and unstable features in flight dynamics. These platforms pose severe problems in characterizing the dynamics especially when performing high-speed manoeuvres. These facts cause the quad-rotor not to lose its popularity as a compelling tool among avid researchers who endeavour to realize various controller ideas. The procedure in this thesis is initiated with the construction of the system model and the verification of this phase relying on the characteristics of the test bed. With the aid of sensors on the off-the-shelf platform, the controllers are designed to enact tracking of the reference commands that contain the desired trajectories and attitudes. The controller methods highlighted in this research are non-linear dynamic inversion, model reference adaptive control and integral back-stepping technique. The trade-off between performance and robustness is investigated as well. The responses of the system to the impacts of
the existence of uncertain parameters, unmatched uncertainties or disturbances are exceptional means to judge how robust the controller is. An overview of the cases with parametric uncertainty and the existence of noise, therefore, find its place as a section within this work. This sketch grades the controller options while putting forward the advantage of adaptation. The simulation results show that all controllers operate exceptionally in noiseless and noisy scenarios. Under the cases where high-level parameter uncertainties or unknown disturbances exist, however, the functionality of base controller and Integral Back-stepping can be claimed no more. In coherence with its purpose of integration into the controller, only adaptive algorithm survives these situations. The analysis including the computation of 2-norms and maximum absolute value of error vectors in the commanded state axis brings about supportive results for the deductions about the adaptation. Besides, by employing correction approaches, the advancement of the controller in terms of robustness is examined where dead zone implementation, e- and sigma-modifications are exploited. Among these modifications, e-mod and dead zone satisfy specified criteria for convergence and robustness while sigma-mod is determined as useless. In the procedure, studies about simulations with various step size values, various fixed-step ODE methods, different levels of unknown disturbances and uncertain parameters are also conducted in order to see the sensitivity of the adaptation against these criteria. The reliability of the methodologies should be justified through experiments and the analogy between experiment and theory is provided. The motivation behind this research is to produce persistent attitude controllers to lay the first stone for more complex algorithm structures such as autonomous flight phases, obstacle avoidance and way-point targeting.
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ÖZ

QUADROTOR PLATFORMLARI İÇİN UYARLANABİLİR VE GÜRBÜZ AÇISAL KONUM KONTROLCÜ TASARIMI

Yılmaz, Emre
Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölümü
Tez Yöneticisi : Yrd. Doç. Dr. Ali Türker Kutay

Temmuz 2014 , [141] sayfa

Bu tez çalışması, uçuş dinamiğindeki kararlı ve doğrusal olmayan özellikleri ile üst düzey çeviklikte uçan bir robot olarak adlandırılabilerek quadrotor platformları için açısal tutum kontrolcü tasarım düşüncelerini içerir. Bu platformlarda özellikle yüksek hız manevraları sırasında dinamik özellikleri belirlemede sorunlar ortaya çıkmaktadır. Bu gerçeklen yola çıkarak, quadrotorların ilgi uyandıran birer araç olarak çeşitli kontrolcü fikirlerini gerçekleştirmek için emek sarfeden hevesli araştırmacılar arasında popülaritesini kaybetmedığı sonucuna varılabilir. Bu tezdeki süreç, temel sistem yapısının oluşturulması ve bu fazlarna, test yatağının özelliklerine dayanarak doğruluğunun teyit edilmesi ile başlar. Satışa sunulmuş platformlardaki algılayıcıların yardımı ile, kontrolcüler arzu edilen yönrüge ve tutumları takip etmeleri için harekete geçirilecek şekilde tasarlanır. Bu çalışmada bahsi geçen başlıca kontrolcü yöntemleri, doğrusal olmayan dinamik evrirtim, model referans uyarlabilir kontrol ve integral geri-adımlama teknik-

Anahtar Kelimeler: Uyarlanabilirlik, Gürgüzlük, Model Refrans Kontrol, Quad-rotor, Doğrusal Olmayan Dinamik Evrim, Açısal Konum Kontrolcüsü
Bu tez çalışması, verdikleri emek ve gösterdikleri sabır ile beni bugünlere getiren değerli annem ve babam ile her zaman benim için gurur kaynağı olmuş kardeşime ithaf etmek istiyorum.
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CHAPTER 1

INTRODUCTION

1.1 Autonomy, Robotics and Uninhabited Aerial Vehicles

1.1.1 Defining Autonomy

The readers with the will to comprehend the principal motivation of this study should steer their thoughts to concentrate on the concept of autonomy. In order to constitute an interpretation of the background of this concept, it is essential to investigate the etymological background of the word "autonomy". Derived from the language of Ancient Greeks, "autonomos", the exact equivalence of autonomy, is composed of two separate words which are "auto" and "nomos", respectively standing for "self" and "law" in modern English. Therefore, a sufficiently meaningful deduction from the combination of these words may be "the one who determines the rules for oneself" or briefly "the one who is self-governing". On a broader perspective, it is safe to assert that all these vocabulary including autonomy, autonomous, automata, automation and automatic originated from the same ancestor: "automaton". First recorded use of automaton by Homer in 749th line of the fifth book in Iliad to describe "the gates of heaven to automatically thunder open" does not take it away from autonomos as the meaning still points out the "acting of one’s own will" \[1\]. Coming back to today’s jargon, automaton, the plural form of automata, is used to describe the machines that move by themselves without possessing any electronic equipment.
1.1.2 Robotics and Links to Autonomy

The basic information gained so far links the readers to a subset of explorations much closer to the real scope of this study: the essence of autonomy in the field of robotics. Definitely contradicting Asimov’s first law of Robotics that states "A robot may not injure a human being or, through inaction, allow a human being to come to harm." [2], today’s robots are more appropriate to the vision of Karel Capek who for the first time presented the "robot" term invented by his brother Josef Capek to the society in his play Rossum’s Universal Robots in 1921 [3]. In Capek’s vision, rather than a society member restricted to some rules, humanoid robots were closer to some sort of slaves with no will-power except that of its creator as today’s robots are. The line of a well-beloved poet portrays this assertion quite adequately: "The catastrophe of a robot is as far as the rusting of steel".

Returning to the definitions within the scientific limits of academic studies, robotics deals with design, manufacturing, and operation of robots and their autonomy with aims of executing industrial tasks as well as performing missions in hazardous situations. The control of robotic systems, software architecture, hardware and sensor equipment for feedback and information processing are in the extent of robotics. On the most basic level, robots may be claimed to have five major constituents: a body structure; a locomotion and actuation system for motion generation; sensors for receiving information about the states of the body and the surroundings; reprogrammable intelligence unit for the interpretation of the sensor data and the decision on what actions to take and power supply segments for sensors, actuation mechanisms and hardware units of decision.

In this sphere of robotics, autonomy roughly stands for the capability to accomplish assigned tasks in unpredictable or unstructured environments without having continuous guidance or intervention by the human operator. Fogel makes the definition of autonomy as "the ability to generate one’s own purposes without any instruction from outside" while Clough generalizes it as "having free

---

1 The "robot" word was originally derived from "robota" which mean "corvee" or "serf labor" in Czech language.
Interpreting this capability as the independence of control, Pfeifer and Scheier state that such depiction is nothing but a property of the connection between the designer and the autonomous robot [5]. Besides, the degree of autonomy, as will be discussed later for the focal point of this work, can be improved by factors such as self sufficiency, adaptation, learning, enhancement, embeddedness and evolution.

1.1.3 History of Autonomy and Robots

A brief introduction to the history of autonomy concept is most appropriate at this point so as to depict the diversity of the use of autonomous robots in many fields.

Beyond the initial examples of autonomy in the recorded history of humankind, Heron of Alexandria, a mechanics who lived between 10-85 AD in Alexandria of today’s Egypt, can be counted. Particularly famous for documenting the first steam turbine, the aelolipile, Heron indited the descriptions of automated machines powered by mechanical and pneumatic means such as water and air. The automation related parts of his works were published in the Automatopoietica of the Teubner Series [6].

Then, the 9th-century scholars of Baghdad, the Banu Musa brothers, gathered their studies about automata and mechanical devices in "The Book of Ingenious Devices" [7]. Their works included a number of early automatic control approaches which included two-step level controls for fluids, an early form of discontinuous variable structure controls as referred from Otto Mayr’s work at 1970 in Adamy and Flemming’s survey [8]. Most significantly, the invention of conical valves and the implementation as in-line components into flow systems by the brothers were the first recorded use of automatic controllers as told by Hill in "Mechanical Engineering in Medieval Near East" [9].

Moving on to the later eras, it is worthwhile to touch on the genius of the idealized Renaissance human, Leonardo Da Vinci. The design of a humanoid
automaton in the sketchbook of Da Vinci belonging to approximately 1495 was rediscovered in late 1950s by Italian historian Carlo Pedretti. After a replica was constructed faithfully according to the plans in the sketchbook to perform the tasks of standing, sitting, and independently manoeuvring its arms, this robot known as "Leonardo’s Mechanical Knight" proved its functionality [10].

In the 18th century, Jacques de Vaucanson, a French engineer, presented his automata, Flute Player and the Digesting Duck. These efforts resulted in the crediting of Vaucanson with creating the first completely automated loom and the first robots in their true meanings [11].

Nevertheless, the most mysterious automaton of all might be the chess-playing mechanism "Turk" presented by Baron von Kempelen in Vienna, Austria in 1769. The attempts to respond to the questions raised about the fidelity of the smart automation of this mechanism still remain unsatisfactory. Whether a hoax or not, the Turk was an inspirational move for the foundations of the chess programming by Alan Turing in 1950s. Furthermore, chess programming has long been accepted as a major challenge for the evaluation of the abilities in programming due to the fact that the computer architecture should be capable of playing chess autonomously without human guidance, and, therefore, deserves to be mentioned [12].

1.1.4 Works of Previous Century for the Development of Autonomy and Robotics

The notion of automata resulted in works in the previous century that became the cornerstones for the developments of today’s autonomy and robotics. Figure 1.1 illustrates primary works in these fields.

Developed by John Hammond Jr. and Benjamin Miessner in 1912, the "electric dog" was the first documented implementation of photo-tropic self-directing robots. If an electric light source was to be turned on in front of that robot, it would immediately move towards that source [13].

Miessner, who was working in the field of the wireless control of mobile torpedoes
then, described the analogy for this control circuit and applied it to Hammond’s
dirigible torpedo. In his book, he also pointed out possible use of self-directed
aerial and naval torpedoes as an intelligent weapon [14].

In 1912, a remarkable invention was achieved in the field of autonomous flight
by Lawrence Sperry who developed the gyroscopic automatic stabilizing device
based on the gyrocompass patented by his father, Elmer Sperry in 1908. Now,
mostly remembered as Sperry Autopilot, this first example of automatic flight
control systems was verified by US Navy pilots on a Curtiss C-2 flying boat on
August 30, 1913 [18],[19].

Connecting a gyroscopic heading indicator and an attitude indicator to the hy-
draulically operated elevator and rudder, the gyro-pilot permitted the aircraft
to fly straight and level on a compass course without an outstanding pilot effort
considering the fact that aeroplanes of the decade were still in an unstable and
underpowered structure [20].

During the First World War, two noticeable American developments were the au-
tonomous flying bombs, The Navy/Sperry “Flying Bomb” and The Army/Kettering
“Bug” (Liberty Eagle), which were indeed the first cruise missiles [21].

In 1922, the W.H.Tilford tanker of Standard Oil company crossed the Atlantic
completely under the control of Sperry Gyro-Pilot which was the first time for
a ship to travel over such distance with the guidance of an autopilot [22].

Containing a gyroscopic guidance system and a simple pulse-jet engine, German
WW2 V-1 Buzz Bomb [23], the ancestor of all modern cruise missiles had been
designed to deliver a warhead to targets with accuracy not more than that of the bomber aircraft of the time.

With the enhancement of embedded algorithms in controllers, the advancing technology of moving surface mechanisms and the presentation of radio-navigation aids, night flights and even flights under bad weather conditions were made possible. In 1947, a US Air Force C-54 Skymaster executed a transatlantic flight from Stephenville, Canada to London, England. Including take-off and landing, this flight was performed entirely under the control of an autopilot [24].

Envisioned in 1956 by George Devol and Joseph Engelberger, Unimate was installed on the assembly line in 1961 earning fame as the first industrial robot. The ingenuities of the robot arm were the removal of parts from die casting machines and welding tasks [25].

Clearly, the contribution of university research groups to the field of autonomy was inevitable and Stanford University’s cart holds a well-regarded place in this history. Originally constructed by James L. Adams in 1961 to research about the problem of controlling a remote vehicle on Moon (e.g. a lunar rover) using video information from Earth [26], Stanford Cart was then rearranged as a robot road vehicle for various dissertation researches in Stanford. These studies include the predictive steering control [27], autonomous navigation on a road using lines [28] and indoor navigation using stereo vision [29]. What brings the cart project into the scope of autonomy is the fact that the project was surely the first leap into the concept of programmable mobile robots.

1.1.5 Current Field of Use of Robots and Autonomy in Robotics

Whether there exists a word that is sufficient in meaning to explain the current field of use of robotic technology, it should be apparent by current trends that the fields of use of robots ranging from land, sea and air to near and even interplanetary space, are not intended to be constrained within some boundaries. Figure 1.2 illustrates significant examples from these fields.
The mobile robots in land, also known by the name, Unmanned Ground Vehicles (UGV), are widely employed for search and rescue, reconnaissance, military missions, and operations in hazardous environments such as mapping of the areas affected by radioactive fallout and explosive ordnance disposal (EOD). MVF-5 autonomous fire fighting robots by DOK-ING, iRobot Packbot with EOD capabilities, Toshiba 4-legged nuclear plant inspection robot, and developments by Boston Dynamics such as SandFlea, BigDog, PetMan, Atlas, LS3, and RHex are some examples of UGVs noteworthy to touch on. Among the endeavours to research autonomy on ground, the concept of autonomous car driving has especially been a research concern and was attempted in researches of University of Bundeswehr Munich, Stanford and Carnegie Mellon. Besides, a program named "Mobile Autonomous Robotics Technology Initiative" was initiated by SwRI.

Though not yet utilized extensively and effectively, robots are still exploring critical areas that are too difficult to reach for humans with aims of search & rescue or scientific exploration. For instance, the emergence of underwater robots resulted in various maritime robotic applications intended for demining operations, submarine rescue, underwater repair work and deep water exploration. There are solely few products developed for these applications, some of which are Woods Hole Oceanographic Institute’s ROV (Remotely Operated Vehicle)-class robot Sentry, iRobot’s AUV (Autonomous Unmanned Vehicle) Seaglider, Bluefin Robotic Corp.'s Bluefin-12 and Liquid Robotics’ AUV Wave Glider.
The manner "autonomy" is inferred and used in aerospace engineering scope is not indeed quite further away from the aforementioned fields. The increasing emphasis on operations that require the ability to cope with the environment and dictations, has turned the concept of autonomy to remain a trending topic in aerial and space applications.

Particularly, most of the novel approaches in autonomous mobile robots appeared when a space-oriented research necessitated such an effort. Despite the common delusion that most of the spacecrafts including satellites and probes are not generally considered robots, these vehicles can safely be subject to this classification. The use of the robotic manipulator systems for purposes of grasping and moving objects constitutes support for the assertion of this diversion. Some primary examples are the Space Shuttle and Canadarm 1 on the International Space Station [45]. Moreover, these space vehicles provide astronauts with convenience as mobile work platforms.

The first artificial satellite in space was Sputnik 1 of USSR. Among other early attempts, lunar orbiters & flybys and solar monitors of the Pioneer vehicle family of the USA and the lunar landers of the Soviet Luna vehicle family can be counted. [46]

More enhanced generation of robotic spacecrafts included the space probes of Venera 3 of USSR (the first man-made spacecraft to impact on another planet), Voyager 1 (the farthest human-made object from Earth), Deep Space 1 (the first spacecraft showing the feasibility of full autonomy) [47] and The Mars Exploration Rovers, by name, Sojourner [48], Spirit and Opportunity [49] of the USA.

The most recent state-of-art in space robotics are The European Robot Arm (ERA) [50], The Mars Science Laboratory and its rover Curiosity [51]. Especially, ERA is notable due to its capability of self-repositioning as well as automatic & semi-automatic task performance.

Finally, autonomy of the aerial vehicles is the remaining discussion point under this section. In modern cruise missiles, self-navigation, supersonic travel and
non-ballistic, extremely low altitude trajectory flight have been achieved. Nevertheless, cruise missiles cannot be delineated as autonomous. In the definition of automatic as "pre-programmed to do a task", these missiles having no free will to act are perfectly automatic. Perhaps, the most intriguing robotic platforms making use of autonomy are the uninhabited aerial vehicles (UAVs). Holding great promise for a variety of mission scopes, UAVs have reached widespread use. Exploitation of this potential has recently been widely available thanks to the advancements in autonomous flight technology which coherently provoked the rise of the UAVs. In performing dangerous military tasks such as combat, intelligence, surveillance and reconnaissance, UAVs prevent the possibility of putting the human lives into jeopardy. In addition to these duties in armed forces, UAVs show consistent efficacy for many civilian applications like scientific research, forest fire detection, geological remote sensing, agricultural use, pilot training, and even film making. Figure 1.3 illustrates UAV employment areas and Table 1.1 provides the names of several examples referred in the figure.

The dictations required by the functionality of an uninhabited aerial vehicle for different mission scenarios and weather conditions, and the availability of in- and out-of-flight changes depending on these dictations point out the significance of the implementation of the augmented autonomous control devices to these platforms. With the help of the developments in the redundant flight controls and sense-avoid mechanisms, the experience gained in UAV technology yielded to an analogous frequency in UAV utilization to that of manned aircraft. The usage of UAVs by troops revealed some advantageous results including less military casualties, reduced reaction time and workload during wars.

At the moment, the capabilities of military UAVs are broadly being researched with regards to the persistent visibility of the battlefield, the direct connectivity of UAV operators to ground forces, way-point navigation and automatic take-off and landing [52]. Hence, it is not pointless to foresee that these robots will remain the owner of the skies in the near future. Several challenges remaining are the efficient training of personnel for unmanned aerial systems, higher comprehension of the integration of command and control and the optimality of the distribution of intelligence, surveillance and reconnaissance products.
Figure 1.3: UAVs and their Fields of Use
<table>
<thead>
<tr>
<th>UAV Example</th>
<th>Type</th>
<th>Field of Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mikrokopter</td>
<td>Quadcopter</td>
<td>Transportation</td>
</tr>
<tr>
<td>Yamaha RMAX</td>
<td>RC-Helicopter</td>
<td>Agricultural Use</td>
</tr>
<tr>
<td>ZALA 421-16 EM</td>
<td>Flying Wing</td>
<td>Aerial Vision Capture</td>
</tr>
<tr>
<td>Draganflyer X-6</td>
<td>Quadcopter</td>
<td>Aerial Photography</td>
</tr>
<tr>
<td>AAI Aerosonde</td>
<td>SUAV</td>
<td>Weather Data Collecting</td>
</tr>
<tr>
<td>Titan Solara 50</td>
<td>Solar UAV</td>
<td>Scientific Research</td>
</tr>
<tr>
<td>NASA Helios</td>
<td>Solar UAV</td>
<td>Miniature Robotics</td>
</tr>
<tr>
<td>KARI VTOL UAV</td>
<td>VTOL UAV</td>
<td>VTOL Tiltrotor Research</td>
</tr>
<tr>
<td>Schiebel S-100</td>
<td>RUAV</td>
<td>Terrain mapping</td>
</tr>
<tr>
<td>Warrior’s Gull UAV</td>
<td>Seaplane UAV</td>
<td>Amphibious Operations</td>
</tr>
<tr>
<td>NG X-47 B</td>
<td>Stealth UCAV</td>
<td>Carrier Based Combat</td>
</tr>
<tr>
<td>Boeing Phantom Eye</td>
<td>Liquid-Pow.UAV</td>
<td>Advanced Intelligence</td>
</tr>
<tr>
<td>MQ-9 Reaper</td>
<td>HALE UCAV</td>
<td>Surveillance-Combat</td>
</tr>
<tr>
<td>MQ-8 Fire Scout</td>
<td>RUAV</td>
<td>SA-Fire Support-Precision Track</td>
</tr>
</tbody>
</table>

### 1.1.6 Levels of Autonomy in UAV Technology

Contrary to the current misconception that robots elicit independent judgements resulting in uncontrolled operations, all autonomous UAV systems are supervised by human operators at a certain level, and their software embraces the boundaries of the actions and the ruling. In order to endorse this statement, however, there had existed no grading method for the autonomy level of operating systems in the literature before the previous decade. Therefore, in an effort to respond to the needs about acquiring a clear vision of where the current technological developments fit in terms of autonomy, there appeared various attempts to generate a common measurement tool. The principal motivation behind these inspections was that, with the help of these approaches, the planning phase could more accurately be completed and the progress of the works could easily be comprehended by the consortium of research labs, federal and management units, universities and industrial corporations.

The fundamental knowledge over the modelling of human-computer interaction
was commenced by Sheridan in [68] where he suggested a 10-level scale. Extending the above model in 2000, Parasuraman et al. [69] summarized autonomy into "acquire-analyze-decide-act" function groups.

Apart from the intelligence metrics such as Turing Test [70], early approaches to propose autonomy metrics in robotic and aerospace systems were the Mobility-Acquisition-Protection survival metric space by Los Alamos National Lab [71] and autonomy radar chart based on Three Dimensional (situational awareness-task planning-mobility control) Intelligent Space by Draper Lab [72]. Combining the best sides of above approaches for an initial chart and Boyd’s OODA (Observe-Orient-Decide-Act) Loop [73] to access enemy’s decision loops, Clough [4] presented an autonomous Control Level Chart identifying 11 levels of autonomy in 2002.

Another advanced framework proposed was ALFUS (Autonomy Levels for Unmanned Systems) where the contextual autonomous capability was measured by weighting the score of various metrics from the perspectives of human independence, mission, and environmental complexity. [74]. Due to the fact that all these suggestions were military-based and not focused on rotorcrafts, Kendoul developed the research-oriented framework ALFURS (autonomy levels for unmanned rotorcraft systems) as a better suit to rotorcraft unmanned aerial systems operating at low altitudes and in cluttered environments [75]. ALFURS utilizes Guidance, Navigation and Control capabilities of systems as autonomy functions and combines them with their corresponding external system independence, mission and environmental complexity. These enabling functions are indeed the core knowledge to perceive the level of autonomy. Table 1.2 illustrates a summary of this framework.

The perspective of any automatic control scheme can be described as the elimination of the human operator out of the control loop and the manipulation of the inputs by synthesizing algorithms with an aim to generate desired outputs. The automatic control of a flight system, in most general sense, regards the outputs as the torques or forces acting on the vehicle and the inputs as the commands for the motion of the actuation mechanisms on the vehicle. By introducing the laws
into the controller, the aim is to achieve the control of orientation and position of the system and their respective time derivatives in the duration of flight.

Table 1.2: The Description of Autonomy Levels

<table>
<thead>
<tr>
<th>Level</th>
<th>Description of Autonomy Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Full Autonomy</td>
</tr>
<tr>
<td>9</td>
<td>Swarm Cognizance and Group Decision Making</td>
</tr>
<tr>
<td>8</td>
<td>Situational Awareness and Cognizance</td>
</tr>
<tr>
<td>7</td>
<td>Real Time Collaborative Mission Planning</td>
</tr>
<tr>
<td>6</td>
<td>Dynamic Mission Planning</td>
</tr>
<tr>
<td>5</td>
<td>Real Time Cooperative Navigation and Path Planning</td>
</tr>
<tr>
<td>4</td>
<td>Real Time Obstacle/Event Detection and Path Planning</td>
</tr>
<tr>
<td>3</td>
<td>Fault Tolerance and Event Adaptation</td>
</tr>
<tr>
<td>2</td>
<td>Navigation without the Aid of an External System</td>
</tr>
<tr>
<td>1</td>
<td>Automatic Flight Control Capabilities</td>
</tr>
<tr>
<td>0</td>
<td>Remote Piloting by Radio-Control</td>
</tr>
</tbody>
</table>

The navigation can be represented as the procedure of authentically clarifying the position of the vehicle and monitoring the track of the planned route. For unmanned aerial systems, navigation includes research phases like data acquisition for sensing, analysis & extraction of that data, evaluation of attained information about the vehicle and the surroundings as well as the objective of accomplishing assigned missions safely.

The guidance segment of autonomy intends to take the position of the cognitive operation of the intelligent agent. Located at the highest level, a guidance system receives inputs from navigation, decides and generates commands for the low level AFCS in order to ensure the completion of the assigned mission. The complements of a guidance system may include operation based planning, trajectory generation, decision making and reasoning.

Nevertheless, as stated in DoD Report on autonomy [52], such taxonomies are deceptive from both a cognitive science view and observations of actual practice since focusing on the machine rather than the human-system collaboration has engendered designs "disregarding overall resilient capabilities". The report sug-
gests the participants of UAV autonomy-related projects to quit the deliberation on describing levels and embrace a framework based on design decisions for autonomy. Figure 1.4 shows these classes, the perspectives of cognitive science, mission dynamics and complex system trades space, respectively [52].

![Diagram of FRAMEWORK FOR THE DESIGN AND EVALUATION OF AUTONOMOUS SYSTEMS]

Figure 1.4: The Perspectives suggested in DoD Report for Autonomous Systems

1.1.7 Unmanned Rotary Aerial Vehicle Systems

The superiority of unmanned rotorcraft systems over fixed-wing UAV systems especially comes into prominence when the operation requires a set of criteria mostly calling for the capabilities of the rotorcraft systems. Such capabilities may vary from vertical take-off and landing to hover and low-altitude flight. This fact may be reflected by missions of reconnaissance, surveillance, remote inspection or intelligence gathering that are based on mainly collecting vision over territories. Therefore, these missions necessitate low speed and hover flight to acquire clear vision from the on-board camera. Furthermore, vehicle manoeuvrability and robustness in the existence of disturbances come into question with the need to fulfil the purposes of air pollution monitoring, agricultural applications, film-making and even law enforcement via UAVs. In this manner, the abilities of
rotorcrafts consolidate their domination over fixed-wing platforms. Many aerial vehicles including quadrocopters, micro aerial vehicles, radio controlled-models, autonomous military platforms and even full-scale helicopters transformed to perform missions as "uninhabited" can be gathered under the title of unmanned rotorcraft platforms.

1.2 The Concept of Quadrocopters

This study includes the employment of a quadrocopter platform as test-bed. This subsection includes the main points of the concept of quadrocopters as well as their history and state-of-art works about them in literature.

1.2.1 History

When the idea of the Helical Air Screw popped up in Da Vinci’s mind, it was no later than the last decade of the 15th century [76]. Describing a coaxial helicopter and how to operate it, Ponton d’Amécort had spelled the word "helicopter" for the first time by combining Greek words "elikoeioas" (spiral) and "Pteron" (wing) [77]. Fortunately, the attempts by Forlanini in 1877 [78], by Breguets & Richet and by Cornu in 1907 [77] led to the birth of the helicopter concept. In particular, Breguets and Richet’s Gyroplane No:1 had accomplished the first manned helicopter flight from the point of view of that era. By looking at the structure of the gyroplane, this uncontrolled flight can as well be interpreted as "the first quadrotor flight" using today’s jargon.

A quadrotor can be described as a UAV lifted and directed by four rotors. The fact that a quadrotor attains its lift from its rotors leads to its classification as rotorcraft. As opposed to most helicopters, propeller blades of quadrocopters, in general, are not pitch-varying. The control of the motion is achieved by adjusting the relative angular speed of each rotor which, in turn, changes the thrust and torque generation, and thus attitude in desired directions.

When the history of the quadrocopters is investigated in terms of application and
design, the presence of two generations is obvious. First generation quadrotors were developed for passenger or load transportation and recorded as the first to accomplish vertical take-off and landing among heavier-than-air vehicles. Nevertheless, further exploring this concept, many aspects of these attempts resulted in serious handicap about the future use of these vehicles. In addition to the inadequacy in the performance of the prototypes from 1920s, the drawback of the designs from 1950s was the overwhelming pilot work load due to the insufficient stability augmentation of these later decade vehicles. Some of these early works are shown on Figure 1.5.

(a) Early Helicopters (b) De Bothezat’s Quad [79] (c) Curtiss-Wright VZ-7 [80]

Figure 1.5: First generation of rotorcrafts and quadrotors

1.2.2 Reason of Interest for Quadrocopters

Excluding the preliminary efforts, the quadrocopters from the present-day are perceived as tools for academic studies regarding flight dynamics and experimentation on the algorithms for control, guidance and navigation. These studies have recently been so diverse and excessively widespread that quadrocopters are nowadays being used for purposes like visual inspection, target-tracking, and scouting.

Distinctive characteristics of these flying robots make them favourable test-beds against comparable classes of helicopters. To commence with, conventional quadrocopters do not have mechanical connections to vary the rotor blade pitch angle while spinning. This quality is a simplifying factor in design and maintenance. With their varying size and capabilities, the quadrocopters can be operated for miscellaneous task definitions in various environments from indoor
to harsh wind conditions. The non-linearity and agility observed in the dynamics of these vehicles present a momentous challenge to test many controller approaches that will be discussed in the next subsection.

Furthermore, the convenience in the utilization of quadrocopters expedites the verification of the developed methodologies through real-time experimentation. Regarding such a manner, testing the capabilities of schemes pertinent to the existence of disturbances or uncertainties becomes viable via a quadrotor test-bed that is highly susceptible to this kind of disturbances in its nature. For that reason, these types of control problems are excellent opportunities for developing and testing new ideas in autonomy. A key aspect to developing such stabilization techniques are the measurements of the position and the orientation of the air vehicle. These measurements depend on the effective use of the integrated sensors with the electronic control system.

By assuming the structural frame of a quadrotor as a rigid body, the state variables can be characterized with three translational and three rotational degrees of freedom (DOF), i.e. a total of 6 DOFs and 4 control inputs. This makes quadrocopter an under-actuated mechanical system that is a system having fewer control inputs than state variables. These inputs represented by four propeller-motor dualities makes it impossible to attain a desired set-point for all DOFs. Nevertheless, thanks to its unique structure, a controller may sufficiently perform to allow the quadrotor to reach certain height and attitude. This is achieved by creating the four best controllable input variables that in turn forms four fundamental movements, which are descent/ascent, pitch, roll and yaw. It is essential to categorize the rotors on a quadrotor into two groups with each group rotating in the opposite direction of the other group to eventually have a controllable vehicle in various directions. In addition, since quadrotor has a symmetric structure in 2-axis, the analysis for pitch and roll axes can be perceived as the same. The dynamics of a quadcopter appears as couplings such as pitch angle & x-direction coupling and roll angle & y-direction coupling. Such coupling can be utilized for position control. Figure 1.6 illustrates the motion primitives of a quadrotor test-bed.
Designing an efficient controller for an aerial platform requires high-fidelity modelling that might include rigid-body dynamics, force-torque generation mechanism, the modelling of actuator dynamics and the integration of rotor dynamics and aerodynamics. The model of quadrotor dynamics represents an expression that relates the commands and system responses. In order to construct a basis for a modelling phase, a quadrocopter is assumed as a rigid body of cross shape composed of four arms in general. The rotors on the tip of each arm of this structure are modelled to produce thrust and torque vectors. Since the vectors generated by the propeller motor combinations are generally perpendicular to the arms of the platform, the orientation of each thrust force is also perpendicular to that platform plane. These thrust and torque vectors are converted to the resultant force and moments experienced by the body through geometrical relations and computations. This forms the mechanism of force and moment production. Extending modelling phase with the actuator dynamics denoted by the brushless electric motors and the rotor aerodynamics & dynamics represented by the use of simplified blade element and momentum theories may increase the accuracy and fidelity.
Obtaining dynamic models may involve using various techniques such as the first-principles techniques or system identification. For example, the first principles techniques involve obtaining the mathematical equations of motion using the laws of Newtonian physics and aerodynamics. The next step in the procedure is the simplification of these models through the use of Taylor series expansion, feedback linearization or decoupling.

1.2.3 State-of-Art and Literature Survey for Quadrotors

For researchers from industry and academic society, quadrocopters have literally been a trending topic in the last decade. In addition to the elements mentioned in the previous section, the list of challenges may be extended with the comprehension of low speed aerodynamics, use of lightweight frames and electronic/sensor equipments, the assessment of robustness in flight and the integration of computational models in feasible manners.

As for other uninhabited aerial platforms, quadrocopters do also depend on the sensor units integrated. While the attitude sensing can be achieved by means of inertial sensors including gyroscopes, accelerometers, magnetometers, compass and inertial measurement units, estimation for pose, velocity and height and perception of the system are accomplished by the utilization of global navigation satellite systems, altimeters, laser range finder, infra-red and ultrasonic sensors [81].

General structure of a controller scheme for a quadrocopter is composed of an attitude controller at the most interior loop and a position controller covering it, together forming the core of motion control and other outer loops related to navigation and guidance purposes. These sub-parts closed over each other may be coupled or decoupled in compliance with the frames of control loops. Such controller algorithms examine the effects of computational feasibility, flight performance and robustness against environmental challenges as well as the establishment of motional boundaries of the system on the system dynamics during real-time experimentation. According to Kendoul, methodologies for the control of rotorcraft systems can be categorized into three branches: linear, learning and
model-based [73].

Linear Flight Control is the most widely endorsed method with its unambiguous design and implementation routines. Not to mention many tools for gain scheduling and analysis for robustness and performance, linear controller action has a prosperous past use in a broad range of tasks regarding aerospace systems. On the other hand, with no severe unease for saturations, such flight controllers undergo performance degradation when out of nominal conditions or during aggressive manoeuvres. Other drawbacks are the difficulty in theoretically proving the asymptotic stability of the complete closed loop and the failure in using full bandwidth and dynamics of the system.

The work of Pounds on the PID controller with full flapping model and the linearization around hover state [82] and Bouabdallah’s discussion of PID and LQ control techniques applied to an indoor micro quadrotor [83] are only two of many examples under the title of linear flight controller methods for quadcopters.

Falling within the robust control theory, $H_{\infty}$ method synthesizes controllers achieving stabilization with guaranteed performance against uncertain parameters and unmodeled dynamics. The disadvantage of the necessitated level of mathematical comprehension and the exceptional modelling of the system is compensated by the applicability of this method to problems concerning multivariate systems with cross-coupling between channels. In [84], Mokhtari made a simulation study regarding uncertainties, disturbances and noise accumulation for a mixed form of robust feedback linearization and linear $GH_{\infty}$ controller.

Among linear tools, the gain-scheduling-type techniques contain the modelling of non-linear dynamics as the combinations of simplified linear models. By decoupling the complexity of the trajectory planning phase and the update rate of the control input for the Stanford Testbed of Autonomous Rotorcraft for Multi-Agent Control (STARMAC) platform, Hoffmann developed an algorithm for autonomous trajectory tracking and generation which produce dynamically feasible sub-optimal trajectories at high level [85]. This linear path tracking controller combines the piecewise PI and PID structures having feedback, respectively, as error rate along the track direction and as error itself in the di-
rection crossing the track. The basis of the attitude controller in this work that takes the second derivative of error into account by adding another zero to the classical PID structure can be found in the previous work of the author [86].

Using hybrid decomposition and reachable set theory, Gillula et al. achieved successful experimental results for the purposes of back-flip manoeuvre and collision-avoidance for multiple vehicles [87]. The motivation of this work is the idea of modelling the systems possessing complicated non-linear characteristics as a compilation of simplified hybrid modes for specific regions of operation as well as the transition between these modes. Safety and performance are ensured by reachability analysis, which draws on a distributed optimal switching control strategy derived from a dynamic game formulation.

When robustness to unmodeled dynamics or external disturbances are taken into consideration in order to grade controller options, model-based non-linear controllers outperform linear techniques by attaining tracking accuracy over a wider flight envelope. The number of experimental works, rigorous implementations and extensive flight tests of non-linear control algorithms are yet claimed to be "inadequate" [75]. Commonly utilized to control non-linear systems, "feedback linearization" involves the use of non-linear transformation techniques to convert the exact states of the system into an equivalent linear system dynamics. To ensure the equivalence of the system of interest and the system attained at the end of the operation, this transformation must be a "diffeomorphism", that is, an invertible function mapping one differentiable manifold to another so that both functions maintain the property of being smooth. Such an approach makes linear tools available for application and subsequently revert to the original coordinates via an inverse transformation. A typical case of feedback linearization is the well-known "dynamic-inversion".

Intriguing studies conducted by GRASP Lab of University of Pennsylvania included non-linear controllers based on dynamics inversion technique. A control algorithm for aerobatic/aggressive trajectory tracking and an approach to synthesize 3-D trajectories were described by Mellinger in [88]. The trajectories satisfy the constraints especially in tightly restrained indoor environments, guar-
antee safe travel and keep optimality through a series of way-points in the set of positions and orientations by minimizing cost functions attained from the norm of the snap. Benefiting from mixed integer quadratic programming techniques, Kushleyev described the architecture and software for coordination of a group of quadrotors relying on external localization system for pose estimation during their flight through known 3-D environments with obstacles [89]. Several other works by the group contain algorithms for robust perching & landing [90], aerial grasping and manipulation [91].

In [92], for the design of a cascaded non-linear inner/outer loop control structure, Kendoul used partial passivation and dynamic inversion techniques and combined laws for subsections of the system. The fidelity of this controller was verified in tests of attitude tracking, automatic take-off and landing, long-distance flight, way-point navigation, and spiral trajectory tracking [92], and vision-based flight research [93].

Especially, adaptation and robustness modifications in non-linear control methods have unprecedented potential against modelling errors and uncertainties. The research by Nicol focused on a new adaptive neural-network control architecture for quadrotor stabilization that surpassed the e-modification and dead-zone techniques through simulations with wind disturbances. This method stems from Cerebellar Model Articulation Controller Neural Network methods in training approximation weights online [94].

The paper by Kendoul et al. [95] included the enhancement and the implementation of a non-linear indirect adaptive controller for vision-based flight of a quadrotor. The duo of incorporated adaptive visual odometer and flight controller resulted in the extension of optic flow-based control abilities to complex navigational tasks such as accurate hovering, arbitrary trajectory and target tracking. In [92], the authors augmented their work with an observer that provided the estimation of the visual unknown scale factor on-line via the sensor fusion of optic flow and IMU measurements and justified this upgrade in autonomous flights.

Another proposition for adaptation is the so-called Model predictive control
(MPC) in which an explicit model of the system is employed to predict the future output response, and the minimization of the tracking error is accomplished by solving an optimality problem over a future horizon, due to which the method is also known by the name Receding Horizon Control. In the simulation study carried out by Raffo [96], the hierarchical scheme brought the concept of MPC and non-linear $H_\infty$ control for path following and rotational stabilization problems of a quadrotor respectively.

The back-stepping strategy was evaluated by many researchers under the title of adaptive control. This technique aims at recursively constructing the feedback control law and the stability analysis of closed-loop properties was conducted by Lyapunov Theory. Altuğ et al. introduced the stabilization and output tracking control through visual feedback using two cameras so as to estimate the full pose of the vehicle [97]. The methods utilized in this study are mode-based approach with feedback linearization and a variation of the back-stepping technique. Guenard et al. [98] used back-stepping for image-based visual servoing of a quadrotor. Investigating alternative approaches such as back-stepping, sliding-mode [99], LQR and PID techniques [83] on his earlier works, Bouabdallah finalized his decision for altitude, attitude and position control by choosing the so-called "integral back-stepping" [100].

For quadrocopters, similar to other vehicles belonging to the class of small UAVs, actuator saturations which may restrain the availability of viable regions of operation and provoke induction of instability are design issues that should be handled with care, especially in specific cases of aggressive motion generation and unexpected disturbance exposure. Theorized by Johnson and experimented on Georgia Tech's well-known adaptive flight controller for RUAS [101], the pseudo-control hedging concept deals with actuator limitations and the behaviour of system dynamics in those cases by hiding actuator dynamics from the plant. A good example of the implementation of the pseudocontrol hedging method to a quadrocopter-stabilization problem was [102].

Apart from all these methodologies, Castillo studied a non-linear controller extended with nested saturations in [103] and combined backstepping technique
with extension of saturation functions in [104] to stabilize the attitude dynamics of a quadrocopter. In the former paper, the accumulation of actuator saturations were prevented by bounding control inputs and angular accelerations, finally attaining a low-performance but global stability in the existence of input saturations. The latter work contained comparison of the proposed controller in terms of transient performance with conventional PD methods. Benallegue’s simulation study [105] was also a subset of model-based techniques. The control law was composed of a robust feedback linearization-based controller and a high-order observer employing sliding mode to estimate leverage of uncertainties and disturbances.

The non-linear tracking controllers developed by Lee for the problems of velocity, position and attitude tracking of the quadrotor vehicle make use of the special Euclidean group $SE(3)$ for flight modes with almost global closed loop properties and robustness to mode-switching [106]. The purpose of using this special coordinate-free group was to avoid the singularities of Euler angles and the ambiguities of quaternions in representing attitude. The versatility of this approach had already been illustrated by various examples including recovery from being upside down [107].

Allowing direct mapping between data and actuator changes and providing fast reactive behaviour, the learning based control which is the last branch to discuss in the context of this taxonomy is model-free and flexible for implementation. There exist well-known learning-based techniques like fuzzy logic, Neural Networks, Markov Decision Processes and human-operated training. However, the stability and robustness analyses of this approach are difficult since not adequately extensive experiments over a variety of scenarios are available when compared to other methods. It is particularly sensible to teach the vehicles complex manoeuvres via human-based learning methods.

Montgomery used learning control to "teach helicopters by showing" [108] and Sugeno performed intelligent control of an unmanned helicopter based on fuzzy logic [109]. Coza proposed a new robust adaptive fuzzy control method for stabilizing the states of a quadrotor. As opposed to the e-modification requir-
ing performance trade-off to prevent fuzzy membership center drifts during the activation of the update rule, this work prevents such drifting effectively [110].

Having constructed an overview about the background of control strategies, what is left to discuss in literature is the studies regarding higher autonomy capabilities, namely, state estimation, environmental perception, situational awareness, cooperation and coordination.

In literature, tremendous amount of research has been conducted concerning the problem of navigation and state estimation for quadrotors. Especially, efforts of eligible research labs about vision-based state estimation of quadrocopters were remarked worldwide. Such works emphasize the influence of the coordinated use of on-board sensors such as IMU and GPS with vision-aided navigation on situational awareness. Similar to the utilization of real-time motion capture systems in film featuring, VICON, a digitally optical motion capture system, has recently been broadly used by contributors at MIT’s ACL, UPenn’s GRASP Lab and ETH’s Flight Machine Arena for experiments of indoor flight navigation and cooperation. As mentioned before, an early attempt to achieve this aim was the introduction of visual feedback by dual cameras for the stabilization and the estimation of the full position by Altug [97].

Aiming at autonomous navigation in unstructured and unknown indoor environments only based on on-board sensors and without the initial knowledge of a map, Achtelik et al. [111] made a comparison of laser range finder and a stereo camera. Noteworthy points from this study were the fusion of visual estimation and IMU data using an EKF, the feature tracking, 6 DOF motion estimation using least squares algorithm, non-linear motion estimation by bundle adjustment over a window of consecutive frames and flight control based on visual odometry estimates. In addition, the studies on visual odometry by Ahrens [112]; vision-based target tracking by Guenard [113]; Terrain Relative Navigation by Courbon [114]; structure from motion localization and mapping by Kendoul [95] and bio-inspired optic flow navigation by Conroy [115] lie within the boundaries of vision-based odometry.

Among problems concerning perception, there exist works about target detec-
tion, target tracking and obstacle avoidance by simultaneous mapping and planning. Under the RAVEN project by MIT-ACL researchers, Bethke constructed a cooperative vision-based tracking algorithm for cooperation. This algorithm benefits from optimization techniques and Kalman filtering for target localization and target state estimation. An experimentation was achieved with two quadrotors and a target RC car [116]. As a part of another project from MIT-ACL, Bachrach [117] developed real-time SLAM and SMAP algorithms for the mapping and exploration of unstructured and unknown GPS-denied environments in addition to the planning of obstacle avoidance for aimed navigation. Pose correction and occupancy grid updating of this LIDAR-based perception were achieved through the fusion of feedback data from LIDAR, stereo-vision and IMU and the use of Extended Kalman Filter and GMapping SLAM algorithm.

In an attempt to respond to the "situational awareness" requisition of autonomy problem, path planning algorithms making use of visibility graphs [85], probabilistic road mapping [118] and optimization [119], and probabilistic planning algorithms for tracking targets in the presence of uncertainties in target pose [120] were presented.

The demonstrations on the Stanford Testbed of Autonomous Rotorcraft for Multi-Agent Control (STARMAC) platform by Hoffmann [121] included two decentralized cooperative collision avoidance algorithms which were successively dependent upon optimal control and reachability analysis; non-linear, non-convex optimization and Nash bargaining cost metric. As stated before, the work by Gillula [87] was used to design collision avoidance algorithms for multiple vehicles as well.

In UPenn’s GRASP Lab research about load transportation via the coordination of three quadrocopters [122], Micheal utilized the "inverse of direct kinematics problem" based on a mathematical model that includes the kinematic constraints and the mechanics underlying stable equilibria of the whole under-actuated system. The designed flight controller was advanced by a simple potential field algorithm to avoid collisions and the state estimation was achieved by using a
VICON motion capture system.

Another active research field about quadrotors is multi-vehicle task assignment. Such an allocation study conducted in RAVEN project includes mission planning, decision making, task distribution and safe cooperation. After Bethke modified the algorithm for receding-horizon task assignment at MIT with his cooperative vision-based perception algorithm, an outstanding series of experiments were achieved. The new algorithm was specifically concentrated on the health management problem at the task level by selecting the optimal sequence of tasks for each UAS through optimization. In these multi-vehicle tasks, an unknown number of UGVs and three RAVEN quadrotors were employed for the experimentation of persistent and cooperative search and track, detection and estimation [116]. Some other works by this group are consensus based auction and bundle algorithms for decentralized cooperative task allocation in [123], variable pitch control in [124] and automated battery management system for enabling multi-agent persistent missions in [125].

Final part of the introduction is dedicated to the Flight Machine Arena projects at ETH Zurich which received a tremendous boost worldwide.

Hehn et al., in an effort to investigate the performance benchmarking problem, applied Pontryagin’s Minimum Principle to a 2-D 1st Principle quadrotor model to find time-optimal trajectories for given initial and final conditions under the feasibility dictations by dynamical limitations. In the scope of the paper, useful lower bounds attained for manoeuvres were compared to understand theoretical potential of a control strategy and the influence of design parameters on performance assessment as well as the flexibility of these potentials for various other manoeuvres [126].

In a later work [127], targeting at minimizing the computational complexity in algorithms for efficiency, Müller presented a trajectory generation algorithm that excludes as much jerk trajectories as possible and includes an a-posteriori efficient feasibility verification. The algorithm was based on an implicit feedback controller algorithm similar to MPC. The algorithm was successfully experimented on the problem of hitting a ball with a racket attached to a quadrotor.
The time to calculate and apply the trajectories was on the order of milliseconds on a standard laptop.

Furthermore, Schoellig merged state-of-art convex programming optimization methods with classical model-based optimal filtering methods and formalized learning algorithm that exploits the experience attained from repetitive executions. The method uses a-priori knowledge about the system and adapts feed-forward input signal coming from the data-based update rule [128].

The following figure 1.7 includes photos from some of above works.

![Photos of quadrocopters from various research projects](image)

Figure 1.7: Research on Quadrocopters

1.3 Motivation, Objectives and Content of This Thesis

This study aims at the modelling and control of an aerial platform named as quadrocopter. Without leaving the questions unmarked about the concepts of performance and robustness, gaining knowledge on various control methods and the construction of attitude control structures via these is another motiva-
tion. This work, perhaps most significantly, emphasizes on the fidelity of the adaptation in control strategy and also discusses the possibility of robustness modifications to such adaptation procedures.

Chapter 1 makes a brief introduction about the topics of autonomy, control, UAV flight and literature survey about the quadrocopter research in academia.

Chapter 2 constitutes the modelling part and includes the physics background for the platform dynamics. The descriptions include the fundamentals of the system dynamic modelling, geometry and propeller dynamics, rigid body dynamics and attitude dynamics.

Chapter 3 deals with the controller strategies and presents the background of these techniques. The chapter starts with the methodology of how to apply the concept of the Non-Linear Dynamic Inversion which is actually a branch of feedback linearization to the current platform. The construction of trajectory generating reference model and its error dynamics are also discussed. The techniques of Pseudo-Control Hedging, Model Reference Adaptive Control and Integral Backstepping are explained broadly with their theory. As the last point in this chapter, the background of the robustness modifications to MRAC and the Lyapunov analysis for these MRAC varieties are also provided.

Chapter 4 includes the simulation results and discussion for the controller options described in Chapter 3. The performance and convergence of the controllers based on the mentioned methods are investigated in the presence of no noise, noisy measurements, parameter uncertainty and unknown disturbance. For these simulations, two types of inputs, namely step and sinusoidal, are used. Eventually, the necessity of adaptation is deemed inevitable although other methods may surpass the adaptive controller in terms of performance and minimized error especially in the cases without parameter uncertainty and unknown disturbance. The norms of these state error vectors are also analyzed. Studies about simulations with various step size values, various fixed-step ODE methods, different levels of unknown disturbances and uncertain parameters are also conducted in order to see the sensitivity of the adaptation against these criteria.
Chapter 5 contains discussion about the adaptation gains and robustness modifications to the adaptation. The influences of dead-zone, $\sigma$ and $e$-modifications to MRAC and the resulting effect in the system outputs are explored. The convergence of the adaptation gains are discussed with regards to the modification type. The performance and robustness of unmodified MRAC is also discussed with respect to the other extensions.

Chapter 6 concludes all the work briefly with the main points and the aims achieved. The suggestions for future work are also included in this section.
2.1 System Dynamics

Understanding the reactions of the quadrocopter system to given commands that are directly related to the changes in the states is critical and requires a realistic description of the system model. The starting point of any controller design process is the analysis of the dynamics of the system to be controlled. This section summarizes the perspective behind the construction of the system dynamics of the quadrotor model.

Figure 2.1 indicates the axis definitions and free-body diagram to be used for modelling and control of system dynamics [129]. The coordinate systems shown in the figure are respectively earth and body axes. The body axis is defined by $x_b, y_b, z_b$, whereas the Earth axis is described with $x_E, y_E$ and $z_E$.

As stated in introduction, the dynamic model of a quadrotor presents high non-linearities and strong couplings between its segments. The platform is assumed to be a rigid-body evolving in 3-D space generating force and torque vectors. The modelling can be divided into four subgroups for high model fidelity:

1. Force and torque production
2. Rigid-body dynamics
3. Rotor aerodynamics and dynamics
4. Actuator dynamics
Figure 2.1: The Axis & Movement Definitions for a Quadrotor

2.2 Geometry and Propeller Dynamics

This part includes the calculations of the resultant force and torque vectors experienced by the center of mass of the rigid-body. These force and moment vectors depend primarily on the thrust and torque vector produced by each rotor and the orientations of these vectors, propeller and motor dynamics, and geometrical properties of the rigid body.

2.2.1 The Influence of Propeller Force on Body Center of Mass

The computation of the body-fixed moments and the sum of forces in the $z_B$ axis of body frame are straightforward. This can easily be achieved through geometrical and axial organizations of values and vectors of thrusts generated by propellers. As discussed before, the pairs rotating in clockwise direction change roll attitude while the pairs rotating in counter-clockwise direction have effect on pitch attitude. The following matrix calculates the moments in each direction through the cross multiplication of the vectors that state the distance
Figure 2.2: Rotor Enumeration

of thrust vectors from the center of mass and the thrust vectors.

\[ \vec{M} = \sum_i r_i \times F_i \]  \hspace{1cm} (2.1)

For the enumeration of rotor pairs, Figure 2.2 can be visited.

\[ \vec{M} = [\vec{M}_x \vec{M}_y \vec{M}_z]^T \]  \hspace{1cm} (2.2)

\[ \vec{r}_1 = [l_{arm}, 0, 0]^T \] \hspace{1cm} (2.3a)
\[ \vec{r}_2 = [0, l_{arm}, 0]^T \] \hspace{1cm} (2.3b)
\[ \vec{r}_3 = [-l_{arm}, 0, 0]^T \] \hspace{1cm} (2.3c)
\[ \vec{r}_4 = [0, -l_{arm}, 0]^T \] \hspace{1cm} (2.3d)

\[ [M_x, M_y, M_z]^T = \begin{bmatrix} r_1 \times e_1 & r_2 \times e_2 & r_3 \times e_3 & r_4 \times e_4 \end{bmatrix} \begin{bmatrix} F_1, F_2, F_3, F_4 \end{bmatrix}^T \] \hspace{1cm} (2.4)

where

\[ \vec{F}_i = [0, 0, -F_i] \] \hspace{1cm} (2.5)

Then,

\[ M_x = l_{arm}(F_4 - F_2) \] \hspace{1cm} (2.6a)
\[ M_y = l_{arm}(F_1 - F_3) \] \hspace{1cm} (2.6b)
2.2.2 The Influence of Propeller Torque on Body Center of Mass

The static relation between propeller and motor dynamics imposes that the force equation is related to the square root of rotation speed and propeller type, and thrust is linearly related to torque. The propeller dynamics imposes that the force generation due to the revolution of a propeller is related to the squared propeller angular speed as shown in Eqn. 2.7 [130]:

\[ F / F_0 = (n/n_0)^2 \]  
\[ F = (F_0/n_0^2)n^2 \]  
\[ F = K_n n^2 \]  

The next step is to define the relationship between the force and torque generated by propellers in order to indicate the influence of the rotation of propellers on the moment experienced in the z-direction of body frame. The equations of thrust and torque coefficients expressed for propellers in [131] can be safely used to deduce the relationship between torque and thrust.

\[ K_T = T_P(4\pi^2/\rho n^2 D^4) \]  
\[ K_Q = Q_P(4\pi^2/\rho n^2 D^5) \]

First, let us collect thrust and torque terms in one-side:

\[ T_P = K_T(\rho n^2 D^4/4\pi^2) \]  
\[ Q_P = K_Q(\rho n^2 D^5/4\pi^2) \]

By dividing one of these coefficients by the other one, a new coefficient expressing the linear relationship between the propeller torque and force is attained as can be seen in Eqn. 2.14.

\[ k_m = Q_P/T_P = (K_Q/K_T)D \]

\[ M_{\text{prop}} = k_m F \]

Notice that for quadcopter, the propeller torques show their act on the body in \( z_B \) direction; therefore, by adding the effect of each rotor, Eqn. 2.15 is now available to express the last component of the moments exerted on body as follows:

\[ M_z = k_m(-F_1 + F_2 - F_3 + F_4) \]  
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2.2.3 Total Moment Exerted on Body Center of Mass

Combining above derivations, the matrix that relates the moments exerted on body center of mass and the propeller force vectors can be constructed.

\[
\begin{bmatrix}
M_x \\
M_y \\
M_z \\
T_c
\end{bmatrix} = \begin{bmatrix} L \\ M \\ N \end{bmatrix} = \begin{bmatrix} 0 & -r & 0 & r \\ r & 0 & -r & 0 \\ -k_m & k_m & -k_m & k_m \end{bmatrix} \begin{bmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \end{bmatrix}
\] (2.17)

This matrix can further be extended with the total thrust produced assuming that no orientation of the vector pointing out from the nose of each motor is present in a direction other than \( z_B \).

\[
\begin{bmatrix}
M_x \\
M_y \\
M_z \\
T_c
\end{bmatrix} = \begin{bmatrix} L \\ M \\ N \end{bmatrix} = \begin{bmatrix} 0 & -l_{arm} & 0 & l_{arm} \\ l_{arm} & 0 & -l_{arm} & 0 \\ -k_m & k_m & -k_m & k_m \end{bmatrix} \begin{bmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \end{bmatrix}
\] (2.18)

2.3 Rigid Body Dynamics

The rigid body equations of attitude motion can generally be described by the Newton-Euler equations of motion, or the energy-oriented approaches such as the Lagrange formulation. These can be expressed in the body frame or in the inertial frame, and can have different model structures and parametrizations. For instance, if the researcher is to deal with the attitude control, the initial point to be aware of is that the generated moments give rise to angular accelerations described by angular momentum dynamics. Eventually, the realization of angular acceleration changes in the model acts as inputs to the orientation dynamics and causes angular attitude changes.

2.3.1 Rotation Matrix

The orientation and position of the quadrotor cannot be described with respect to the moving body frame. Therefore, it is essential to define these properties of
the body with respect to a fixed frame such as the Earth frame. The construction of such relations can be achieved by three rotations from Earth fixed frame to body fixed frame. To model this rotation, a specific sequence of Euler angles known as 3-2-1 (z-y-x) Euler angles can be utilized. The first rotation around g is from s to s through the yaw angle, ψ. Similarly, the second rotation is around 0 from s to s through the pitch angle, θ while the final rotation is around 0 from s to s through the roll angle, φ. The rotations around each axis, x, y and z can respectively be represented with the following rotation matrices considering right-hand rule:

\[
R(x, \phi) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\phi) & -\sin(\phi) \\ 0 & \sin(\phi) & \cos(\phi) \end{bmatrix} 
\]

\[
R(y, \theta) = \begin{bmatrix} \cos(\theta) & 0 & \sin(\theta) \\ 0 & 1 & 0 \\ -\sin(\theta) & 0 & \cos(\theta) \end{bmatrix} 
\]

\[
R(z, \psi) = \begin{bmatrix} \cos(\psi) & -\sin(\psi) & 0 \\ \sin(\psi) & \cos(\psi) & 0 \\ 0 & 0 & 1 \end{bmatrix} 
\]

In order to find the rotation matrix from Earth-fixed to body frame, the matrices for each rotation can be multiplied.

\[
R(\phi, \theta, \psi) = R(x, \phi)R(y, \theta)R(z, \psi) 
\]

Representing cosines by c and sines by s, the final form of the transformation matrix, also known as the direction cosine matrix, is as follows:

\[
R = \begin{bmatrix} c(\theta)c(\psi) & s(\theta)c(\psi)s(\phi) - s(\psi)c(\phi) & c(\phi)s(\theta)c(\psi) + s(\psi)s(\phi) \\ s(\psi)c(\theta) & s(\psi)s(\theta)s(\phi) + c(\psi)c(\phi) & s(\psi)s(\theta)c(\phi) - s(\phi)c(\psi) \\ -s(\theta) & c(\theta)s(\phi) & c(\phi)c(\psi) \end{bmatrix} 
\]

Since the time rates of the orientation dynamics are different from the body angular rates, another transformation matrix from body angular rates \( \begin{bmatrix} p & q & r \end{bmatrix}^T \)
to Euler rates $[\dot{\phi} \ \dot{\theta} \ \dot{\psi}]^T$ is necessary and can be calculated as in the following equations:
\[
[p \ q \ r]^T = R_r(\theta, \phi) \left[ \begin{array}{c} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{array} \right]^T \tag{2.24}
\]
where
\[
R_r(\theta, \phi) = R(x, \phi)R(y, \theta) = \begin{bmatrix} 1 & 0 & -\sin(\theta) \\ 0 & \cos(\phi) & -\sin(\phi)\cos(\theta) \\ 0 & -\sin(\phi) & \cos(\phi)\cos(\theta) \end{bmatrix} \tag{2.25}
\]
Finally, the so-called attitude propagation equations are achieved as follows. Note that these equations connect the Euler rates to the body fixed angular rates:
\[
\left[ \begin{array}{c} \dot{p} \\ \dot{q} \\ \dot{r} \end{array} \right] = \left[ \begin{array}{ccc} 1 & 0 & -\sin(\theta) \\ 0 & \cos(\phi) & -\sin(\phi)\cos(\theta) \\ 0 & -\sin(\phi) & \cos(\phi)\cos(\theta) \end{array} \right] \left[ \begin{array}{c} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{array} \right] + \left[ \begin{array}{c} 1 \sin(\phi)\tan(\theta) \tan(\theta)\cos(\phi) \\ 0 \cos(\phi) & -\sin(\phi) \\ 0 \sin(\phi)/\cos(\theta) & \cos(\phi)/\cos(\theta) \end{array} \right] \left[ \begin{array}{c} p \\ q \\ r \end{array} \right] \tag{2.26}
\]
\[
\left[ \begin{array}{c} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{array} \right] = \left[ \begin{array}{ccc} 1 & \sin(\phi)\tan(\theta) & \tan(\theta)\cos(\phi) \\ 0 & \cos(\phi) & -\sin(\phi) \\ 0 & \sin(\phi)/\cos(\theta) & \cos(\phi)/\cos(\theta) \end{array} \right] \left[ \begin{array}{c} p \\ q \\ r \end{array} \right] \tag{2.27}
\]

### 2.3.2 Rate of Attitude Propagation Equations

The attitude propagation equations for aerial vehicles as in [132] can safely be used for quadrotors to attain the relationship between Euler angles and body fixed rotational accelerations. The derivation of Eqn. 2.27 constructs this correspondence. Written in a shorter form:
\[
\left[ \begin{array}{c} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{array} \right] = P(\phi, \theta) \left[ \begin{array}{c} p \\ q \\ r \end{array} \right] \tag{2.28}
\]
Then, deriving both sides,
\[
\frac{d}{dt} \left[ \begin{array}{c} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{array} \right] = \frac{dP(\phi, \theta)}{dt} \left[ \begin{array}{c} p \\ q \\ r \end{array} \right] + P(\phi, \theta) \frac{d}{dt} \left[ \begin{array}{c} p \\ q \\ r \end{array} \right] \tag{2.29}
\]
Expanding $dP(\phi, \theta)/dt$ as follows and then plugging into Eqn 2.29 yields:
\[
\frac{dP(\phi, \theta)}{dt} = \frac{dP(\phi, \theta)}{d\phi} \frac{d\phi}{dt} + \frac{dP(\phi, \theta)}{d\theta} \frac{d\theta}{dt} = \frac{dP(\phi, \theta)}{d\phi} \dot{\phi} + \frac{dP(\phi, \theta)}{d\theta} \dot{\theta} \tag{2.30}
\]
\[
\begin{bmatrix}
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{bmatrix} = P(\theta, \phi) \begin{bmatrix}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{bmatrix} + \frac{dP(\theta, \phi)}{d\theta} \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \dot{\theta} + \frac{dP(\theta, \phi)}{d\phi} \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \dot{\phi} \tag{2.31}
\]

Finally, plugging Eqn.2.26 into Eqn.2.31:
\[
\begin{bmatrix}
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{bmatrix} = P(\theta, \phi) \begin{bmatrix}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{bmatrix} + \frac{dP(\theta, \phi)}{d\theta} R_r(\theta, \phi) \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \dot{\theta} + \frac{dP(\theta, \phi)}{d\phi} R_r(\theta, \phi) \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \dot{\psi} \tag{2.32}
\]

where
\[
\frac{dP(\theta, \phi)}{d\theta} R_r(\theta, \phi) \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \dot{\theta} = \begin{bmatrix}
\dot{\psi}/\cos(\theta) \\
0 \\
\dot{\psi}\tan(\theta)
\end{bmatrix} \tag{2.33}
\]

and
\[
\frac{dP(\theta, \phi)}{d\phi} R_r(\theta, \phi) \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \dot{\psi} = \begin{bmatrix}
\dot{\phi}\tan(\theta) \\
-\dot{\phi}\psi\cos(\theta) \\
\dot{\phi}/\cos(\theta)
\end{bmatrix} \tag{2.34}
\]

Combining all and shortening sines, cosines, and tangents, as s, c, and t:
\[
\begin{bmatrix}
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{bmatrix} = \begin{bmatrix}
1 & s(\phi)t(\theta) & t(\theta)c(\phi) \\
0 & c(\phi) & -s(\phi) \\
0 & s(\phi)/c(\theta) & c(\phi)/c(\theta)
\end{bmatrix} \begin{bmatrix}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{bmatrix} + \begin{bmatrix}
\dot{\phi}t(\theta) + \dot{\psi}/c(\theta) \\
-\dot{\phi}\psi\cos(\theta) \\
\dot{\phi}/c(\theta) + \dot{\psi}t(\theta)
\end{bmatrix} \tag{2.35}
\]

### 2.3.3 Angular Momentum Dynamics

Note that since the effect of motor commands do not appear directly on the attitude angles, the angular momentum dynamics should be investigated to relate both elements through the rotational body-rates. In [132], it is described that for the element of mass, the moments on a body can be represented by the equation:
\[
\delta \ddot{M} = \frac{d}{dt} \delta \ddot{H} = \frac{d}{dt} (\vec{r} \times \vec{v}) \delta m \tag{2.36}
\]

Then, the angular momentum can be written as:
\[
\dot{H} = \sum \delta \ddot{H} = \sum (\vec{r} \times \vec{v}) \delta m + \sum [\vec{r} \times (\vec{\omega} \times \vec{r})] \delta m \tag{2.37}
\]
where $\omega$ is the angular velocity of the vehicle and $\vec{r}$ is the position of the mass element from the center of mass. Besides, $\vec{H}$ can be written as:

$$
\vec{H} = \begin{bmatrix}
I_x & -I_{xy} & -I_{xz} \\
-I_{xy} & I_y & -I_{yz} \\
-I_{xz} & -I_{yz} & I_z
\end{bmatrix}
\begin{bmatrix}
p \\
q \\
r
\end{bmatrix}
$$

(2.38)

Here, $I_x$, $I_y$, $I_z$ are the mass moments of inertia of the vehicle body around indicated axes and $I_{xy}$, $I_{yz}$, $I_{xz}$ are the products of inertia. The derivative of the angular momentum referring to a rotating body frame can be represented by the following vector identity which brings out the angular momentum equations:

$$
\vec{M} = I\dot{\vec{\omega}} = \left. \frac{d\vec{H}}{dt} \right|_{BFF} + \vec{\omega} \times \vec{H}
$$

(2.39)

Assuming no change of inertia with time and inserting Eqn. 2.38,

$$
\vec{M} = I\dot{\vec{\omega}} + \vec{\omega} \times I\vec{\omega}
$$

(2.40)

$$
\dot{\vec{\omega}} = I^{-1}[\vec{M} - \vec{\omega} \times I\vec{\omega}]
$$

(2.41)

Due to the symmetric structure of quadrocopter body, the products of inertia can be neglected. This fact results in the following statements for the rotational body rates:

$$
\dot{p} = \frac{M_x}{I_x} - qr \frac{(I_z - I_y)}{I_x}
$$

(2.42a)

$$
\dot{q} = \frac{M_y}{I_y} - rp \frac{(I_x - I_z)}{I_y}
$$

(2.42b)

$$
\dot{r} = \frac{M_z}{I_z} - pq \frac{(I_y - I_x)}{I_z}
$$

(2.42c)

### 2.4 Other Considerations for Modelling the Dynamics

To advance the fidelity of modelling, several other segments should be mentioned. The rigid body model can be extended with simplified rotor dynamics and aerodynamics, using a combination of momentum and blade element theory for more accuracy. The produced aerodynamic forces and torques depend on
operating conditions and vehicle motion. Furthermore, the research for small-
scale UAVs makes it necessary to model the actuator dynamics. For now, this
thesis leaves such considerations unattended.

2.5 State-Space Representation of Attitude Dynamics

The following steps are essential in defining state space representation of the
above model dynamics. Firstly, because of the necessity to designate the in-
direct relationship between the attitude dynamics and the motor commands,
the body rotational accelerations, \( \ddot{\vec{\omega}}_B \) can be defined as new control inputs, \( \vec{\upsilon} \).
Now assuming the states \( \begin{bmatrix} \phi & \dot{\phi} & \theta & \dot{\theta} & \psi & \dot{\psi} \end{bmatrix}^T \) for attitude dynamics, the sys-
tem outputs can be chosen as the Euler angles. Combining this knowledge, the
following equations can be written:

\[
\begin{bmatrix} x_1 & x_2 & x_3 & x_4 & x_5 & x_6 \end{bmatrix}^T = \begin{bmatrix} \phi & \dot{\phi} & \theta & \dot{\theta} & \psi & \dot{\psi} \end{bmatrix}^T
\]  
(2.43)

\[
\begin{bmatrix} u_1 & u_2 & u_3 \end{bmatrix}^T = \begin{bmatrix} \dot{\phi} & \dot{\psi} \end{bmatrix}^T_{\text{command}}
\]  
(2.44)

\[
x_1 = \dot{\phi} = x_2
\]  
(2.45)

\[
x_2 = \dot{\theta} + \frac{\dot{\psi}}{c(\theta)} + \dot{\phi} + s(\phi)t(\theta)\dot{q} + t(\theta)c(\phi)\dot{\phi}
\]  
(2.46)

\[
x_3 = \dot{\theta} = x_4
\]  
(2.48)

\[
x_4 = -\dot{\phi}c(\theta) + c(\phi)\dot{q} - s(\phi)\dot{r} = -x_2x_6c(x_3) + c(x_1)v_2 - s(x_1)v_3
\]  
(2.49)

\[
x_5 = \dot{\psi} = x_6
\]  
(2.50)

\[
x_6 = \frac{\dot{\theta}}{c(\theta)} + \frac{\dot{\psi}}{c(\theta)} + \frac{s(\phi)\dot{q}}{c(\theta)} + \frac{c(\phi)\dot{\phi}}{c(\theta)}
\]  
(2.51)

\[
x_7 = \frac{x_2x_4}{c(x_3)} + x_4x_6t(x_3) + \frac{s(x_1)v_2}{c(x_3)} + \frac{c(x_1)v_3}{c(x_3)}
\]  
(2.52)

Next, Euler angles can be collected in the matrix below:

\[
\begin{bmatrix}
\phi \\
\dot{\phi} \\
\theta \\
\dot{\theta} \\
\psi \\
\dot{\psi}
\end{bmatrix}
= \begin{bmatrix}
x_4(x_2t(x_3) + x_6/c(x_3)) \\
-x_2x_6c(x_3) \\
x_4(x_6t(x_3) + x_2/c(x_3))
\end{bmatrix} + \begin{bmatrix}
1 & s(x_1)t(x_3) & t(x_3)c(x_1) \\
0 & c(x_1) & -s(x_1) \\
0 & s(x_1)/c(x_3) & c(x_1)/c(x_3)
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix}
\]  
(2.53)
Finally, the output dynamics can be summarized by:

$$\ddot{y} = f(\vec{x}) + g(\vec{x})\vec{u}$$  \hspace{1cm} (2.54)

The relations and parameters inside and between modelling blocks can be investigated in Figure 2.3 [133].
CHAPTER 3

CONTROL STRATEGIES

The main scope of this thesis is the discussion of various controller possibilities that may be applied to the orientation dynamics of quadrotor. This section provides the fundamental knowledge to be proficient in these methodologies.

3.1 Non-Linear Dynamic Inversion

To use the best aspects of the linear and non-linear approaches, designing attitude controller by non-linear dynamic inversion is an option available for selection. This section includes the basic principles for the non-linear dynamic inversion method firstly theorized and presented by Holzapfel in [134]. The non-linear dynamic inversion method can indeed be regarded as a tool to control a non-linear system as if it is linear.

3.1.1 Regarded Dynamic System

Consider a non-linear dynamic multi-variable system in the following form

\[ \dot{x}_{n\times1} = f_{n\times1}(x_{n\times1}) + G_{n\times m}(x_{n\times1}) \cdot u_{m\times1} \quad (3.1a) \]

\[ y_{m\times1} = h_{m\times1}(x_{n\times1}) \quad (3.1b) \]
where \( x, y \) and \( u \) are respectively the state vector, the output vector and the control (input) vector:

\[
\begin{align*}
    x_{n \times 1} &= \begin{bmatrix} x_1 & \ldots & x_n \end{bmatrix}^T \\
    u_{m \times 1} &= \begin{bmatrix} u_1 & \ldots & u_m \end{bmatrix}^T \\
    y_{m \times 1} &= \begin{bmatrix} y_1 & \ldots & y_m \end{bmatrix}^T
\end{align*}
\]  

(3.2a)  
(3.2b)  
(3.2c)

Also note that \( f(x), G(x) \) and \( h(x) \) can be represented as follows. The vector fields \( f, h \) and \( g_i \) consist of non-linear functions of the state vector \( x \). Moreover, these fields are sufficiently smooth, that is, continuously differentiable several times in their ranges \( D_x \subset \mathbb{R}^n \) and \( D_u \subset \mathbb{R}^m \).

\[
\begin{align*}
    f(x) &= \begin{bmatrix} f_1(x) & \ldots & f_n(x) \end{bmatrix}^T | f : D_x \rightarrow \mathbb{R}^n \\
    h(x) &= \begin{bmatrix} h_1(x) & \ldots & h_m(x) \end{bmatrix}^T | h : D_x \rightarrow \mathbb{R}^m \\
    G(x) &= \begin{bmatrix} g_1 & \ldots & g_m \end{bmatrix}^T | G : D_u \rightarrow \mathbb{R}^m \\
    g_i(x) &= \begin{bmatrix} g_{i1}(x) & \ldots & g_{im}(x) \end{bmatrix}^T | 1 \leq i \leq m
\end{align*}
\]  

(3.3a)  
(3.3b)  
(3.3c)  
(3.3d)

The system for the dynamics explained in the previous section possesses the same number of inputs as outputs. Such systems that are linear in controls are named "input affine". The modification of this method for the treatment of other systems with different numbers of inputs and outputs is also available.

### 3.1.2 Dynamic Inversion

Also called Input/Output linearization, the method of dynamic inversion aims at finding a non-linear state transformation \( z = \Phi(x) \) so that the transformed system has a linear input/output behaviour. This kind of linearization is different from the general approaches used for linear control due to the fact that no approximation is required in the procedure. If such a transformation can be found, linear controller concepts can be exploited for the resulting linear system. Then, this controller can accomplish tasks like the stabilization of the system or the tracking of the prescribed reference trajectories [135], [136], [137].
3.1.3 The Concept of Relative Degree

Before finding the actual non-linear state feedback, some attention should be paid on the topic of the relative degree. The existence of a relative degree vector is necessary for the existence of a linearizing state feedback for MIMO systems. Similar to the MIMO system in the previous section, a SISO system such as $\dot{x} = f(x) + g(x)u$ and $y = h(x)$ with a scalar input $u_i$, a single output $y_i$, a single vector field $g_i(x)$ and a scalar function, $h(x)$ can be considered at this point. Deriving the output variable with respect to time, it is clear that:

\[
\dot{y} = \frac{dy}{dt} = \frac{\partial y}{\partial x} \cdot \frac{\partial x}{\partial t} = \frac{\partial h}{\partial x} \cdot f(x) + \frac{\partial h}{\partial x} \cdot g(x) \cdot u = L_f h(x) + L_g h(x) \cdot u \quad (3.4)
\]

With the assumption that the input $u$ in a given point $x_0$ has no influence on the first derivative of $y$, in other words $L_g h(x_0) = 0$, then the expression can be simplified to

\[
\dot{y} = L_f h(x) \quad (3.5)
\]

The derivation should be proceeded until the input appears explicitly in the $r^{th}$ time derivative of the output which is then actually the lowest derivative of $y$ directly influenced by the control variable. This means that the control inputs have no direct influence on all minor derivatives, $\dot{y}^i(t)$ with $i \leq r$. The significance behind this fact is that the degree up to which the output variable should be derived can be set directly using the available control variable. This number $r$ is called the relative degree of the SISO system of the subject. This degree is also a measure of the least possible delay responsive to the system output at $x_0$ on the control variable.

3.1.4 The Relative Degree of Multi-Variable Systems

The relative degree of a multi-variable system can be attained as follows. Let $\lambda$ a real-valued scalar and smooth function such that $\lambda : U \rightarrow R$ and let $f(x)$ a vector field such that $f : U \rightarrow R^n$, both defined on an open subset $U \in R^n$. The Lie derivative, defined as the gradient of $\lambda(x)$ over $f(x)$, is then:

\[
L_f \lambda(x) = \frac{\partial \lambda(x)}{\partial x} \cdot f(x) = \left[ \frac{\partial \lambda}{\partial x_1} \ldots \frac{\partial \lambda}{\partial x_n} \right] \cdot f(x) \quad (3.6)
\]
The repeated application of the Lie derivative with respect to the same vector field is defined recursively according to:

\[ L^k_f \lambda(x) = \frac{\partial (L^{k-1}_f \lambda(x))}{\partial x} \cdot f(x) \]  

(3.7a)

\[ L^0_f \lambda(x) = \lambda(x) \]  

(3.7b)

Letting \( g(x) \) another vector field with \( g: U \rightarrow R^n \), successive application of the Lie derivative with respect to \( f \) and \( g \) are attained as:

\[ L_g L_f \lambda(x) = \frac{\partial (L_f \lambda(x))}{\partial x} \cdot g(x) \]  

(3.8)

Finally, the application of Lie-derivative on a matrix \( G(x) = \begin{bmatrix} g_1(x) & \cdots & g_m(x) \end{bmatrix} \) such that \( g_i(x): U \rightarrow R^n \). Then, the related lie derivative is:

\[ L_G \lambda(x) = \begin{bmatrix} L_{g_1} \lambda(x) & \cdots & L_{g_m} \lambda(x) \end{bmatrix} \]  

(3.9)

Since the basic knowledge on Lie-derivatives is constructed, the successive derivation of each system output leads to the determination of the relative degree of the MIMO system:

\[ \dot{y}_i = \frac{dy_i}{dt} = \frac{\partial y_i}{\partial x} \cdot \frac{\partial x}{\partial t} \]  

(3.10a)

\[ = \frac{\partial h_i}{\partial x} \cdot \frac{\partial x}{\partial t} = \frac{\partial h_i}{\partial x} \cdot f(x) + \frac{\partial h_i}{\partial x} \cdot G(x) \cdot u \]  

(3.10b)

\[ = L_f h_i(x) + L_G h_i(x) \cdot u = L_f h_i(x) \]  

(3.10c)

\[ \ddot{y}_i = \frac{d\dot{y}_i}{dt} = \frac{\partial \dot{y}_i}{\partial x} \cdot \frac{\partial x}{\partial t} = \frac{\partial L_f h_i}{\partial x} \cdot \frac{\partial x}{\partial t} \]  

(3.11a)

\[ = \frac{\partial L_f h_i}{\partial x} \cdot f(x) + \frac{\partial L_f h_i}{\partial x} \cdot G(x) \cdot u \]  

(3.11b)

\[ = L^2_f h_i(x) + L_G L_f h_i(x) \cdot u = L^2_f h_i(x) \]  

(3.11c)

Assume the direct influence is observed at \( r^{th} \) differentiation. Note that up to now there is no direct influence of control on the output.

\[ y^{r_i}_i = \frac{d y^{r_i}_i}{dt} = \frac{\partial y^{r_i}_i}{\partial x} \cdot \frac{\partial x}{\partial t} = \frac{\partial L^{r_i-1}_f h_i}{\partial x} \cdot \frac{\partial x}{\partial t} \]  

(3.12a)

\[ = \frac{\partial L^{r_i-1}_f h_i}{\partial x} \cdot f(x) + \frac{\partial L^{r_i-1}_f h_i}{\partial x} \cdot G(x) \cdot u \]  

(3.12b)

\[ = L^{r_i}_f h_i(x) + L_G L^{r_i-1}_f h_i(x) \cdot u \]  

(3.12c)
A multi-variable system has a vector of relative degree \([r_1, \ldots, r_m]\) at a point \(x_0 \in \mathbb{R}^n\). Remembering the facts \(L_{g_j}L_{f_i}^j h_i(x) = 0 \ \forall \ 1 \leq j \leq m, \ k \leq r_i - 1, \ 1 \leq i \leq m\) when \(x\) is in the neighbourhood of \(x_0\), the relative degree of the whole system is equal to the summation of the relative degree of each output as indicated in Eqn.3.13

\[
r = \sum_{i=1}^{m} r_i \leq n
\]  

Expanding Eqn. 3.12c which is valid \(\forall i\) such that \(1 \leq i \leq m\),

\[
y_i = L_{f_i}^r h_i(x) + \sum_{k=1}^{m} L_{g_k}L_{f_i}^{r-1} h_i(x) \cdot u_k
\]

The dynamic system can finally be written as:

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_m
\end{pmatrix} = \begin{pmatrix}
L_{f_1}^1 h_1 \\
L_{f_2}^2 h_2 \\
\vdots \\
L_{f_m}^{r_m} h_m
\end{pmatrix} + \begin{pmatrix}
L_{g_1}L_{f_1}^{r-1} h_1 \\
L_{g_2}L_{f_1}^{r-1} h_1 \\
\vdots \\
L_{g_m}L_{f_1}^{r-1} h_1
\end{pmatrix} \begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_m
\end{pmatrix}
\]

In a more compact form, this matrix is actually:

\[
y_i = b(x) + A(x) \cdot u
\]

In multi-variable systems, the non-singularity of the decoupling matrix, \(A(x)\), is one of the defining characteristics of the relative degree and thus taken into consideration. The existence of a relative degree vector guarantees the invertibility of the matrix. If the matrix \(A(x)\) is singular, that is the rank of \(A\) is less than \(m\), then the system has no well-defined relative degree.

The relative degree of the system can be found by investigating the equations in the previous chapter. No direct influence of the control input is present obviously from Eqns 2.45, 2.48 and 2.50. Each of the other equations, namely, 2.47, 2.49, and 2.52 has the relative degree of 2, summing up to a total of 6. This means that the number of states and the relative degree of the system are equal resulting in the non-existence of the internal dynamics within the system.
3.1.5 The Transformation of the System Dynamics

In order for the system to have the properties of a linear Input/Output dynamics, the transformation explained in this section is crucial. Making use of the fact that every output \( y_i \) having a relative degree of \( r_i \) is independent from the control input in the first \( r_i - 1 \) derivatives, and therefore \( L_y L_y^{r_i} h(x) = 0 \) as long as \( k \leq r - 1 \), the following transformation are available for \( 1 \leq j \leq r_k \) when \( 1 \leq k \leq m \):

\[
z_j = \Phi_j(x) = y_{k_j}^{j-1} = L_j^{j-1} h_k(x)
\]

(3.17)

Using this analogy, the following transformation can be achieved for the whole system,

\[
\begin{bmatrix}
z_1 \\
z_2 \\
\vdots \\
z_{r_1+\ldots+r_{m-1}+1} \\
z_r
\end{bmatrix} = \begin{bmatrix}
y_1^0 \\
y_1^{r_1-1} \\
\vdots \\
y_m^0 \\
y_m^{r_m-1}
\end{bmatrix} = \begin{bmatrix}
L_j^0 h_1(x) \\
L_j^{r_1-1} h_1(x) \\
\vdots \\
L_j^0 h_m(x) \\
L_j^{r_m-1} h_m(x)
\end{bmatrix}
\]

(3.18)

In summary, the transformation and its inverse are in the following form:

\[
z = \Phi(x) \rightarrow x = \Phi^{-1}(z)
\]

(3.19)

The discussion remaining at this point is the availability of a unique inversion for the transformation in Eqn. 3.19. If the system has full relative degree, the number of equations and the number of states are equal, resulting in a diffeomorphism. Otherwise, if the system is not full relative degree, additional equations as much as the number of the difference between the state outputs and the relative degree are required. In such a situation, the transformation has to be at least locally uniquely invertible. Note that diffeomorphism can be defined such that a bijective C-mapping \( f : U \rightarrow V \) on open sets of \( U \in X \) and \( V \in Y \) are called diffeomorphism if the inverse mapping \( f^{-1} : V \rightarrow U \) is also a C-mapping. Such a diffeomorphism is global if the mapping and its inverse are invertible \( \forall x \in \mathbb{R}^n \) and smooth (i.e. continuously differentiable).
local diffeomorphism can be referred to if these criteria are not met globally but locally around a point $x_0$.

### 3.1.6 Linearization of State Feedback

The state transformation explained so far paves the way for the construction of a non-linear state feedback which generates a linear and decoupled input-output behaviour. In order to apply the ideas for non-linear dynamic inversion, the control input in the following form can be selected:

$$u = \alpha(x) + \beta(x)\nu$$

(3.20)

At this point, new control variables symbolized with $\nu$ and named "pseudo-controls" should be defined for the transformed system: Now inserting Eqn 3.20 into 3.16, $\alpha$ and $\beta$ can be determined:

$$[y_i^r] = b(x) + A(x) \cdot u = b(x) + A(x) \cdot (\alpha(x) + \beta(x)\nu)$$

(3.21)

Choosing $\alpha$ and $\beta$ as in Eqn. 3.22 allows the reduction of the dynamics of the closed loop to pseudo controls as indicated in Eqn. 3.24.

$$\alpha(x) = A^{-1}(x) \cdot b(x)$$

(3.22a)

$$\beta(x) = A^{-1}(x)$$

(3.22b)

Therefore, the actual control values that will be fed into the track are:

$$u = A^{-1}(x)[\nu - b(x)]$$

(3.23)

The final form of the relation for the input/output dynamics is:

$$[y_1^r \ldots y_m^r]^T = \nu_{m \times 1}$$

(3.24)

This means a replacement of the original, coupled and non-linear dynamics of the output system by pure integrator decoupled chains between the pseudo control variables and the associated output variables. The knowledge gained so far will be exploited to form a basis of the attitude control scheme explained within this thesis.
3.1.7 Non-Linear Dynamic Inversion of Attitude Dynamics of a Quadrocopter

Bringing together the relations expressed in Eqn.\textsuperscript{2.53} and Eqn.\textsuperscript{2.44} the representation of the form\textsuperscript{3.16} has been reached for output variables. Applying the pseudo control equation in Eqn.\textsuperscript{3.24} by choosing outputs as Euler angles and remembering that the relative degree of each output is 2 (i.e. $r_1 = r_2 = r_3 = 2$), the following relationship is deduced.

\[
\begin{bmatrix} \nu_1 & \nu_2 & \nu_3 \end{bmatrix}^T = \begin{bmatrix} \ddot{y}_1 & \ddot{y}_2 & \ddot{y}_3 \end{bmatrix}^T = \begin{bmatrix} \ddot{\Phi} & \ddot{\Theta} & \ddot{\Psi} \end{bmatrix}^T \quad (3.25)
\]

Now, taking the inverse of Eqn.\textsuperscript{2.53} and deriving the relationships for alternative control inputs, $\upsilon$,

\[
v = A^{-1}(x)[\nu - b(x)] \quad (3.26)
\]

can be attained where

\[
A^{-1}(x) = \begin{bmatrix} 1 & 0 & -s(x_3) \\ 0 & c(x_1) & s(x_1)c(x_3) \\ 0 & -s(x_1) & c(x_1)c(x_3) \end{bmatrix} \quad (3.27)
\]

\[
b(x) = \begin{bmatrix} x_4(x_2t(x_3) + x_6/c(x_3)) \\ -x_2x_6c(x_3) \\ x_4(x_6t(x_3) + x_2/c(x_3)) \end{bmatrix} \quad (3.28)
\]

Taking the inverse of Eqn.\textsuperscript{2.53} as explained before and inserting pseudo- and alternative controls into Eqn.\textsuperscript{3.29}:

\[
\begin{bmatrix} \upsilon_1 \\ \upsilon_2 \\ \upsilon_3 \end{bmatrix} = \begin{bmatrix} 1 & 0 & -s\theta \\ 0 & c\phi & s\phi c\theta \\ 0 & -s\phi & c\phi c\theta \end{bmatrix} \begin{bmatrix} \nu_1 \\ \nu_2 \\ \nu_3 \end{bmatrix} - \frac{\dot{\phi}}{\phi} (s\phi + \psi) \begin{bmatrix} \dot{\phi} & \dot{s\phi} + \psi \\ -\phi & \phi c\theta \\ \phi & \phi s\theta \end{bmatrix} \begin{bmatrix} \dot{\phi} \\ \dot{\Theta} \\ \dot{\Psi} \end{bmatrix} \quad (3.29)
\]

\[
\begin{bmatrix} \upsilon_1 \\ \upsilon_2 \\ \upsilon_3 \end{bmatrix} = \begin{bmatrix} 1 & 0 & -s\theta \\ 0 & c\phi & s\phi c\theta \\ 0 & -s\phi & c\phi c\theta \end{bmatrix} \begin{bmatrix} \nu_1 \\ \nu_2 \\ \nu_3 \end{bmatrix} + \dot{\theta} \begin{bmatrix} 0 \\ -s\phi \\ -c\phi \end{bmatrix} + \dot{s\phi} \begin{bmatrix} 0 \\ -c\phi c\theta \\ -s\phi c\theta \end{bmatrix} + \dot{\psi} \begin{bmatrix} 0 \\ -c\phi c\theta \\ -s\phi c\theta \end{bmatrix} + \dot{\Theta} \begin{bmatrix} c\theta \\ -s\phi s\theta \\ -c\phi s\theta \end{bmatrix} \quad (3.30)
\]
Here, alternative and pseudo controls correspond to the body angular rates and Euler accelerations respectively. In order to complete the inversion of attitude dynamics, several additional inversions are required. Firstly, the inverse of angular momentum dynamics is given in Eqn. 2.40 Restating this equation:

$$\vec{M} = I\vec{\omega} + \vec{\omega} \times I\vec{\omega} \tag{3.31}$$

More explicitly,

$$M_x = I_x\dot{p} + qr(I_z - I_y) \tag{3.32a}$$
$$M_y = I_y\dot{q} + rp(I_x - I_z) \tag{3.32b}$$
$$M_z = I_z\dot{r} + pq(I_y - I_x) \tag{3.32c}$$

Secondly, the relationship between propeller forces and the produced body moments and total thrust should be inverted. The inverse of Eqn. 2.18 is

$$\begin{bmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \end{bmatrix} = \begin{bmatrix} 0 & -L & 0 & L \\ L & 0 & -L & 0 \\ -k_m & k_m & -k_m & k_m \\ 1 & 1 & 1 & 1 \end{bmatrix}^{-1} \begin{bmatrix} M_x \\ M_y \\ M_z \\ T_c \end{bmatrix} = \begin{bmatrix} L \\ M \\ N \\ T_c \end{bmatrix} \tag{3.33}$$

Finally, the thrust forces found in Eqn. 3.33 are inputs to the inverse of Eqn. 3.34 which gives the rotational speeds of the brushless motors:

$$\begin{bmatrix} n_1 \\ n_2 \\ n_3 \\ n_4 \end{bmatrix}^T = \begin{bmatrix} F_1/k_m \\ F_2/k_m \\ F_3/k_m \\ F_4/k_m \end{bmatrix}^T \tag{3.34}$$

Figure 3.1 summarizes the input/output linearized non-linear dynamic quadrotor system and the use of state feedback in this procedure. The essence of the idea behind this is that the non-linear characteristics of the quadrocopter dynamics are not neglected during the inversion. As a result, the linearization holds for the whole range of flight.

### 3.2 Reference Model and Error Dynamics

The controller approaches that will be presented in the following chapters are based on a reference model. Therefore, this section aims at building a reference
model for the attitude dynamics of a quadrocopter system. In the previous chapter, the relative degree of each attitude output has been found as 2. This fact points out that the pseudo-control inputs are necessarily the second derivatives of the control commands. The reason for implementing a reference model into this controller structure is that adequately "smooth" reference trajectories and their successive derivations can be generated by such a reference model, of second order for this case, so that the highest derivatives of the commands required for the scheme exist. A well-known linear second order reference model in the following form can be employed in this sense:

\[ \ddot{y}_{ref} + 2\omega_0 \zeta \dot{y}_{ref} + \omega_0^2 y_{ref} = \omega_0^2 y_{cmd} \]  \hspace{1cm} (3.35)

where \( \omega_0 \) is the natural frequency and \( \zeta \) is the damping ratio. With some manipulations, the second derivative can be left in the left side of Eqn. 3.35 and inserting orientation angles into \( x \) variable, a matrix as in Eqn. 3.37 can be attained.

\[ \ddot{y}_{ref} = \omega_0^2 (y_{cmd} - y_{ref}) - 2\omega_0 \zeta \dot{y}_{ref} \]  \hspace{1cm} (3.36)

\[
\begin{bmatrix}
\dddot{\phi}_{ref} \\
\dddot{\theta}_{ref} \\
\dddot{\psi}_{ref}
\end{bmatrix} =
\begin{bmatrix}
\omega^2_{0,\phi} & 0 & 0 \\
0 & \omega^2_{0,\theta} & 0 \\
0 & 0 & \omega^2_{0,\psi}
\end{bmatrix}
\begin{bmatrix}
\dot{\phi}_{ref} \\
\dot{\theta}_{ref} \\
\dot{\psi}_{ref}
\end{bmatrix} -
\begin{bmatrix}
\phi_{cmd} - \phi_{ref} \\
\theta_{cmd} - \theta_{ref} \\
\psi_{cmd} - \psi_{ref}
\end{bmatrix}
- \begin{bmatrix}
2\omega_0 \phi \zeta \phi \\
2\omega_0 \theta \zeta \theta \\
2\omega_0 \psi \zeta \psi
\end{bmatrix}
\begin{bmatrix}
\dot{\phi}_{ref} \\
\dot{\theta}_{ref} \\
\dot{\psi}_{ref}
\end{bmatrix}
\]

In model reference control schemes, the desired plant behaviour is described by a reference model and is driven by a reference input. The control law is then
developed so that the modelling of the closed-loop of the system and that of the plant are equivalent to the reference model. Such a matching guarantees that the plant will behave like the reference model for any reference input signal.

Since the presence of any modelling error, external disturbance or uncertainty is quite probable, there occurs a difference between the second derivative of the system outputs and the pseudo controls provided by the second order reference model constructed for the attitude dynamics.

The integration of this second derivative twice yields to a deviation of the system outputs from the reference commands initially given. This is caused by the fact that the integrators bring forward two poles located at the origin of the state space; thus, the instability of the system. The solution to overcome this problem is taking the error dynamics into account and introducing an error controller by extending the reference pseudo controls with the terms of this controller. Since the system has already been decoupled using the method of state feedback linearization, the error dynamics are available for the description in single input single output form. Let define control error and its first and second time derivatives:

\[
e = y_{i, ref} - y_i \tag{3.38a}
\]

\[
\dot{e} = \dot{y}_{i, ref} - \dot{y}_i \tag{3.38b}
\]

\[
\ddot{e} = \ddot{y}_{i, ref} - \ddot{y}_i \tag{3.38c}
\]

The next step is to show the equation of the extended pseudo control:

\[
u_i = v_{i, ref} + v_{extend} \tag{3.39}
\]

where

\[
v_{i, ref} = \ddot{y}_{i, ref} \tag{3.40a}
\]

\[
v_{extend} = k_d \dot{e} + k_p e + k_i e/s \tag{3.40b}
\]

Note that the extended term actually makes use of a PID-like structure. Now, supposing that there exists some kind of an error in modelling or uncertainty in the system, the corresponding difference between the second derivative of the
output and the pseudo control can be labelled as $\Delta_i(x)$.

\[
\delta_i(x) = \dot{y}_i - v_i \quad \text{(3.41a)}
\]
\[
v_i = -\Delta_i(x) + \ddot{y}_i \quad \text{(3.41b)}
\]

Now inserting Eqns. 3.41a, 3.41b and 3.40b into Eqn. 3.39:

\[
\dot{y}_i - \Delta_i(x) = \dot{y}_{i,\text{ref}} + k_d\dot{e} + k_p e + k_i e/s \quad \text{(3.42)}
\]

Arranging error terms in one side:

\[
\ddot{e} + k_d\dot{e} + k_p e + k_i e/s = -\Delta_i(x) \quad \text{(3.43)}
\]

In order to explicitly determine the error dynamics, let the vector of error states, $e_v = \left[\int e \cdot dt \quad e \quad \dot{e}\right]^T$ exist and thus the error dynamics can be written as:

\[
\dot{e}_v = A_{ed} \cdot e_v + B_{ed} \cdot \Delta \quad \text{(3.44)}
\]

\[
\dot{e}_v = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -k_i & -k_p & -k_d \end{bmatrix} \cdot e_v + \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix} \cdot \Delta \quad \text{(3.45)}
\]

After attaining the relation 3.45, the stability of the error dynamics can be explored by finding the eigenvalues of $A_{ed}$:

\[
|s \cdot I - A_{ed}| = \begin{vmatrix} s & -1 & 0 \\ 0 & s & -1 \\ k_i & kp & s + kd \end{vmatrix} = s^3 + k_d s^2 + k_p s + k_i \quad \text{(3.46a)}
\]

\[
= s^3 + k_d s^2 + k_p s + k_i \quad \text{(3.46b)}
\]

If Eqn. 3.46b is assumed to be equal to the following 3rd order lag element, the coefficients of $k_p$ and $k_d$ can be determined from the natural frequency and the damping ratio and $k_i$ can be chosen accordingly:

\[
s(s^2 + 2\omega_0\zeta s + \omega_0^2) + k_i = s^3 + k_d s^2 + k_p s + k_i \quad \text{(3.47)}
\]

\[
k_d = 2\omega_0\zeta \quad \text{(3.48)}
\]

\[
k_p = \omega_0^2 \quad \text{(3.49)}
\]
3.2.0.1 The Thrust Model of the Motor and Propeller Dynamics

In the methodology of the dynamic modelling of the quadrocopter system, the motor and propeller dynamics is left out of the scope. Inside the reference model, however, the use of a first-order lag element which describes the thrust dynamics can be beneficial. Such a modelling which is also taken into consideration in this work is present in [133]. This thrust modelling, constructed by AscTech, the producer of Humming-bird quadrocopters, and the author of [133], includes different time constants for increases and decreases in input signals and imposes limitations on the first time derivative of these signal. Another significant point of this modelling is that the increase in thrust signal is related to the motor controller, the maximum power of the motor and the implemented internal slew rate while any decreasing signal is linked to the inertia of propeller and motor combination and the drag exerted on the propeller. Figure 3.2 explains this dynamic thrust model.

3.2.1 Parameter Selection

Not only the parameters inside the reference model such as the natural frequency and the damping ratio of each movement axis of the body, and the error controller gains need to be determined but the reference model should also be advanced with the addition of the thrust dynamics of the brushless motor and that the criteria for maximal conditions of body fixed angular accelerations. Note these criteria may change according to the characteristics of a flight phase.
For example, if hover condition is the phase of interest, the required thrust force is equal to the weight of the model and the force per each motor is quarter of this force. Then, the maximum criteria can be obtained as in Eqn.s 3.50a, 3.50b and 3.50c:

\[
\dot{p}_{\text{max}} = \frac{|M_{x,\text{max}}|}{I_{xx}} = 2r \frac{|F_{\text{phase}}|}{I_{xx}} \quad (3.50a)
\]

\[
\dot{q}_{\text{max}} = \frac{|M_{y,\text{max}}|}{I_{yy}} = 2r \frac{|F_{\text{phase}}|}{I_{yy}} \quad (3.50b)
\]

\[
\dot{r}_{\text{max}} = \frac{|M_{z,\text{max}}|}{I_{zz}} = 4k_m \frac{|F_{\text{phase}}|}{I_{zz}} \quad (3.50c)
\]

As a note, Eqn.s 3.50a and 3.50b are equal to each other since the structure of a quadrocopter possesses the property of symmetry in x and y axes. In the formation of the reference model, the main reason for the interest in the maximal properties in body-fixed frame is the existence of actuator saturations. The sensor limit on the Hummingbird quadrocopter is given as 300 deg/s. The rotational rates within the reference model are based on this limitation in each axis. To summarize, the reference model is augmented with the actuator dynamics and saturation limitations. Moreover, this augmentation contains the simple inversion to force input to the thrust model as well as the transformation backwards. In order to respond to the overshooting-related concerns, the damping ratio is selected as "1". Before determining the natural frequencies of attitude axes, various trials should be conducted for this critically damped system by the following simulations schemes. The simulation for the reference model is necessary due to the saturations in non-linear actuator and reference dynamics. The schemes of these simulations are shown in Figure 3.3. As can be examined in these schemes, pitch reference model includes the dynamics of the motors labelled as 1 and 3 that are directly in association with the pitch attitude change. Similarly, the roll reference model is based on motors 2 and 4 related to the roll attitude change while the yaw model contains the influence of all motors. Furthermore, the roll and pitch reference models are actually identical due to the structural symmetry and therefore regarded the same from this point on.

The selection of the natural frequencies for the reference models can be made by evaluating the performance of different options through the simulations already depicted. In the simulations, step inputs of 30 deg/s, 30 deg/s and 27
deg/s are fed to the reference models for pitch, roll and yaw axes, respectively. The attitude and rate responses of the simulations for various natural frequency values can be observed as seen in Figures 3.4(a) and 3.4(b). Additionally, the responses of error controllers are significant in determining reference model natural frequencies since the gains of error controllers are directly affected by the selection of natural frequency and damping ratio values. Figures 3.4(c), 3.4(d), 3.4(e), and 3.4(f) indicate the responses of the error controller to the given step
input commands. Note that these step input commands are fixed at the maximum error value of 15 deg for yaw axis and 25 deg for pitch and roll axes. The responses in pitch and roll axes can be explored for various integral gains of PID structure in error controller as shown in [3.5]. The case for the state responses in the presence of disturbance is also available in these plots.

3.3 Pseudo-Control Hedging (PCH)

This section discusses the implementation of the concept of pseudo control hedging to methodology attained so far. A significant problem for the adaptive control schemes is known as the problem of actuator saturations and may result from actuator position limits, actuator position rate limits and linear input dynamics. In addition to the assumptions, such as affinity and effectiveness in control, the actuator saturations pose a great risk for systems with highly-unstable open-loop characteristics (e.g. a quadrocopter) in terms of control authority since all the control possibilities are gathered within the same four actuators. For our case, such a risk is possible when a deviation between the reference model and the system outputs occurs due to saturations. Some approaches that address this were command adjustments, bounding feedback control and the reduction of adaptation rate.

In an attempt to solve this problem, Johnson [138] proposed a modification to system reference models that aims at preventing the adaptive elements of an adaptive control system from attempting to adapt to the system characteristics of the plant or the controller. PCH differs from other methods in the system part where the modification is made. Aforementioned ones modify the adaptive law or the error signals directly, while PCH relies on modifying error signal from within a reference model. Therefore, PCH protects the adaptive element from problems associated with saturations, hides the system characteristics from adaptive part by moving backwards the reference model, and thus prevents them from seeing the system characteristics as model tracking errors. More clearly, what is desired to be hidden from adaptation is an estimate of the amount the system does not move due to system characteristics. The main motivation in
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quadrotor attitude control in this work is to slow down the reference model exactly as much as the reaction deficit of the command input so as to provide the mentioned hiding.

Let define the difference between the commanded pseudo-control and the achieved pseudo-control (for this case, the reference signal and the plant output) as:

\[ d_i = v - \ddot{y} \]  

(3.51)

where \( v \) is the reference signal and \( \ddot{y} \) is the system output. Note that the reference signal is a function of the states, \( x \) and the command input, \( u_c \) while the system output is based on the actuator dynamics, \( D_{act} \) that changes the command on the system. As stated in [133], the measurements of motor thrusts are not feasible for the controller structure since there occurs a delay even when predicting the thrusts from rotational speeds through a static correlation. Therefore, the estimation of the input can be achieved by using the actuator dynamics and considering the presence of a modelling error as in Eqn. 3.52. Remembering the real thrust input results from the command input and the actuator dynamics, it can be stated that the actuator dynamics should as well be in the estimation
form:

\[ \ddot{y} = \dot{v} + \Delta = \ddot{y} + \Delta \]  \hfill (3.52)

\[ \dot{v} = \ddot{y} = -\Delta \]  \hfill (3.53)

These estimates are then used to get the final expression for the expected reaction deficiency of the system on the input, \( \upsilon_{pch} \):

\[ \upsilon_{pch} = v - \dot{v} \]  \hfill (3.54)

\[ v = \dot{v} + \upsilon_{pch} \]  \hfill (3.55)

Inserting Eqn.s 3.53 and 3.52 into Eqn. 3.51:

\[ d_i = v - \ddot{y} = \dot{v} + \upsilon_{pch} - \dot{v} - \Delta \]  \hfill (3.56)

\[ \ddot{y} = v - \dot{v} - \upsilon_{pch} + \dot{v} + \Delta \]  \hfill (3.57)

\[ \ddot{y} = v + \Delta - \upsilon_{pch} \]  \hfill (3.58)

It should be observed that Eqn. 3.56 is a modification to the structure in Figures 3.3. In such a scheme, the reference input signal is assumed to be equal to the second derivative of the output. The modification in 3.58 can now be applied to Eqn.3.36 and the resulting relationship can be attained as follows:

\[ \ddot{y}_{ref} = v_{ref} - \upsilon_{pch} \]  \hfill (3.59)

\[ \ddot{y}_{ref} = \omega_0^2(y_{cmd} - y_{ref}) - 2\omega_0\zeta \dot{y}_{ref} - \upsilon_{pch} \]  \hfill (3.60)

The modified pseudo control output from the error controller is thus as described in Eqn. 3.61 for an arbitrary axis:

\[ \upsilon_i = \upsilon_{i,ref} + k_d\dot{e} + k_pe + k_ie/s - \upsilon_{pch} \]  \hfill (3.61)

Figures 3.6(b) and 3.6(a) summarizes the reference model structure repectively with and without PCH implementation. The last point that should be discussed under this title is the exact equivalence of the error dynamics before and after modification. The second derivative of the output in the reference model in Eqn.3.41a can be employed as follows:

\[ \ddot{y}_i = \upsilon_{i,ref} + k_d\dot{e} + k_pe + k_ie/s - \upsilon_{i,pch} + \Delta_i(x) \]  \hfill (3.62a)

\[ \ddot{y}_i = \upsilon_{i,ref} + k_d\dot{e} + k_pe + k_ie/s - \upsilon_{i,pch} + \Delta_i(x) \]  \hfill (3.62b)
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Consider the following relations and then plug them into Eqn. 3.62b:

\[
\ddot{e}_i = \ddot{y}_{i,ref} - \ddot{y}_i \tag{3.63a}
\]

\[
\ddot{y}_{i,ref} = \dot{v}_{i,ref} - \dot{v}_{i,pch} \tag{3.63b}
\]

Exactly the same equation in Eqn. 3.43 is thus achieved:

\[
\ddot{e} + k_d \dot{e} + k_p e + k_i e/s = -\Delta_i(x) \tag{3.64}
\]

In summary, the pseudo control hedging protects the actuator dynamics from the error dynamics. Through the use of integral action in the error controller, another advantage of utilizing pseudo control hedging can be conceived which is the interception of the integrator wind-ups. As a drawback, such a modification still leaves the questions about the guarantee of the stability of the whole reference model unanswered.
3.4 Model Reference Adaptive Control

The identification of geometry or system-based parameters of an aerial platform may require exhausting identification or experimentation. Using a controller with the competence to identify the unknown parameters or to resist parameter changes provides robustness by adding adaptive elements. The use of Model Reference Adaptive Control (MRAC) is motivated by this fact. Within the concept of a quadrocopter flight, the adaptation process may include the system inputs, the controller error and some other specific variables, and in this manner, this method targets at serving as a compensator for the uncertainties of the moment of inertia and motor and propeller related parameters of the system.

The general trend in the implementation of an adaptive controller to a quadrotor system is that the plant dynamics is allocated into well-known non-linear and unknown parameters which are often quite expensive to obtain through experiments for small scale UAVs and thus matched by adaptive methods.

MRACs depends on a reference model scheme that matches the dynamics of the platform while adding adaptive elements to the procedure. To have a deeper understanding of the idea of MRAC, some noteworthy points to touch on are the difference of adaptation from a well-known Model Reference Control (MRC) approach and the direct and indirect types of MRAC as explained in [139]. In MRC, the desired plant behaviour is described by a reference model, a reference input and the control law which are developed so that the closed-loop characteristics match the plant behaviour. Figure 3.7 depicts MRC. If the unknown
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plant parameters are estimated and the controller parameters are calculated using these estimations at each time step, such an MRAC is defined as "indirect MRAC". The direct approach for MRACs adapts the controller to compensate for the unknown plant parameters. The derivation of these adaptations and the stability of the closed loop are achieved through Lyapunov analysis. In this scheme, the plant characteristics are parametrized in terms of the desired controller parameter vector, $\Theta_c$. The general MRAC approach is illustrated in Fig. 3.8. In direct MRAC scheme, the controller error is defined as the difference between the outputs of the system and the reference model. The adaptive controller adjustment is accomplished by the employment of this controller error as well as the system inputs. As the limitation of any controller, the dynamics of the adaptive controller is restricted to be slower than that of the real plant. Contrary to the structural adaptive methods like neural networks that approximate the unknown non-linear functions, it is essential to separate the plant dynamics into well-known non-linear functions and unknown parameters in a parameter adaptation scheme. For this specific research, using the analogy achieved by Holzapfel [134] and the studies conducted on quadrotors by Achtelik [133], the controller is separated into two parts, namely, Adaptive Rate and Attitude Controller loops. Figure 3.9 indicates this cascaded controller structure.
3.4.1 Adaptive Rate Controller within MRAC Structure

Inside the adaptive rate controller, the angular momentum equation should be considered. In this manner, the states are chosen as the body angular rate $p$, $q$ and $r$. The trigonometric relation from the Euler angle commands to body rate commands are then separated from the adaptive rate loop. The state equation inside this rate loop can be obtained from Eqn. 2.40 as in Eqn. 3.65:

$$\dot{\omega} = I^{-1} \cdot \vec{M} - I^{-1} \cdot [\vec{\omega} \times I \vec{\omega}]$$

(3.65)

Expanding in matrix form:

$$\begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} = \begin{bmatrix} I_{xx} & 0 & 0 \\ 0 & I_{yy} & 0 \\ 0 & 0 & I_{zz} \end{bmatrix}^{-1} \begin{bmatrix} M_x \\ M_y \\ M_z \end{bmatrix} - \begin{bmatrix} I_{xx} & 0 & 0 \\ 0 & I_{yy} & 0 \\ 0 & 0 & I_{zz} \end{bmatrix}^{-1} \begin{bmatrix} p \\ q \\ r \end{bmatrix} \times \begin{bmatrix} I_{xx} & 0 & 0 \\ 0 & I_{yy} & 0 \\ 0 & 0 & I_{zz} \end{bmatrix} \begin{bmatrix} p \\ q \\ r \end{bmatrix}$$

(3.66)

Inserting Eqn. 2.17 in,

$$\begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} = \begin{bmatrix} I_{xx}^{-1} & 0 & 0 \\ 0 & I_{yy}^{-1} & 0 \\ 0 & 0 & I_{zz}^{-1} \end{bmatrix} \begin{bmatrix} 0 & -r & 0 \\ r & 0 & -r \\ -k_m & k_m & -k_m \end{bmatrix} \begin{bmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \end{bmatrix} - \begin{bmatrix} (I_z - I_y)qr \\ (I_x - I_z)pr \\ (I_y - I_x)pq \end{bmatrix}$$

(3.67)
If the multiplication of body rates are defined as another non-linear elements vector, the matrices turn into Eqn. 3.68.

$$\begin{bmatrix}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{bmatrix} = \begin{bmatrix}
0 & \frac{-r}{I_{xx}} & 0 \\
\frac{r}{I_{yy}} & 0 & \frac{-r}{I_{yy}} \\
-\frac{k_m}{I_{zz}} & \frac{k_m}{I_{zz}} & \frac{-k_m}{I_{zz}}
\end{bmatrix} \begin{bmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4
\end{bmatrix} - \begin{bmatrix}
l_{xx} - l_{yy} & 0 & 0 \\
0 & l_{xx} - l_{zz} & 0 \\
0 & 0 & l_{yy} - l_{zz}
\end{bmatrix} \begin{bmatrix}
qr \\
pq \\
pz
\end{bmatrix} \text{ (3.68)}$$

Investigating this expression, it is clear that the equation is composed of a non-linear part and a control input part. Remembering that adaptiveness is related to parameters like moments of inertia at this point, Eqn. 3.68 can be extended with the linear part of uncertain dynamics and a constant disturbance vector.

$$\dot{x}_p = A_p x_p + B_p \Lambda u + \alpha_p f(x_p) + d \text{ (3.69)}$$

Thanks to this deduction, the state equation for the system is obtained. Next, with an aim to achieve the identification and the compensation of the matrices which contain uncertain parameters, an adaptive control law can be deduced such that the dynamics of the reference model matches the characteristics of the plant output dynamics. Finally, the adaptive control law in the adaptation matrices that represent the parameter uncertainties can be used.

$$u = \Theta_x x_p + \Theta_r r + \Theta_a f(x_p) + \Theta_d d \text{ (3.70)}$$

where $A_p$, $\alpha_p$ and $d$ are the uncertain parameters to be compensated; $r$ are the commands of body angular rates and $\Theta_{x,r,d,a}$ are adaptive gains. Insert Eqn. 3.70 into Eqn. 3.69

$$\dot{x}_p = A_p x_p + B_p \Lambda (\Theta_x x_p + \Theta_r r + \Theta_a f(x_p) + \Theta_d d) + \alpha_p f(x_p) + d \text{ (3.71)}$$

$$\dot{x}_p = (A_p + B_p \Lambda \Theta_x) x_p + B_p \Lambda \Theta_r r + (B_p \Lambda \Theta_a + \alpha_p) f(x_p) + (B_p \Lambda \Theta_d + D) i \text{ (3.72)}$$

$$\dot{x}_p = A_p x_p + B_p \alpha_p f(x_p) + D \dot{i} \text{ (3.73)}$$

The extended rate adaptive controller structure can be investigated in Figure 3.10 as visualized in [133]. The defined structure makes use of a first order reference model:

$$\dot{x}_M = A_M x_M + B_M r \text{ (3.74)}$$
Figure 3.10: Model Reference Adaptive Controller Structure with Adaptive Gains

where \( x_M = \begin{bmatrix} p & q & r \end{bmatrix}^T \), \( r = \begin{bmatrix} p_{cmd} & q_{cmd} & r_{cmd} \end{bmatrix}^T \). The matrices \( A_M \) and \( B_M \) are determined as in Eqns. 3.75a and 3.75b so as to maintain the stability.

\[
A_M = \begin{bmatrix}
-1/T_p & 0 & 0 \\
0 & -1/T_q & 0 \\
0 & 0 & -1/T_r
\end{bmatrix}
\]  
(3.75a)

\[
B_M = \begin{bmatrix}
1/T_p & 0 & 0 \\
0 & 1/T_q & 0 \\
0 & 0 & 1/T_r
\end{bmatrix}
\]  
(3.75b)

Assume that the plant matches the reference dynamics with the ideal gain matrices, \( \Theta^*_x \), \( \Theta^*_\alpha \), \( \Theta^*_r \) and \( \Theta^*_d \).

\[
A_M = A_p = A_p + B_p \Lambda \Theta^*_x
\]  
(3.76)

\[
B_M = B_p = B_p \Lambda \Theta^*_r
\]  
(3.77)

Also note that the terms related to non-linearities and disturbances should be zero:

\[
0 = \alpha_p \Rightarrow B_p \Lambda \Theta^*_\alpha + \alpha_p = 0
\]  
(3.78)

\[
0 = d_p \Rightarrow B_p \Lambda \Theta^*_d + D = 0
\]  
(3.79)
Combining all these knowledge, following relations can be derived.

\[ A_p = A_M - B_p \Lambda \Theta_x^* \]  
\[ B_M = B_p \Lambda \Theta_r^* \]  
\[ \alpha_p = - B_p \Lambda \Theta_\alpha^* \]  
\[ D = - B_p \Lambda \Theta_d^* \]  

(3.80a)  
(3.80b)  
(3.80c)  
(3.80d)

Since the difference between the reference model and the plant is the criteria for the matching, this difference can be defined as the control error. The error dynamics can be found just by looking at its first derivative.

\[ e_{ac} = x_p - x_M \]  
\[ \dot{e}_{ac} = x_P - \dot{x}_M \]  

(3.81a)  
(3.81b)

Inserting in the equations 3.74 and 3.72 into 3.80d, Eqn.3.82 can be attained.

\[ e_{ac} = (A_p + B_p \Lambda \Theta_x) x_p + B_p \Lambda \Theta_r r + (B_p \Lambda \Theta_\alpha + \alpha_p) f(x_p) \]  
\[ + (B_p \Lambda \Theta_d + D) i - (A_M x_M + B_M r) \]  

(3.82)

Also, inserting in Eqn.3.80a, 3.80b, 3.80c and 3.80d,

\[ e_{ac} = (A_m - B_p \Lambda \Theta_x^* + B_p \Lambda \Theta_x) x_p + B_p \Lambda \Theta_r r \]  
\[ + (B_p \Lambda \Theta_\alpha + \alpha_p) f(x_p) + (B_p \Lambda \Theta_d + D) i - (A_m x_M + B_p \Lambda \Theta_r^* r) \]  

(3.83)

Arrange Eqn.3.83 in the following form:

\[ e_{ac} = A_m (x_p - x_m) + B_p \Lambda (\Theta_x - \Theta_x^*) x_p + B_p \Lambda (\Theta_r - \Theta_r^*) r \]  
\[ + B_p \Lambda (\Theta_\alpha - \Theta_\alpha^*) f(x_p) + B_p \Lambda (\Theta_d - \Theta_d^*) i \]  

(3.84)

The subtractions inside the parenthesis in Eqn.3.84 can be defined as the errors between the ideal and the attained parameters.

\[ \tilde{\Theta}_x = \Theta_x - \Theta_x^* \]  
\[ \tilde{\Theta}_r = \Theta_r - \Theta_r^* \]  
\[ \tilde{\Theta}_\alpha = \Theta_\alpha - \Theta_\alpha^* \]  
\[ \tilde{\Theta}_d = \Theta_d - \Theta_d^* \]  

(3.85a)  
(3.85b)  
(3.85c)  
(3.85d)

Paying attention to Eqn.3.81a as well, the final form of error dynamics is obtained in Eqn.3.86 which is actually the fundamental law for adaptation.

\[ \dot{e}_{ac} = A_m e_{ac} + B_p \Lambda \tilde{\Theta}_x x_p + B_p \Lambda \tilde{\Theta}_r r + B_p \Lambda \tilde{\Theta}_\alpha f(x_p) + B_p \Lambda \tilde{\Theta}_d i \]  

(3.86)
3.4.2 Lyapunov’s Direct Method

The discussion on the stability of the dynamic systems described by differential equations by the theory of Lyapunov is not uncommon. Similarly, in order to determine whether an adaptive system is stable or not, Lyapunov’s direct method is a good point to start. The basic idea behind this method is that the continuous dissipation of the total energy of a system causes it to settle down to an equilibrium. The following definitions and theorems are well explained in [140]. Let $\Omega \subseteq \mathbb{R}^n$ be an open set containing the origin. Assume a continuously differentiable function $f : R \times \Omega \rightarrow \mathbb{R}^n$ and $f(0) = 0 \ \forall t$ so that $x(t) = 0$ is a solution to the differential equation $\dot{x} = f(x)$. Suppose $D$ is a neighbourhood of origin within $\Omega$ and the scalar function, $W : D \rightarrow R$, is continuous and initially zero. Then, Defn. [1] can be deduced.

**Definition 1.**

$W \begin{cases} 
  \text{positive semi definite} & \text{if } W(x) \geq 0 \\
  \text{negative semi definite} & \text{if } W(x) \leq 0 \\
  \text{positive definite} & \text{if } W(x) > 0 \\
  \text{negative definite} & \text{if } W(x) < 0 
\end{cases}$

Additionally, suppose that there exist continuous scalar function, $V : R \times D \rightarrow R$, satisfying $V = 0 \ \forall t \in R$. Then,

**Definition 2.**

$V \begin{cases} 
  \text{pos.s.d.} & \text{if } \exists \text{ a pos.s.d. } W : D \rightarrow R \ \text{s.t. } V(x,t) \geq W(x) \ \forall (t,x) \in R \times D \\
  \text{pos.def.} & \text{if } \exists \text{ a pos.def. } W : D \rightarrow R \ \text{s.t. } V(x,t) \geq W(x) \ \forall (t,x) \in R \times D \\
  \text{neg.s.d.} & \text{if } \exists \text{ a neg.s.d. } W : D \rightarrow R \ \text{s.t. } V(x,t) \leq W(x) \ \forall (t,x) \in R \times D \\
  \text{neg.def.} & \text{if } \exists \text{ a neg.def. } W : D \rightarrow R \ \text{s.t. } V(x,t) \leq W(x) \ \forall (t,x) \in R \times D 
\end{cases}$

If $V : R \times D$ is continuously differentiable, then $\dot{V} : R \times D$ exists. The following theorems summarize the Lyapunov Stability analysis used in this study [135].

**Theorem 1.** If $\exists$ a neighbourhood $D$ around the origin and a continuously differentiable positive definite function $V : R \times D \rightarrow R$ whose time derivative is negative semi-definite, then this origin is a Lyapunov stable solution of the differential equation representing the system.
Theorem 2. Let \( \exists \) a neighbourhood \( D \) around the origin and a continuously differentiable positive definite function \( V : R \times D \to R \) whose time derivative is negative semi-definite. Suppose that \( \exists \) a positive definite function \( \tilde{W} : d \to R \) such that \( V(x, t) \leq \tilde{W}(x) \forall (tx) \in R \times D \). Then, this origin is an asymptotically stable solution of the differential equation representing the system.

Theorem 3. Every function satisfying positive definiteness in a neighbourhood \( D \) excluding the origin and having negative semi definite time derivative (i.e. a stable origin point) is called a Lyapunov function.

The overall purpose of Lyapunov’s Direct method is to choose a suitable Lyapunov function to ensure the stability of the system. Also note that one cannot make a deduction just by finding a positive definite time derivative since there may exist another Lyapunov function which results in a stable and even asymptotically stable system.

3.4.3 Lyapunov Analysis for Adaptive Rate Controller

For adaptive systems, the utilization of a Lyapunov function of type in Eqn.3.87 is explained in [141]. Note that \( P, \Lambda \) and \( \Upsilon \) are positive definite symmetric matrices and \( Tr \) designates trace operation.

\[
V = \frac{1}{2} z_1^T P z_1 + \frac{1}{2} Tr z_2^T \Upsilon^{-1} z_2 | \Lambda |
\]  

(3.87)

Following the same analogy, adaptive control error and the differences between the ideal and the real parameters can be chosen as variables. The error variable applies to the first element of Eqn. 3.87 while the differences in Eqns 3.85a, 3.85b, 3.85c and 3.85d apply to the trace elements. The Lyapunov function then becomes Eqn. 3.88

\[
V = \frac{1}{2} e_{ac}^T P e_{ac} + \frac{1}{2} Tr[\hat{\Theta}_x^T \Upsilon_x^{-1} \hat{\Theta}_x | \Lambda ] + \frac{1}{2} Tr[\hat{\Theta}_r^T \Upsilon_r^{-1} \hat{\Theta}_r | \Lambda ]
\]

\[
+ \frac{1}{2} Tr[\hat{\Theta}_a^T \Upsilon_a^{-1} \hat{\Theta}_a | \Lambda ] + \frac{1}{2} Tr[\hat{\Theta}_d^T \Upsilon_d^{-1} \hat{\Theta}_d | \Lambda ]
\]

(3.88)

In Eqn.3.88 it is clear due to the positive definiteness and symmetry of \( P \) and \( \Upsilon \) matrices that the function is positive definite. In order to apply Lyapunov’s direct method to find out whether the chosen Lyapunov function brings stability
to adaptation or not, the time-derivative of this Lyapunov function should be evaluated as in Eqn. 3.90. Before the evaluation, the time derivative of the trace element is expressed in Eqn. 3.89

\[
\frac{1}{2} \frac{d}{dt} [Tr[\Theta^T \Pi^{-1} \Theta | \Lambda]] = \frac{1}{2} Tr[\dot{\Theta}^T \Pi^{-1} \dot{\Theta} | \Lambda] + \frac{1}{2} Tr[\dot{\Theta}^T \Pi^{-1} \dot{\Theta} | \Lambda] = Tr[\dot{\Theta}^T \Pi^{-1} \dot{\Theta} | \Lambda]
\] (3.89)

\[
\dot{V} = \frac{1}{2} [\dot{e}_{ac}^T P \dot{e}_{ac} + \dot{e}_{ac}^T P \dot{e}_{ac} + Tr[\dot{\Theta}_{ac}^T \Pi^{-1} \dot{\Theta}_{ac} | \Lambda] + Tr[\dot{\Theta}_{ac}^T \Pi^{-1} \dot{\Theta}_{ac} | \Lambda] + Tr[\dot{\Theta}_{ac}^T \Pi^{-1} \dot{\Theta}_{ac} | \Lambda] + Tr[\dot{\Theta}_{ac}^T \Pi^{-1} \dot{\Theta}_{ac} | \Lambda]]
\] (3.90)

where

\[
\dot{e}_{ac}^T P \dot{e}_{ac} = (e_{ac}^T P \dot{e}_{ac})^T
\] (3.91)

Now consider:

\[
e_{ac}^T P \dot{e}_{ac} = e_{ac}^T P [A_m e_{ac} + B_p \Lambda \dot{\Theta}_p x_p + B_p \Lambda \dot{\Theta}_p r + B_p \Lambda \dot{\Theta}_p f(x_p) + B_p \Lambda \dot{\Theta}_p d] 
\] (3.92)

\[
\dot{e}_{ac}^T P \dot{e}_{ac} = [A_m e_{ac} + B_p \Lambda \dot{\Theta}_p x_p + B_p \Lambda \dot{\Theta}_p r + B_p \Lambda \dot{\Theta}_p f(x_p) + B_p \Lambda \dot{\Theta}_p d]^T P e_{ac} 
\] (3.93)

The summation of 3.92 and 3.93 leads to 3.94

\[
e_{ac}^T P \dot{e}_{ac} + \dot{e}_{ac}^T P \dot{e}_{ac} = e_{ac}^T P A_m e_{ac} + e_{ac}^T A_m^T P e_{ac} + e_{ac}^T P B_p \Lambda \dot{\Theta}_p x_p \\
+ x_p^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac} + \dot{e}_{ac}^T P B_p \Lambda \dot{\Theta}_p r + r^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac} + e_{ac}^T P B_p \Lambda \dot{\Theta}_p f(x_p) \\
+ f(x_p)^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac} + e_{ac}^T P B_p \Lambda \dot{\Theta}_p d + i^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac}
\] (3.94)

\[
\frac{1}{2} [e_{ac}^T P \dot{e}_{ac} + \dot{e}_{ac}^T P \dot{e}_{ac}] = \frac{1}{2} e_{ac}^T (PA_m + A_m^T P)e_{ac} + x_p^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac} \\
+ r^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac} + f(x_p)^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac} + i^T \dot{\Theta}_p^T \Lambda B_p^T P e_{ac}
\] (3.95)

First of all, the first term of Eqn. 3.95 should be negative definite in order to have a negative definite \( \dot{V} \). This can be achieved by Eqn. 3.96 where \( Q \) is assumed to be a symmetrical positive definite matrix.

\[
PA_m + A_m^T P = -Q
\] (3.96)
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For other adaptation matrix terms, the following relationships in Eqns. 3.97a, 3.97b, 3.97c and 3.97d can be written.

\[ x_p^T \tilde{\Theta}_x^T \Lambda^T B_p^T P e_{ac} = Tr[\tilde{\Theta}_x^T \Lambda^T B_p^T P e_{ac} x_p^T] \] (3.97a)

\[ r^T \tilde{\Theta}_r^T \Lambda^T B_p^T P e_{ac} = Tr[\tilde{\Theta}_r^T \Lambda^T B_p^T P e_{ac} r^T] \] (3.97b)

\[ f^T \tilde{\Theta}_\alpha^T \Lambda^T B_p^T P e_{ac} = Tr[\tilde{\Theta}_\alpha^T \Lambda^T B_p^T P e_{ac} f^T] \] (3.97c)

\[ i^T \tilde{\Theta}_d^T \Lambda^T B_p^T P e_{ac} = Tr[\tilde{\Theta}_d^T \Lambda^T B_p^T P e_{ac} i^T] \] (3.97d)

Through these derivations, Eqn. 3.95 can be rewritten.

\[ \frac{1}{2} e_{ac}^T P \dot{e}_{ac} + e_{ac}^T P e_{ac} = -\frac{1}{2} e_{ac}^T Q e_{ac} + Tr[\tilde{\Theta}_x^T \Lambda^T B_p^T P e_{ac} x_p^T] + Tr[\tilde{\Theta}_r^T \Lambda^T B_p^T P e_{ac} r^T] + Tr[\tilde{\Theta}_\alpha^T \Lambda^T B_p^T P e_{ac} f^T] + Tr[\tilde{\Theta}_d^T \Lambda^T B_p^T P e_{ac} i^T] \] (3.98)

Inserting Eqn. 3.98 into Eqn. 3.90,

\[ \dot{V} = -\frac{1}{2} e_{ac}^T Q e_{ac} + Tr[\tilde{\Theta}_x^T \Lambda^T (B_p^T P e_{ac} x_p^T + \Upsilon_x^{-1} \dot{\Theta}_x)] + Tr[\tilde{\Theta}_r^T \Lambda^T (B_p^T P e_{ac} r^T + \Upsilon_r^{-1} \dot{\Theta}_r)] + Tr[\tilde{\Theta}_\alpha^T \Lambda^T (B_p^T P e_{ac} f^T + \Upsilon_\alpha^{-1} \dot{\Theta}_\alpha)] + Tr[\tilde{\Theta}_d^T \Lambda^T (B_p^T P e_{ac} i^T + \Upsilon_d^{-1} \dot{\Theta}_d)] \] (3.99)

As mentioned before, for the system to be stable, \( \dot{V} \) term should be negative definite or semi definite. By defining \( Q \) as positive definite matrix and equating all trace elements to zero, this aim can be accomplished as shown in Eqns. 3.100a, 3.100b, 3.100c and 3.100d.

\[ \tilde{\Theta}_x^T \Lambda^T (B_p^T P e_{ac} x_p^T + \Upsilon_x^{-1} \dot{\Theta}_x) = 0 \] (3.100a)

\[ \tilde{\Theta}_r^T \Lambda^T (B_p^T P e_{ac} r^T + \Upsilon_r^{-1} \dot{\Theta}_r) = 0 \] (3.100b)

\[ \tilde{\Theta}_\alpha^T \Lambda^T (B_p^T P e_{ac} f^T + \Upsilon_\alpha^{-1} \dot{\Theta}_\alpha) = 0 \] (3.100c)

\[ \tilde{\Theta}_d^T \Lambda^T (B_p^T P e_{ac} i^T + \Upsilon_d^{-1} \dot{\Theta}_d) = 0 \] (3.100d)

By the differentiation of equations from 3.85a to 3.85d and from the knowledge attained in Eqns 3.100a, 3.100b, 3.100c and 3.100d, \( \dot{\Theta} \) terms can be determined. Assuming that the ideal terms, \( \Theta^* \), remain constant, tilde terms turn out to be
the same with the terms that have no tilde. Then the parameter update laws can be attained as in Eqns 3.101a, 3.101b, 3.101c and 3.101d.

\[
\dot{\Theta}_x = -\Upsilon_x B_p^TPe_{ac}x_p^T \\
\dot{\Theta}_x = -\Upsilon_r B_p^TPe_{ac}x_p^T \\
\dot{\Theta}_a = -\Upsilon_a B_p^TPe_{ac}f^T \\
\dot{\Theta}_d = -\Upsilon_d B_p^TPe_{ac}i^T
\]

(3.101a) (3.101b) (3.101c) (3.101d)

With the proper selection of positive definite adaptation rate matrices, \(\Upsilon_x, x, d, r\), as well as \(P\) and \(Q\) discussed in this Lyapunov analysis, the condition \(\dot{V} \leq 0\) and thus the stability can be achieved. Nonetheless, the discussion about the convergence of parameters to the ideal cases or the asymptotic stability is still incomplete. Similar to the case discussed so far, if the derivative of Lyapunov function is negative semi-definite, the convergence of error in adaptive control of time-varying systems may be determined from Barbalat’s Lemma and the following corollary [141].

Lemma 1. Let \(\exists\) a uniformly continuous function \(f(t) : R^+ \rightarrow R\ \forall t\). If \(\exists\) limit \(\int_0^\infty |f(\tau)|d\tau\) and this limit of the integral is finite, then \(\lim_{t \rightarrow \infty} f(t) = 0\).

Corollary 1. If \(\exists\) square integrable \(g\) such that \(g(t) \in L^2 \cap L^\infty\) and \(\dot{g}\) is bounded, then \(\lim_{t \rightarrow \infty} g(t) = 0\).

Before using this corollary, remember that \(\dot{V} \leq 0\) so far and the aim is to show \(\lim_{t \rightarrow \infty} e_{ac}(t) = 0\). First of all, since a Lyapunov function with \(\dot{V} \leq 0\) satisfies \(\dot{t} \leq V(0) < \infty\), it may be claimed that this Lyapunov function, \(V\), is bounded. Besides, since the control error and adaptation parameters are arguments of \(V\), they are also bounded. The stability of the reference model and the boundedness on the control input, the control error and the reference state, \(x_m\) cause \(x_p\) to remain bounded. That is, \(e_{ac}, x_p, \Theta \in L^\infty\). The sole point left in the before applying the Lemma of Barbalat is to show \(e_{ac} \in L^2\). By the fundamental knowledge:

\[
\int_0^t \dot{V}(\tau)d\tau = V(t) - V(0)
\]

(3.102)

Since \(V\) is non-increasing and positive definite, \(V(0) - V(t) \leq V(0)\). Then,

\[
-\int_0^t \dot{V}(\tau)d\tau \leq V(0) < \infty
\]

(3.103)
Reminding $\dot{V} = -\frac{1}{2} e_{ac}^T Q e_{ac}$ and inserting into 3.103
\[ 0 \leq \int_0^t \frac{1}{2} e_{ac}(\tau)^T Q e_{ac}(\tau) d\tau < \infty \] (3.104)
Expression 3.104 shows $e_{ac} \in L_2$. Finally, since $\dot{e}_c \in L_\infty$, the pre-conditions to apply the Barbalat’s Lemma are satisfied and $\lim_{t \to \infty} e_{ac}(t) = 0$.

### 3.4.4 Attitude Loop within MRAC Structure

The attitude control loop in the MRAC structure still depends on the non-linear dynamic inversion. Since the angular momentum dynamics and the uncertain parameters are excluded, this loop only includes trigonometric relations. First of all, the reference model used in the attitude loop of MRAC is exactly the same as the reference model already explained. However, only the first derivative of the output is taken into consideration since the adaptive rate controller needs the first rates of the output as input. Now, defining pseudo controls for this loop, Eqn. 3.105 can be asserted.

\[ \nu = [\dot{\phi}_{pc} \dot{\theta}_{pc} \dot{\psi}_{pc}]^T \] (3.105)

Similar to the construction of the non-linear dynamic inversion scheme, the error dynamics should also be considered. The error can now be defined as the difference between the first derivatives of the outputs $\dot{y}$ and the reference model output rates, $\nu$. Since the deviation between reference command and system output is most possible, the stabilization of the error dynamics of first order should be considered. A stable dynamic can be achieved by a PI-like error controller. The error controller for this loop is as follows.

\[ e = \dot{y}_{ref} - \nu \] (3.106)

\[ \nu = \dot{y}_{ref} + k_p e + k_i e/s \] (3.107)

Also note that the inversion of the relation in Eqn. 2.26 between the body rates and the Euler rates should be reminded. Then, these body rate commands in Eqn. 3.108 are inputs to the adaptation loop.

\[
\begin{bmatrix}
\dot{p}_c \\
\dot{q}_c \\
\dot{r}_c
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & -\sin(\theta) \\
0 & \cos(\phi) & -\sin(\phi)\cos(\theta) \\
0 & -\sin(\phi) & \cos(\phi)\cos(\theta)
\end{bmatrix}
\begin{bmatrix}
\dot{\phi}_{pc} \\
\dot{\theta}_{pc} \\
\dot{\psi}_{pc}
\end{bmatrix}
\] (3.108)
Finally, the pseudo control hedging is implemented by adding the hedge term to the first derivative of the output signal. The outer loop perceives the inner loop as an actuator. By slowing down the reference model, this method hides the actuator dynamics from error dynamics again and the reference model is restricted not to produce any command that the inner loop cannot follow. Through this, the actuator saturations, the integral wind-ups and the unlimited increase in adaptation gains are prevented. The first derivative of the system output is now on the scope and the equations for Pseudo-Control Hedging change as follows:

\[
\dot{y} = \dot{v} + \Delta = \dot{\hat{y}} + \Delta \tag{3.109}
\]

\[
\dot{v} = \dot{\hat{y}} = -\Delta \tag{3.110}
\]

\[
v_{pch} = v - \dot{\hat{v}} \tag{3.111}
\]

\[
v = \dot{\hat{v}} + v_{pch} \tag{3.112}
\]

Inserting Eqns. 3.111 and 3.112 into Eqn. 3.109:

\[
d_i = v - \dot{\hat{y}} = \dot{v} + v_{pch} - \dot{\hat{v}} - \Delta \tag{3.113}
\]

\[
\dot{\hat{y}} = v - \dot{\hat{v}} - v_{pch} + \dot{\hat{v}} + \Delta \tag{3.114}
\]

\[
\dot{\hat{y}} = v + \Delta - v_{pch} \tag{3.115}
\]

Since the reference input signal is assumed to be equal to the first derivative of the output, the modification in Eqn. 3.115 can now be applied to the reference model as follows:

\[
\dot{y}_{ref} = v_{ref} - v_{pch} \tag{3.116}
\]

\[
\ddot{y}_{ref} = \omega_0^2(y_{cmd} - y_{ref}) - 2\omega_0\zeta(\dot{y}_{ref} - v_{pch}) \tag{3.117}
\]

The modified pseudo control output from the error controller is described in Eqn 3.118 for an arbitrary axis:

\[
v_i = v_{i,ref} + k_p e + k_i e/s - v_{pch} \tag{3.118}
\]

Figure 3.11 summarizes the reference model structure in adaptive control using PCH.
### 3.5 Robustness Modifications to MRAC

As a robustness improvement to MRAC, many approaches have been proposed and are present in literature. Narendra \[141\] suggests a persistent excitation in the input that has influence on all modes of the system. Such an approach aims at robustness against uncertainties and disturbances through the achievement of convergence to ideal parameters and the reduction of parameter drift. Other approaches mainly depend on modifications to the adaptive control law. Before any discussion about these methods, the Lyapunov analysis for unmatched uncertainties is most appropriate at this point.

#### 3.5.1 Lyapunov Analysis for Unmatched Uncertainties

Let \( \exists \) a non-linear term \( \epsilon \in \mathbb{R}^n \) representing the uncertainties. Extend Eqn. 3.69 and Eqn. 3.86 with this term.

\[
\dot{x}_p = A_p x_p + B_p \Lambda u + \alpha_p f(x_p) + d + \epsilon(x_p) \tag{3.119}
\]

\[
\dot{e}_{ac} = A_m e_{ac} + B_p \Lambda \tilde{\Theta}_x x_p + B_p \Lambda \tilde{\Theta}_r r + B_p \Lambda \tilde{\Theta}_\alpha f(x_p) + B_p \Lambda \tilde{\Theta}_d d + \epsilon(x_p) \tag{3.120}
\]

Utilizing the same Lyapunov function in Eqn. 3.88, the time derivative, \( \dot{V} \) of the modified dynamics can be expressed as in Eqn. 3.121.

\[
\dot{V} = \frac{1}{2} [\epsilon_{ac}^T P e_{ac} + \epsilon_{ac}^T P e_{ac}] + Tr[\tilde{\Theta}_x^T \Upsilon_1^{-1} \dot{\Theta}_x | \Lambda ] + Tr[\tilde{\Theta}_r^T \Upsilon_2^{-1} \dot{\Theta}_r | \Lambda ]
\]

\[
+ Tr[\tilde{\Theta}_\alpha^T \Upsilon_3^{-1} \dot{\Theta}_\alpha | \Lambda ] + Tr[\tilde{\Theta}_d^T \Upsilon_4^{-1} \dot{\Theta}_d | \Lambda ] \tag{3.121}
\]
\[
\dot{V} = \frac{1}{2} [e_{ac}^T P A_m e_{ac} + e_{ac}^T A_m^T P e_{ac} + \epsilon(x_p) P e_{ac}] + e_{ac}^T P \epsilon(x_p)^T + e_{ac}^T P B_p \Lambda \tilde{\Theta} x p + x_p^T \tilde{\Theta} x^T B_p^T P e_{ac} + e_{ac}^T P B_p \Lambda \tilde{\Theta} r + i^T \tilde{\Theta} x^T B_p^T P e_{ac} + e_{ac}^T P B_p \Lambda \tilde{\Theta} f(x_p) + f(x_p)^T \tilde{\Theta} x^T B_p^T P e_{ac} + e_{ac}^T P B_p \Lambda \tilde{\Theta} d + i^T \tilde{\Theta} d^T B_p^T P e_{ac} + e_{ac}^T P B p \Lambda \tilde{\Theta} d \]
\]

Inserting Eqn. 3.96 into Eqn. 3.122,
\[
\dot{V} = -\frac{1}{2} e_{ac}^T Q e_{ac} + e_{ac}^T P \epsilon(x_p) + Tr[\tilde{\Theta} x^T \Lambda^T (B_p^T P e_{ac} x_p^T + \Upsilon x^{-1} \dot{\tilde{\Theta}}_x)] + Tr[\tilde{\Theta}_r^T \Lambda^T (B_p^T P e_{ac} r^T + \Upsilon r^{-1} \dot{\tilde{\Theta}}_r)] + Tr[\tilde{\Theta}_d^T \Lambda^T (B_p^T P e_{ac} i^T + \Upsilon d^{-1} \dot{\tilde{\Theta}}_d)]
\]

By equating all trace elements to zero as shown in Eqns. 3.100a, 3.100b, 3.100c and 3.100d with adaptive laws, the term \(-\frac{1}{2} e_{ac}^T Q e_{ac} + e_{ac}^T P \epsilon(x_p) e_{ac}\) is left for Lyapunov analysis. Although \(Q\) is still assumed to be positive definite and symmetric, the negative semi-definiteness of the whole expression is valid in a region which should be estimated.

\[
\dot{V} = -\frac{1}{2} e_{ac}^T Q e_{ac} + e_{ac}^T P \epsilon(x_p) \leq 0
\]

\[
-\frac{1}{2} e_{ac}^T Q e_{ac} + e_{ac}^T P \epsilon(x_p) = e_{ac}^T (-\frac{1}{2} Q e_{ac} + P \epsilon(x_p)) \leq 0
\]

\[
-\frac{1}{2} Q e_{ac} + P \epsilon(x_p) \leq 0
\]

Taking norm of both sides,
\[
\| -\frac{1}{2} Q e_{ac} + P \epsilon(x_p) \| \leq 0
\]

\[
-\frac{1}{2} \epsilon_{\text{eig}}(Q) \| e_{ac} \| + \epsilon_{\text{eig}}(P) \| \epsilon(x_p) \| \leq 0
\]

Rearranging Eqn. 3.127b,
\[
\| e_{ac} \| \geq \frac{2 \cdot \epsilon_{\text{eig}}(P)}{\epsilon_{\text{eig}}(Q)} \| e_{ac} \|
\]

To find the maximum upper bound under which the derivative of Lyapunov function will no longer be negative semi definite (i.e. it will be positive definite), the maximum value the right side of the expression in Eqn. 3.128 could take should be considered. This is possible only if the maximum eigenvalue of \(P\) and the minimum eigenvalue of \(Q\) are taken into account as well as the existence of an upper bound to the unmatched uncertainties. Then Eqn. 3.128 becomes:
\[
\| e_{ac} \| \geq \frac{2 \cdot \epsilon_{\text{eig}}(P)_{\text{max}} \epsilon_{ac,max}}{\epsilon_{\text{eig}}(Q)_{\text{min}}} \geq e_{\text{max}}
\]
As a result of these unmatched uncertainties and the existence of such an upper bound, $e_{\text{max}}$, the adaptive parameters of the system may drift when below the boundary, causing drastic increase in parameters and commands which together trigger instability.

### 3.5.2 Dead-Zone Modification

Dead zone modification uses the idea of turning off the adaptation when the error goes below the defined bound $e_{\text{max}}$ in Eqn. 3.129. The difficulty of this approach is the determination of the upper bound as well as the necessity of persistent excitation to eliminate the parameter drift.

### 3.5.3 Sigma-Modification

The addition of a pure damping term to the parameter update law is known as $\sigma$ modification. The adaptive laws are as follows with the addition of error element:

\[
\dot{\Theta}_x = - \Upsilon_x [B_p^T P e_{ac} x_p^T + \sigma \Theta_x] \\
\dot{\Theta}_r = - \Upsilon_r [B_p^T P e_{ac}^r T + \sigma \Theta_r] \\
\dot{\Theta}_\alpha = - \Upsilon_\alpha [B_p^T P e_{ac} f^T + \sigma \Theta_\alpha] \\
\dot{\Theta}_d = - \Upsilon_d [B_p^T P e_{ac} i^T + \sigma \Theta_d] 
\]

(3.130a) (3.130b) (3.130c) (3.130d)

The trace elements in $\dot{V}$ are now changed. Inserting 3.130a, 3.130b, 3.130c and 3.130d into 3.123:

\[
\dot{V} = -\frac{1}{2} e_{ac}^T Q e_{ac} + e_{ac}^T P e(x_p) - \sigma Tr[\tilde{\Theta}_x^T \tilde{\Theta}_x + \tilde{\Theta}_r^T \tilde{\Theta}_r + \tilde{\Theta}_\alpha^T \tilde{\Theta}_\alpha + \tilde{\Theta}_d^T \tilde{\Theta}_d] 
\]

(3.131)

For any $\tilde{\Theta}_i$, it may be asserted that $\exists$ positive constants $k$ and $c_i$ such that $\dot{V} < 0$ outside a compact set $D_i$, $\| e_{ac} \| \leq k$ and $\| vec(\tilde{\Theta}_i^T) \| \leq c_i$. According to [111], $e_{ac}$ and $\tilde{\Theta}_i$ converge to this set and remain bounded. This bound can be adjusted by the proper selection of $\sigma$. Some of the problems caused by unmatched uncertainties remain here due to the additional term "$\Upsilon \sigma \tilde{\Theta}". As the error stays close to zero, the elements of adaptation matrices are also drawn.
back to zero. Therefore, this term is named as the forgetting term. A way to overcome this is again a switching scheme or another modification.

### 3.5.4 e-Modification

The extension of the adaptation with a variable damping term scaled by the norm of the training error is known as e-modification. The modification in adaptive laws are as follows with the addition of $\sigma$ element.

\[
\dot{\Theta}_x = -\Upsilon_x [B_p^T P e_{ac} x_p^T + \| e_{ac} \| \sigma \Theta_x] \tag{3.132a}
\]

\[
\dot{\Theta}_r = -\Upsilon_r [B_p^T P e_{ac} r^T + \| e_{ac} \| \sigma \Theta_r] \tag{3.132b}
\]

\[
\dot{\Theta}_\alpha = -\Upsilon_\alpha [B_p^T P e_{ac} f^T + \| e_{ac} \| \sigma \Theta_\alpha] \tag{3.132c}
\]

\[
\dot{\Theta}_d = -\Upsilon_d [B_p^T P e_{ac} i^T + \| e_{ac} \| \sigma \Theta_d] \tag{3.132d}
\]

The modified $\dot{V}$ is then as follows:

\[
\dot{V} = -\frac{1}{2} e_{ac}^T Q e_{ac} + e_{ac}^T P e(x_p) - \sigma \| e_{ac} \| Tr[\tilde{\Theta}_x^T \tilde{\Theta}_x + \tilde{\Theta}_r^T \tilde{\Theta}_r + \tilde{\Theta}_\alpha^T \tilde{\Theta}_\alpha + \tilde{\Theta}_d^T \tilde{\Theta}_d] \tag{3.133}
\]

As in $\sigma$-modification, the deviations of adaptation parameters from the ideals are here bounded. The extended term is not a forgetting factor here since the term drops when error is zero. However, there still exists a problem with e-modification. The excitation of the system in one axis causing the activation of e-modification results in the approaching of the adaptation parameters in other axes to zero. To prevent the convergence of adaptation to zero, e-modification can be separated in each control axis by multiplying the additional term with the magnitude of the control error in each axis. This new multiplier can be defined as follows:

\[
E_{as} = \begin{bmatrix}
|e_x| & 0 & 0 \\
0 & |e_y| & 0 \\
0 & 0 & |e_z|
\end{bmatrix} \tag{3.134}
\]
The adaptive laws can finally be obtained as:

\[
\dot{\Theta}_x = -\Upsilon_x [B_p^T P e_{ac} x_p^T + \| e_{ac} \| \sigma \Theta_x E_{as}]
\]

(3.135a)

\[
\dot{\Theta}_r = -\Upsilon_r [B_p^T P e_{ac} r^T + \| e_{ac} \| \sigma \Theta_r E_{as}]
\]

(3.135b)

\[
\dot{\Theta}_a = -\Upsilon_a [B_p^T P e_{ac} f^T + \| e_{ac} \| \sigma \Theta_a E_{as}]
\]

(3.135c)

\[
\dot{\Theta}_d = -\Upsilon_d [B_p^T P e_{ac} i^T + \| e_{ac} \| \sigma \Theta_d E_{as}]
\]

(3.135d)

3.6 Integral Back-stepping

First proposed by Kanellakopoulos [142] and put into application by Tan [143], integral back-stepping method is employed for quadrotors by Bouabdallah in [100] where asymptotic stability is guaranteed and some robustness to uncertainties is achieved. Moreover, the integral action deals with the steady state error accumulation. The control strategy can be summarized as:

\[
U_{roll} = \frac{1}{b_1} [(1 - c_1^2 + \lambda_1) e_1 + (c_1 + c_2) e_2 - c_1 \lambda_1 \kappa_1 + \dot{\phi}_d - \dot{\psi} a_1 - \dot{\Omega} a_2]
\]

(3.136)

\[
U_{pitch} = \frac{1}{b_2} [(1 - c_3^2 + \lambda_2) e_3 + (c_3 + c_4) e_4 - c_3 \lambda_2 \kappa_2 + \dot{\theta}_d - \dot{\psi} a_3 + \dot{\phi} a_4]
\]

(3.137)

\[
U_{yaw} = \frac{1}{b_3} [(1 - c_5^2 + \lambda_3) e_5 + (c_5 + c_6) e_6 - c_5 \lambda_3 \kappa_3]
\]

(3.138)

where

- \(a_1 = (I_{yy} - I_{zz})/I_{xx}\)
- \(a_2 = J_r/I_{xx}\)
- \(b_1 = 1/I_{xx}\)
- \(b_2 = 1/I_{yy}\)
- \(b_3 = 1/I_{zz}\)

\(\Omega\) is propeller angular speed; 
\(c_2\) is the angular speed loop convergence constant;
\(c_3, c_4, c_5, c_6, \lambda_2, \lambda_3\) are positive constants and \(\kappa_2, \kappa_3\) are the integral track errors of other states. The necessity of gain adjustments for this method is clear and after a pre-work, the results in Figures 3.12 can be highlighted. Any increase in the values of \(c_1\) variables brings about results such as smaller overshoot, less numbers of oscillations and shorter settling time. The delay and difference in the convergence of the sinusoidal responses to the sinusoidal input is clear in Figure 3.12(d). However, the results achieved by the greatest \(c_1\) value are still closest to the desired trajectory. The smallest value of \(c_2\) achieves the smallest overshoot while the time to respond is open to discussion. Nevertheless, for the sinusoidal input case, the results of the highest values remains closer to the desired trajectory. for this analyses, all parameters except the investigated ones are kept constant.
Figure 3.12: Gain Adjustments for Integral Backstepping Method

(a) Gain Adjustments for various $c_2$ values with a step input
(b) Gain Adjustments for various $c_2$ values with a sine input
(c) Gain Adjustments for various $c_1$ values with a step input
(d) Gain Adjustments for various $c_1$ values with a sine input
CHAPTER 4

RESULTS AND DISCUSSION FOR VARIOUS CONTROLLER OPTIONS

4.1 Simulation Notes

This section presents the results of the attitude control strategies explained in the previous chapter. The system is simulated with both noiseless and noisy measurements essential for reflecting the effect of real sensors. The parameter changes that represent the uncertainties in parameters and the presence of unknown disturbances are taken into consideration as well. The scenario of parameter uncertainty includes the insertion of the parameters of an entirely different quadrotor model into the simulation code. The unknown disturbance is modelled as a pulse wave element with certain period, width, amplitude and phase. In the procedure, such a pulse is added to the moment generated in the axis of desired motion. That is, for a desired rolling trajectory fed to the system, the rolling moment generation is extended with this element. The properties of the quadrocopter platform to be used in analysis can be found in Table 4.1 as given in [133].

Table 4.1: Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{xx,yy}$</td>
<td>$5.6 \cdot 10^{-3}$</td>
<td>$kg \cdot m^2$</td>
</tr>
<tr>
<td>$I_{zz}$</td>
<td>$8.1 \cdot 10^{-3}$</td>
<td>$kg \cdot m^2$</td>
</tr>
<tr>
<td>mass</td>
<td>0.48</td>
<td>$kg$</td>
</tr>
</tbody>
</table>
Another element that should be discussed for the simulations is the type of the command fed to the system. In the simulations of the attitude controller options, constant and circular trajectory tracking problems are taken into account. Therefore, a desired constant orientation in attitude and a sinusoidal attitude tracking command can initially be defined for simulations. The input types can be found on Table 4.2. Note that firstly both commands types are given only in one axis for different scenarios. Then, step commands that represent the desired trajectories in two axes are provided to discuss the capabilities of the controllers further. The input cases are present in Table 4.2.

### Table 4.2: Input Types

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Command and Axes</th>
<th>Input Value [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant Trajectory</td>
<td>Step Roll</td>
<td>25</td>
</tr>
<tr>
<td>Constant Trajectory</td>
<td>Step Roll &amp; Pitch</td>
<td>[15, 15]</td>
</tr>
<tr>
<td>Circular Trajectory</td>
<td>Sinusoidal Roll</td>
<td>$Asin(\omega t)$</td>
</tr>
</tbody>
</table>

Noise modelling within the scope of this work is essential since the capabilities of any adaptation purpose strongly depend on the resilience of the controller against the presence of disturbances and noise. For noise modelling, the angular measurements are extended with the addition of discrete-time white Gaussian noise. The probability density function of such noise with n-dimension can be stated as in Eqn. 4.1. In this equation, $K$ denotes the covariance matrix, $x$ is the n-length vector and $\mu$ is the mean value vector.

$$ f(x) = ((2\pi)^n det(K))^{-1/2}e^{-(x-\mu)^T K^{-1} (x-\mu) / 2} $$

The level of distortion assumed in measurements can be summarized as statistically around $10^{-6}$ deg for attitude angles and $10^{-2}$ deg/s for Euler and body angular rates. To show the effect of the uncertain parameters on the system and the controllers in the model, the moments of inertia in the system blocks are changed with the moments of inertia of another quadrotor model. To get a better comprehension about the scenarios, Table 4.3 can be visited.
4.2 Simulation Results for Constant Attitude Tracking

Figures 4.1, 4.2, 4.3 and 4.4 indicate responses and error accumulations in attitude angles for the fixed step input cases. The general trends in the simulation results of the constant attitude trajectory tracking highlight the necessity of the use of the adaptation concept. First of all, the responses in the roll states of all the methods track comparably well for noiseless case as depicted in Figures 4.1(a) and 4.1(b). In this case, the base controller built on Model Reference Control and Non-Linear Dynamic Inversion performs best while both Model Reference Adaptive and Integral Backstepping Controllers also perform very well with excusable exceptions. There exists a second delay in IB as well as over- and under-shootings in both methods. The errors in pitch and yaw states could be kept acceptably close to zero for all the methods in noiseless case. The results of IB and base controller in the noisy case demonstrate a similar trend to the results in the noiseless case; however, for MRAC, the existence of a drift of several degrees from the target with time is obvious in Figures 4.2(a). In Figures 4.3(a) and 4.3(b), the roll response of the base control method fails while both Integral Backstepping and adaptive controllers achieve to converge to the desired trajectory. It is clear that the drift in MRAC scheme is still present. Above all, the vitality of the adaptation is clearly explicit with the results in the presence of unknown disturbance. Obviously visible in Figures 4.4(a) and 4.4(b), the only controller that achieves the desired trajectory is MRAC which could achieve to tolerate the pulses in the system in this case.
Figure 4.1: Simulation of fixed angular orientation control with no noise
Figure 4.2: Simulation of fixed angular orientation control with noise addition

(a) Roll State Response
(b) Roll Error
(c) Pitch State Response
(d) Pitch Error
(e) Yaw State Response
(f) Yaw Error
Figure 4.3: Simulation of fixed angular orientation control with a different quadrotor model
Figure 4.4: Simulation of fixed angular orientation control in the presence of unknown disturbance
4.3 Simulations Results for Sinusoidal Input with Various Periods

The second fundamental input fed to the controller systems as a tracking challenge is the sinusoidal command type. The sinusoidal command can be represented by $A \sin(\omega t)$ where $A$ is amplitude and $\omega$ is the angular frequency. In order to investigate the influence of the adaptation and the other methods against the changes in the amplitude and frequency of the sinusoidal input, the scenarios in Table 4.4 can be considered. These scenarios include two different amplitude and frequency values which sum up to a total of 4 cases. Note that all these cases include parameter uncertainty.

Table 4.4: Figures regarding Simulations with Sinusoidal Inputs under Parameter Uncertainty organized according to their Amplitude and Periods

<table>
<thead>
<tr>
<th>Amplitude &amp; Period</th>
<th>$\omega = 1$</th>
<th>$\omega = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A = 1$</td>
<td>Figures 4.5(a), B.5(a), B.6(a)</td>
<td>Figures 4.5(b), B.5(b), B.6(b)</td>
</tr>
<tr>
<td>$A = 0.5$</td>
<td>Figures 4.5(c), B.5(c), B.6(c)</td>
<td>Figures 4.5(d), B.5(d), B.6(d)</td>
</tr>
</tbody>
</table>

The results of these scenarios with sinusoidal commands are present in Figures 4.5. Figures B.1, B.2, B.3 and B.4 in Appendices can be visited for further results with sinusoidal commands. Concerning the results of the noiseless and noisy cases, it can be claimed that the error of Integral Backstepping-based Controller is greater than that of other methods as can be seen in Figures ?? and B.2(b). The gap between the desired trajectory and the trajectory that IB-controller could achieve even soars in the existence of parameter uncertainty. For the discussed cases, the performance of both MRAC and NLDI+MRC are within the desired limits. Besides, the performance of NLDI+MRC show smaller difference in phase than MRAC. Nevertheless, as in the cases with constant orientation trajectory tracking, the presence of unknown disturbance could not be tolerated by IB and NLDI+MRC techniques which diverge with the hit of the pulse waves. The significance of adaptation is undeniable again thanks to
the performance of MRAC under the circumstance with unknown disturbance in the system. Although, MRAC does not fail, it should be stated that the phase difference between MRAC results and the desired trajectory is more obvious when compared to the previous cases. All these phenomena can be explored in Figures 3.3 and 3.4.

Figure 4.5: Simulation of sinusoidal command with various periods and amplitudes in the presence of uncertain parameter

In Figures 4.5(a) and 4.5(c) where \( \omega = 1 \), roll responses of NLDI+MRC stay closest to the desired orientation trajectory while adaptation method also remain relatively close except at the peaks of the sinusoidal motion. The greatest error
for these graphs are attained with Integral Backstepping technique. When the frequency of the sinusoidal motion is increased, at the amplitude value of 1 as in Figure 4.5(b), both NDI+MRC and IB lose their functionality while response of MRAC still tracks the desired trajectory. At a relatively lower amplitude value of 0.5; as can be investigated in Figure 4.5(d), overall analysis is similar to that made for Figure 4.5(c) with an exception. The exception is the disrupted behaviour in the tracking of Integral Backstepping which bear more resemblance to the performance in Figure 4.5(b).

### 4.4 Error Norms of the Simulation Results

In order to find basis for the discussions about the simulation results in the previous chapters about sinusoidal and constant roll input types, 2-norms and absolute maximum values of state error vectors can be investigated. Table 4.5 includes the 2-norms of the error vectors while Table 4.6 includes the maximum absolute values of error vectors regarding a specified method for different scenarios and input cases. Specifically, in Table 4.5 it is clear that the maximum absolute values and 2-norms of roll errors in MRAC scheme are substantially smaller than those of IB and base controller under the existence of unknown disturbances. When the values regarding errors in roll states and uncertain parameters are explored, error norms of base controllers are intolerably higher than the others. 2-norms of roll error vectors increase 20 times for NLDI+MRC, approximately 37 times for IB and 15 times for MRAC in noisy and noiseless cases when the input type is changed from the step to the sinusoidal type. These drastic growths are not observed in the cases with disturbances and uncertainty. Another point that is worthy of mentioning is the stabilized levels of errors in pitch and yaw for nearly all cases. The exceptions are the pitch response when the parameter uncertainty is present and the yaw response under the influence of unknown disturbances. The ineffectiveness of Integral Backstepping when giving a sinusoidal roll command to the system is apparent from the roll error column of 2-norms. Although the capabilities of base controller scheme and MRAC are around the same for the first two scenarios again for sinusoidal input,
MRAC outperforms the other option when disturbances or uncertainties come into picture. Finally, the performance of Integral Back-stepping controller is higher in the pitch and yaw axes in which there are no commands given. However, this fact does not prevent the divergence of the method in the commanded roll axis. A final note is that the frequencies and amplitudes of all the sinusoidal commands given are respectively 2 and 1. These values correspond to the error norms and maximum error values in Tables 4.5 and 4.6.

Table 4.5: 2-Norm of the Error Vectors of the Control Methods for Different Scenarios and Inputs

<table>
<thead>
<tr>
<th>Input</th>
<th>Scenario</th>
<th>NLDI+MRC</th>
<th>IB</th>
<th>MRAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>roll roll</td>
<td>no noise</td>
<td>1.0795</td>
<td>2.0481</td>
<td>2.0427</td>
</tr>
<tr>
<td>roll roll</td>
<td>noise</td>
<td>1.0717</td>
<td>2.0841</td>
<td>2.5128</td>
</tr>
<tr>
<td>roll roll</td>
<td>unc.par.</td>
<td>2.0741e +04</td>
<td>3.9845</td>
<td>4.3518</td>
</tr>
<tr>
<td>roll roll</td>
<td>un.dist.</td>
<td>4.3144e +05</td>
<td>1.7120e +02</td>
<td>2.5144e +01</td>
</tr>
<tr>
<td>roll pitch</td>
<td>no noise</td>
<td>1.5665e −12</td>
<td>1.1433e −14</td>
<td>3.3485e −06</td>
</tr>
<tr>
<td>roll pitch</td>
<td>noise</td>
<td>0.1279</td>
<td>0.0627</td>
<td>2.0552</td>
</tr>
<tr>
<td>roll pitch</td>
<td>unc.par.</td>
<td>1.0198e +01</td>
<td>0.1338</td>
<td>4.2199</td>
</tr>
<tr>
<td>roll pitch</td>
<td>un.dist.</td>
<td>0.2324</td>
<td>0.0792</td>
<td>4.1535</td>
</tr>
<tr>
<td>roll yaw</td>
<td>no noise</td>
<td>2.5981e −12</td>
<td>1.2519e −14</td>
<td>1.1941e −06</td>
</tr>
<tr>
<td>roll yaw</td>
<td>noise</td>
<td>0.2566</td>
<td>0.0887</td>
<td>4.2370</td>
</tr>
<tr>
<td>roll yaw</td>
<td>unc.par.</td>
<td>49.1056</td>
<td>0.1074</td>
<td>5.0665</td>
</tr>
<tr>
<td>roll yaw</td>
<td>un.dist.</td>
<td>0.8044</td>
<td>0.0782</td>
<td>10.4082</td>
</tr>
<tr>
<td>roll sin. roll</td>
<td>no noise</td>
<td>25.9914</td>
<td>74.8984</td>
<td>31.2972</td>
</tr>
<tr>
<td>roll sin. roll</td>
<td>noise</td>
<td>25.9964</td>
<td>74.8985</td>
<td>31.4806</td>
</tr>
<tr>
<td>roll sin. roll</td>
<td>unc.par.</td>
<td>4.9398e +04</td>
<td>192.0969</td>
<td>37.1123</td>
</tr>
<tr>
<td>roll sin. roll</td>
<td>un.dist.</td>
<td>4.3150e +05</td>
<td>176.462</td>
<td>37.6292</td>
</tr>
<tr>
<td>pitch sin. roll</td>
<td>no noise</td>
<td>1.9070e −13</td>
<td>1.4268e −15</td>
<td>2.1919</td>
</tr>
<tr>
<td>pitch sin. roll</td>
<td>noise</td>
<td>0.1276</td>
<td>0.0798</td>
<td>3.3223</td>
</tr>
<tr>
<td>pitch sin. roll</td>
<td>unc.par.</td>
<td>0.4067</td>
<td>1.1337</td>
<td>6.3836</td>
</tr>
<tr>
<td>pitch sin. roll</td>
<td>un.dist.</td>
<td>0.1843</td>
<td>0.0824</td>
<td>4.1596</td>
</tr>
<tr>
<td>yaw sin. roll</td>
<td>no noise</td>
<td>6.8959e −13</td>
<td>1.2001e −14</td>
<td>1.4172</td>
</tr>
<tr>
<td>yaw sin. roll</td>
<td>noise</td>
<td>0.1849</td>
<td>0.0868</td>
<td>6.0031</td>
</tr>
<tr>
<td>yaw sin. roll</td>
<td>unc.par.</td>
<td>0.7427</td>
<td>0.9903</td>
<td>1.0701e +01</td>
</tr>
<tr>
<td>yaw sin. roll</td>
<td>un.dist.</td>
<td>0.4953</td>
<td>0.0913</td>
<td>6.8714</td>
</tr>
</tbody>
</table>
Table 4.6: Maximum Absolute Values of the Error Vectors of the Control Methods for Different Scenarios and Inputs

<table>
<thead>
<tr>
<th>Input</th>
<th>Scenario</th>
<th>Max. Abs. Values of Errors [rad]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NLDI+MRC</td>
<td>IB</td>
</tr>
<tr>
<td>roll step</td>
<td>no noise</td>
<td>2.3947</td>
</tr>
<tr>
<td>roll step</td>
<td>noise</td>
<td>2.4070</td>
</tr>
<tr>
<td>roll step</td>
<td>unc.par.</td>
<td>2.7075e+04</td>
</tr>
<tr>
<td>roll step</td>
<td>un.dist.</td>
<td>4.3144e+05</td>
</tr>
<tr>
<td>roll step</td>
<td>no noise</td>
<td>1.565e−12</td>
</tr>
<tr>
<td>pitch</td>
<td>no noise</td>
<td>0.1279</td>
</tr>
<tr>
<td>pitch</td>
<td>noise</td>
<td>0.5121</td>
</tr>
<tr>
<td>pitch</td>
<td>unc.par.</td>
<td>0.2324</td>
</tr>
<tr>
<td>pitch</td>
<td>un.dist.</td>
<td>0.8044</td>
</tr>
<tr>
<td>roll sin.</td>
<td>no noise</td>
<td>0.2626</td>
</tr>
<tr>
<td>yaw</td>
<td>no noise</td>
<td>0.2648</td>
</tr>
<tr>
<td>yaw</td>
<td>noise</td>
<td>2.4700</td>
</tr>
<tr>
<td>yaw</td>
<td>unc.par.</td>
<td>0.8044</td>
</tr>
<tr>
<td>yaw</td>
<td>un.dist.</td>
<td>0.2626</td>
</tr>
<tr>
<td>sin. roll</td>
<td>no noise</td>
<td>0.0027</td>
</tr>
<tr>
<td>sin. roll</td>
<td>noise</td>
<td>0.0145</td>
</tr>
<tr>
<td>sin. roll</td>
<td>unc.par.</td>
<td>0.0054</td>
</tr>
<tr>
<td>sin. roll</td>
<td>un.dist.</td>
<td>0.0145</td>
</tr>
</tbody>
</table>

4.5 Discussion for Simultaneous Inputs in 2-Different Axes

For a wider conception, the simulations held for some simultaneous input types can be beneficial to test the controllers. The results can be visited in Appendix A. Figures A.1, A.2, A.3 and A.4 demonstrate the responses when the system is given simultaneous step inputs in two different axes. Under the circumstance
of step inputs in two axes irrespective of the existence of noise, the combination of non-linear dynamic inversion technique and model reference controller performs adequately well when compared to other options which oscillate before converging. However, under the existence of parameter uncertainty, this combination fails as in the single input case. For this specific case, both IB controller and MRAC function in an acceptable manner. Similar to the case with the single input, when an unknown disturbance is present in the system, MRAC still remains as the only functioning method. These deductions are attained from Figures A.1, A.2, A.3 and A.4 which are available in App. A. An overall summary attained via the findings in this section is again the vitality of the use of adaptation especially in the presence of uncertainty and disturbances.

4.6 Simulation Results with Various Step-size Values

In adaptation, the sensitivity of the simulation results to the selection of step-size is another topic that should be dissected. Table 4.7 shows the levels of step-sizes and the labels of graphs regarding these analyses which are conducted for MRAC in the existence of both parameter uncertainty and unknown disturbances where the opted inputs are constant roll and pitch commands.

Table 4.7: Various Step Sizes Used for Simulations

<table>
<thead>
<tr>
<th>Step-sizes (sec):</th>
<th>$10^{-2}$</th>
<th>$5 \cdot 10^{-3}$</th>
<th>$10^{-3}$</th>
</tr>
</thead>
</table>

The general trend in Figures 4.6 is that the step size changes does not lead to significant impressions on the responses of the controllers. This deduction is distinctive in Figures 4.6(a), 4.6(c) and 4.6(e) regarding parameter uncertainty. Figure 4.6(b), 4.6(d) and 4.6(f) also supports the consistency of MRAC results with different step-sizes. The results with different step sizes just fit on the top of each other. Consequently, these inferences ensure the independence of the adaptation method from the time step. Besides, the frequencies around 100 Hz which are generally considered for real-world applications result in satisfactory outcomes for experimental aims.
Figure 4.6: The Simulation of 2-Axis Fixed Orientation Commands in the Presence of Uncertain Parameters and Unknown Disturbances in Roll with Various Step-sizes
4.7 Simulations Results with Various Fixed-Step ODE Solver Methods

An analysis about the validity of the solver types used for the simulation should be carried out for the procedure. In a general simulation procedure, variable or fixed step-size solvers methods can be chosen dependent on the aims. The numeric methods considered for this study are fixed-step ODE solvers. In cases when the integration with a constant time step is present, some of the methods used may be more sensitive to the changes in step sizes or step size properties than others. In the simulations discussed until this point, a fixed-step ODE solver method of order 4 is used. Such a scheme is also named Runge-Kutta. Table 4.8 shows the solver types to be compared and Figures 4.7 illustrate the results attained with these ODE solvers for step roll command in the existence of parameter uncertainty. As shown in Figure 4.7(d) which is a zoom of 4.7(c), the difference between different types of solvers is around the level of $10^{-3}$ deg. By these observations, it is safe to assert that the simulation results of the adaptation are independent from the type of fixed-step numeric ODE solver used in the simulation procedure. Notice that the results with different solvers designated in the legend just fit on the top of each other. In another words, all lines in the graphs nearly correspond to each other from the large scale of Figures 4.7(a), 4.7(b) and 4.7(c). That is why only the result of Runge-Kutta method seems visible in Figures 4.7(a), 4.7(b) and 4.7(c). No other lines with any other colors regarding other methods is therefore invisible. A final note in this section is the step size used which is $10^{-3}$ sec.

Table 4.8: Comparison of Fixed-Step ODE Solver Types for Simulation

<table>
<thead>
<tr>
<th>Order of Method</th>
<th>Solver Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Runge – Kutta</td>
</tr>
<tr>
<td>2</td>
<td>Heun</td>
</tr>
<tr>
<td>3</td>
<td>Bogacki – Shampine</td>
</tr>
<tr>
<td>5</td>
<td>Dormand – Prince</td>
</tr>
</tbody>
</table>
4.8 Simulations Results with Various Levels of Disturbances

Instead of only one set, using several sets of unknown disturbances may give an idea about the boundaries of the capabilities of the adaptive controller and the range where the adaptation operates well. The input type chosen for this section is a step roll command. At this point, let remember the definition for unknown disturbances. In the simulation, the disturbance is defined as a pulse wave represented by an amplitude, $A_{\text{pulse}}$, a period, $T_{\text{pulse}}$, width, $w_{\text{pulse}}$ and a
phase, $P_{\text{pulse}}$. Note that $T_{\text{pulse}}$ is 5 sec, $w_{\text{pulse}}$ is 0.5 sec and $P_{\text{pulse}}$ is 0 sec. Table 4.9 contains amplitude levels for the disturbances considered within this section.

Table 4.9: Disturbance Levels for the Case with Various Unknown Disturbances

<table>
<thead>
<tr>
<th>Set Number</th>
<th>Disturbance Level ($A_{\text{pulse}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dist.1</td>
<td>0.1</td>
</tr>
<tr>
<td>dist.2</td>
<td>0.25</td>
</tr>
<tr>
<td>dist.3</td>
<td>0.4</td>
</tr>
<tr>
<td>dist.4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 4.8: Simulation results of fixed angular orientation in the presence of various levels of unknown disturbances
Investigating the peaks caused by the pulse waves in Figure 4.8(a), it is clear that the greater amplitude levels cause these peaks to reach a greater level. Especially, the first peak caused by the initial wave is 5 times higher than the successive waves. Moreover, the peak in the roll response caused by the unknown disturbance in rolling moment is 10 degrees for the label dist-4 and 6 degrees for the label dist-1 which are successively maximum and minimum amplitudes among the roll response of all cases. In Figures 4.8(b) and 4.8(c), the responses in pitch and yaw responses caused by disturbances do not point out much change in behaviour due to changing amplitudes.

4.9 Simulations Results with Various Levels of Uncertain Parameters

Based on the same notion benefited in the previous section, defining several sets for parameter uncertainty may help while deciding the effectiveness of the adaptation as well. The parameters of concern in this section are moments of inertia of the platform. The true values of the moments of inertia that are assumed for the quadrotor are labelled as $I_{x,y,z}$. The coefficient of these inertias in the parameter uncertainty level column of Table 4.10 indicates the set of values assigned for a new simulation. The results can be explored in Figures 4.9. The input command considered for this section is a step roll command again. As can be detected in Figures 4.9(a), 4.9(b) and 4.9(c), the state responses with set number 1 containing the values of a quadrotor platform 5 times higher in all axes result in oscillatory behaviour although roll state finally remains bounded. It is clear in all the figures that the error between the desired trajectory and the state responses drops off as the moments of inertia are reduced. The force command given to the right motor of the quadrotor is shown in Figure 4.9(d). Apparent from the chosen rotor in Fig. 4.9(d), there is no saturation observed in the command although the oscillatory behaviour of the adaptive controller is clear when dealing with the high level of uncertainties.
Table 4.10: Uncertainty Levels for the Case with Various Uncertain Parameters

<table>
<thead>
<tr>
<th>Set Number</th>
<th>Parameter Uncertainty Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>set.no = 1</td>
<td>$5 \cdot I_{x,y,z}$</td>
</tr>
<tr>
<td>set.no = 2</td>
<td>$I_{x,y,z}$</td>
</tr>
<tr>
<td>set.no = 3</td>
<td>$0.2 \cdot I_{x,y,z}$</td>
</tr>
<tr>
<td>set.no = 4</td>
<td>$0.1 \cdot I_{x,y,z}$</td>
</tr>
</tbody>
</table>

Figure 4.9: Simulation results of fixed angular orientation in the presence of various uncertain parameters
CHAPTER 5

RESULTS AND DISCUSSION FOR ADAPTATION
AND ROBUSTNESS MODIFICATIONS

This chapter includes the discussions about the convergence of adaptation gains and the influence of the use of robustness modifications to MRAC.

5.1 Adaptation Gains for Simulations

The adaptation gains to be investigated within this section belong to the results attained in the previous chapter. Figure 5.1 visualizes the variation of adaptation gains with time in the specified states and cases. Notice that the legends labelled as fore, aft, left and right indicate the motors of the quadrocopter. In Figures 5.1(a), 5.1(e) and 5.2(a), the fundamental element causing the gains to remain bounded is clearly the non-existence of noise in the simulations. Regardless of the presence of unknown disturbance or parametric uncertainty, the extension with the noise elements leads to the drift-away of the gain elements in a specific time duration. The outcomes shown in Figures 5.1(c), 5.1(d), 5.2(c) and 5.2(d) are also consistent with the results of the experiments held in [133]. Via the modification of MRAC with Dead-Zone, the controller is transformed into a structure where the adaptation is switched off below an error criteria and the adaptation gains remain unforgotten. When the drift-away due the Dead-Zone modification is the scope of interest, as shown in Figures 5.3(e) and 5.3(f), the problem of drifting-away continues with noise addition. Without noise, however, the gains remain bounded as in Figures 5.3(a), 5.3(b), 5.3(c) and 5.3(d).
Figure 5.1: MRAC Adaptation Gains related to State Outputs in the simulation of attitude control for roll step-input tracking.
Figure 5.2: MRAC Adaptation Gains related to State Outputs in the simulation of attitude control for roll step-input tracking (continued)
Figure 5.3: MRAC+Dead-Zone Modification Adaptation Gains related to State Outputs in the simulation of attitude control for roll step-input tracking
5.2 Simulation Results and Discussion for Robustness Modifications and Unmodified Adaptation

For the discussion of the influence of the robustness modifications to the model reference adaptive control, the input cases in Table 4.3 are considered. Note that commands in both 1- and 2-axes are considered for step type input. The commands in all other axes that are not designated in Table 4.4 are assumed to be zero.

Table 5.1: Input Types

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Command and Axes</th>
<th>Input Value [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant Trajectory</td>
<td>Step Roll</td>
<td>25</td>
</tr>
<tr>
<td>Constant Trajectory</td>
<td>Step Roll and Pitch</td>
<td>25, 25</td>
</tr>
</tbody>
</table>

Table 4.7 includes information about the scenarios and the input types for those cases. The corresponding figures are also shown in Table 4.7.

Table 5.2: Simulation Scenarios with their figure numbers

<table>
<thead>
<tr>
<th>Input &amp; Scenario</th>
<th>Step Roll</th>
<th>Step Roll and Pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>noise+unknown dist.</td>
<td>Fig. 5.4</td>
<td>Fig. C.1</td>
</tr>
<tr>
<td>noise+unknown dist. + unci.par.</td>
<td>Fig. C.2</td>
<td>Fig. 5.5</td>
</tr>
</tbody>
</table>

The modification types that are considered in a specific figure are summarized in Table 4.8. The robustness modifications that are utilized in this section are Dead-Zone extended MRAC, e-modification, σ-modification and Dead-Zone extended e-modification. In order to achieve trustworthy results from the comparison of modification methods, the unmodified MRAC is also considered.

Table 5.3: Modification Types in Figures

<table>
<thead>
<tr>
<th>Controller Types</th>
<th>Figure Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRAC,σ-,e-mod</td>
<td>5.4(a) 5.4(b) C.1(a) C.1(b) C.2(a) C.2(b) 5.5(a) 5.5(b)</td>
</tr>
<tr>
<td>MRAC,MRAC+DZ</td>
<td>5.4(c) 5.4(d) C.1(c) C.1(d) C.2(c) C.2(d) 5.5(c) 5.5(d)</td>
</tr>
<tr>
<td>σ-,e-,e-mod+DZ</td>
<td>5.4(e) 5.4(f) D.1(a) D.1(b) C.2(e) C.2(f) 5.5(e) 5.5(f)</td>
</tr>
</tbody>
</table>
Figures 5.4, C.1, C.2 and 5.5 include the errors in the indicated states. The legends for controller types are also indicated in the graphs as well as in Table 4.8.

As indicated in the related sub-figures of Figures 5.4, C.1, C.2, and 5.5, $\sigma$ modification do not function as desired and should be eliminated from the list of robustness modifications to be used. As mentioned before, the main advantage of using a dead-zone switching is to prevent from the forgetting of adaptation gains. The results in Figures 5.4(c), 5.4(d), C.1(c), C.1(d), C.2(c), C.2(d), 5.5(c), and 5.5(d) point out that the performance of a dead-zone modification remains nearly the same as the unmodified controller for all the cases.

Finally, taking the e-modification method into the scope of the discussion, the main deduction is that, only in the existence of more than one scenario element, the significance of e-modification could be put forward more explicitly. Focusing on Figures 5.4(b) and 5.1(b), the e-modification holds better performance, especially when the errors in the pitch axis is considered. The results in roll axis can be claimed to remain similar for unmodified and e-modified MRACs. A drawback discovered in the results for e-modification is the oscillatory behaviour. Nevertheless, the remaining of the behaviour within the levels of several degrees and the fact that better choice of gains may hold better behaviour compensate the influences of this discovery on the system. Similar to the case in Dead-Zone modification to the pure MRAC, the Dead-Zone modification extension to the e-modified MRAC does not show visible improvements in the performance; however, conceptually, it prevents the gains from being drawn to zero here as well.
Figure 5.4: State Error Responses of Various MRAC Robustness Modifications for Step Roll-Input Trajectory Tracking in the presence of noise and unknown disturbance
Figure 5.5: State Error Responses of Various MRAC Robustness Modifications for Step Roll and Pitch-Input Trajectory Tracking in the presence of noise, parameter uncertainty and unknown disturbance
CHAPTER 6

CONCLUSION

This thesis presents attitude controller options for the quadrotor dynamical system in the presence of 1) excellent sensors, 2) noisy measurements, 3) the presence of parameter uncertainty and 4) unknown disturbances. Firstly, Non-linear Dynamic Inversion is employed as a feedback linearization tool to transform the system into a non-linear form where linear tools are also available for use in attitude control structure. Nevertheless, the requirement of precise system knowledge forced the research to broaden to the field of adaptive control that suggests a systematic plan for automatic adjustment of controllers in real time, in order to sustain a desired level of control system performance when the system parameters of the dynamic model are not precisely known over time. Using Model Reference Adaptive Control, the controller is designed to form a cascaded structure. Composed of two loops, purely trigonometric attitude loop and rate loop based on uncertainties and an adaptive law, this controller is deduced to be adequately agile in parameter change compensations in real flight. Furthermore, pseudo-control hedging is inserted into these two controllers with an aim to solve the wind-up problem of integrators in error controllers as well as the unlimited growth of adaptive gains triggered by actuator saturations. The main motivation of this is indeed to slow down the reference model exactly as much as the reaction deficit of the command input so as to hide the adaptive elements from the system characteristics and the saturations. This way, the error controller is not allowed to give the rate command signals the rate loop cannot follow. As a compelling member of model-based control family, Integral Back-stepping Technique is explored and studied for performance discussion.
The simulation results show that all controllers operate exceptionally in noiseless and noisy scenarios. Under the cases where high-level parameter uncertainties or unknown disturbances exist, however, the performance loss of base controller and Integral Back-stepping are obvious. In coherence with its purpose of integration into the controller, only adaptive algorithm survives such cases and outperforms the others. Nonetheless, for other controller options, the explicit information about important system parameters and correct controller gains need to be known for functioning as desired. All these outperforming deductions are supported by 2-norms and maximum absolute value of error vectors in the commanded state axis numerically.

This confirms the strength of adaptation laws for the cases including the existence of disturbances, non-modelled dynamics and unmatched uncertainties. Furthermore, the boundedness of the adaptive gain parameters are provided as well. The modifications of dead-zone implementation, $\sigma$ and e-modifications are investigated so as to improve the robustness of the adaptation. Particularly, the use of e-modification and dead-zone implementation together holds potential for experimentation.

The future work of this thesis is the experimental verification of the methodologies discussed. The validation of current simulations may be finalized with the addition of flight test data. The experimental judgements on parameter selections can be addressed as well. The experiments may also include information on parameter designation, performance under external real disturbance and input signal tracking. The main motivation for future work is that the experimentation of attitude controllers sets up the basis for future research aims such as target tracking, obstacle avoidance and formation flight.
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APPENDIX A

FURTHER CONSTANT TRAJECTORY RESULTS

In this section, the results for various simulation cases can be investigated further. For the discussion of these figures, refer to section 4.2.

Figure A.1: Simulation of angular control for fixed angular orientation tracking in two axes with no noise
Figure A.2: Simulation of angular control for sinusoidal tracking in two axes with noise addition
Figure A.3: Simulation of angular control for sinusoidal tracking in two axes with a different quadrotor model
Figure A.4: Simulation of angular control for sinusoidal tracking in two axes in the presence of unknown disturbance
Figure A.5: Simulation of angular control for fixed angular orientation tracking in two axes with no noise (cont.)
APPENDIX B

FURTHER SINUSOIDAL INPUT RESULTS

For the discussion of the figures in this appendix, refer to Section 4.3.

Figure B.1: Simulation of angular control for sinusoidal tracking with no noise
Figure B.2: Simulation of angular control for sinusoidal tracking with noise addition
Figure B.3: Simulation of angular control for sinusoidal tracking with a different quadrotor model
Figure B.4: Simulation of angular control for sinusoidal tracking in the presence of unknown disturbance
(a) Pitch Response for $A=1$ and $\omega=1$

(b) Pitch Response for $A=1$ and $\omega=2$

(c) Pitch Response for $A=0.5$ and $\omega=1$

(d) Pitch Response for $A=0.5$ and $\omega=2$

Figure B.5: Simulation of sinusoidal command with various periods and amplitudes in the presence of unknown disturbance
Figure B.6: Simulation of sinusoidal command with various periods and amplitudes in the presence of unknown disturbance
APPENDIX C

FURTHER MODIFICATION RESULTS

For the discussion of the figures in Appendix C refer to Section 5.2.

Figure C.1: State Error Responses of Various MRAC Robustness Modifications for Step Roll-Input Trajectory Tracking in the presence of noise, parameter uncertainty and unknown disturbance.
Figure C.2: State Error Responses of Various MRAC Robustness Modifications for Step Roll and Pitch-Input Trajectory Tracking in the presence of noise and unknown disturbance
Figure D.1: State Error Responses of Various MRAC Robustness Modifications for Step Roll-Input Trajectory Tracking in the presence of noise, parameter uncertainty and unknown disturbance