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ABSTRACT

POST OPERATIVE PROGNOSTIC PREDICTION OF ESOPHAGEAL
CANCER CASES USING BAYESIAN NETWORKS AND SUPPORT
VECTOR MACHINES

Negin Bagherzadi
M.Sc, Medical Informatics Program
Supervisor: Assist. Prof. Dr. Aybar Can Acar

May 2014, 79 pages

The objective of this thesis is to develop and analyze the performances of a number
of classifiers in prognosis classification based on a medical history data set.
Generally, data mining uses algorithms originating in different disciplines such as
artificial intelligence, statistics, optimization, database theory etc., to clarify available
data. In this study, Support Vector Machine and Bayesian Network methods have
been used. The data analyzed are clinical pathology records of patients with
esophageal cancer who received an esophagectomy operation between 2003 and
2011. A large number of prognostic factors have been considered to classify the
patients on prognosis. These factors found to be predictive were age, sex, dysphagia,
odynophagia, lost weight, vomit, nausea, pathological N, pathological T, FEVI,
tumor grade and tumor length. Classification trials for Support Vector Machine have
shown %72.38 training accuracy with a generalization accuracy of %70.58, which
was established by cross-validation. Support Vector Machine was used as the first
method for data and SVM was found to achieve good accuracy on a data set of 119
patients when used in conjunction with PCA; SVM can be helpful for black-box
analysis when data are irregularly distributed and produce accurate classifiers.
Bayesian Network is the second method that is used in this study to solve missing
data problem in the previous method. Bayesian Network can classify several
different types of variables simultaneously. The quality of the results of the network
that has been created for this study depends on the quality of the model. Performance
of the model with Bayesian Network that is used in this study is 73.10% for 119
patients.

Keywords: Support Vector Machine, Bayesian Networks, Classification, Medical
Data Analysis, Esophageal Cancer.
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ESOFAGUS KANSER VAKALARININ BAYES AGLARI VE DESTEK
VEKTOR MAKINALARI KULLANILARAK AMELIYAT SONRASI
PROGNOSTIK TAHMINI

NEGIN BAGHERZADI
Yiksek Lisans, Tip Biligimi
Tez Danismani: Assist. Prof. Dr. Aybar Can Acar

Mayis 2014, 79 pages

Bu tezin amaci, tibbi bir veri setini siniflandirmak icin bir dizi etkili siniflandirma
modelini gelistirmek ve performanslarint analiz etmektir. Genellikle, veri
madenciliginde, mevcut verileri agiklamak icin, yapay zeka, istatistik, optimizasyon,
veri tabani teorisi gibi ¢esitli alanlardan gelen algoritmalari1 kullanilir. Bu ¢alismada,
Destek Vektor Makinesi ve Bayes Ag yontemleri kullanilmaktadir. Analiz verileri,
2003 ve 2011 yillar1 arasinda bir 6zefajektomi operasyonu gec¢irmis Ozofagus
kanserli hastalarin klinik patoloji kayitlaridir. Hastalarin prognozlarina gore
siiflandirilabilmeleri i¢in prognostik olarak etkili olabilecek biiylik grup faktor
analiz edilmistir. Bu faktorlerden tahminde etkili bulunanlar yas, cinsiyet, disfaji,
odinofaji, kilo kaybi, kusma, bulanti, patolojik N, patolojik T, FEV1, tiimor derecesi,
tiimor boyu olmustur. Yapilan siniflandirma deneylerinde, Destek Vektor Makinesi
%72.38 0grenme dogrulugu ve ¢apraz-dogrulama ile %70.58 genelleme basarisi
goriilmiistiir. Destek Vektor Makinesi ilk yontem olarak kullanildi ve PCA ile
desteklendiginde en iyi dogruluk orani elde edildi; SVM diizensiz dagilan ve tam
modellenemeyen verilerin analizi i¢in dogru siniflandirict iiretebilir. Bayes Agi
onceki yontemde eksik veri sorununu ¢ozmek icin, bu ¢alismada kullanilan ikinci
yontemdir. Bayes Aglar1 ayn1 anda birkag¢ farkli degisken tiirde siniflandirabilir. Bu
calisma i¢in olusturulmus ag sonuglariin kalitesi modelin kalitesine baghdir. Bu
calismada kullanilan Bayes ag1 modelinin dogrulugu 119 hasta i¢in %73.10 dir.

Keywords: Destek Vektor Makinesi, Bayesian Aglari, siniflandirma, Tibbi Veri
Analizi, Ozofagus Kanseriz.
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CHAPTER 1

INTRODUCTION

1.1. Motivation

Data mining and Machine Learning Techniques

Nowadays, computer systems and programs are one of the developed fields in
artificial intelligent that designed to help to experts where the human knowledge
are invalid and it is not enough. There are some trends in medical decision
system that shows the need to obtain formal and logic reasoning, for this purpose
using intelligent data analysis systems are useful for extraction of statistical
knowledge from patient’s data that they are sorted in medical records [1].

Data mining is a process to extract the meaningless data from huge data sets. In
last year’s researchers and doctors try to solve many medical analyzing problems
by data mining approaches, for this purpose they have to understand the structure
of the main and real data and statistical view point of model.

There are techniques to create expert systems like decision theory [2] symbolic
reasoning technology [3] and probabilistic belief networks [4] and machine
learning. Clustering is another technique for intelligent data analysis.

We can classify machine learning methods into three branches such as:

Pattern Recognition methods have many important role in machine learning such
as (K-nearest neighbors and Bayesian classifiers [5] and [6]) and Neural
Networks [7] and decision trees [8].

We can use machine learning methods to improve medical decisions because
these methods can be applied to most medical domains such as diagnostic and
prognostic cases in oncology [9] esophagus cancer [10] and many other diseases.
By learning the past experiences we can improve diagnosis and prognosis
problems.

Prognostic models are important tools in medicine. Given a set of patient specific
parameters, they predict the future incidence of a medical event or outcome for
specific diseases (e.g. expected survival for cardiovascular diseases and cancer).
The models are used for prediction purposes. Predictions help doctors and
patients to make treatment choices. Prognostic models describe the relationship
between predictor and outcome variables. The standard methodology to achieve
an objective explanation of this relationship to build predictive models from a set



of observed patient data and outcomes. All patient data that are available are then
taken into account for model development. Subsequently, variables that are
found to have predictive value for the outcome are selected for inclusion to the
model (feature selection).

Medical specialist need to be assisted in their decisions and there is a fact that the
cost of medical care is increasing and medical errors are increasing too, so using
computer assistance to support medical decision making will lead doctors to
make fewer mistakes.

In this study the main question is from patient to doctors. They focus on asking
questions such as “How long do you predict my life span?” or “What is my life
expectancy after surgery?”

1.2. Goal

In order to optimize the doctor’s answers for these kinds of questions we use two
methods “Support vector machine” and “Bayesian Networks” to help to doctors
for their decisions and statistical analyzing.

Medical applications of Support Vector Machine and Bayesian Networks

Support Vector Machine is one of the important methods for Classification.
SVM has successful applications in many complex problems in data mining.
Support Vector Machine is a useful method in solving medical problems.

Bayesian networks are used in many medical problems as a classification. One
reason is the popularity of Bayesian networks in medicine because the structure
of networks is composed of directed acyclic graphs (DAGs) and suggest causal
relationships among the input variables.

Bayesian networks have advantages such as analyzing the network is a potential
benefit for the medical community and conditional probability distribution is
another advantage of Bayesian Networks.

Bayesian network can works in various medical applications and allows for the
users to evaluate with other data sets with existing hypotheses.

1.3. Outline of Thesis

This thesis consists of 5 chapters as follows:

In chapter 1, we briefly give a review of data mining and machine learning, the
aim of this thesis study and the outline of the thesis.

In chapter 2, we describe the background of disease and statistical distribution of
this disease around the world and data reduction is described for decreasing
feature numbers that it used for our first method, our methods “Support Vector
Machine” and “Bayesian Networks” is introduced that we applied for
classification on esophagus cancer database. Another topic that we mentioned in
this chapter is about software that assists us to classify data and analyze the
results as a statistical view point.



In chapter 3, we present the dataset which is given from Ankara Numune
Teaching and Research Hospital between 2003 and 2011 and the use of PCA and
SVM and Bayesian Networks at this study described in detail in this chapter.

In chapter 4, the results are provided and discussed. We used Confusion Matrix
and Receiver Operating Characteristic (ROC) for analyzing our first method
performance to obtain best model of SVM for classification and for second
method we used a lot of networks to find best relation between features.

In chapter 5, the results and discussions of this thesis work are summarized and
we present the main conclusions.






CHAPTER 2

BACKGROUND AND RELATED WORKS
2.1. BACKGROUND OF DISEASE

In early twentieth century, scientists have been interested in esophageal carcinoma.
Epidemiologic studies have shown the “esophageal cancer belt” which has generated
a drastic concern in etiology and other risk factors [11]. By combining different
therapy modalities and introducing new agents similar to “hyperthermia” and
“biologic response modifier”, approaches to treatment have taken long steps.
Contrary to these efforts, the overall prospects of survival in esophageal carcinoma
remain grim [12] and [13].

International variations in the occurrence of squamous cell carcinoma of the
esophagus are perhaps greater than any other tumour. It does not spread uniformly
across the world. As Figure 2.1 represents, in the United States and Britain 0.02% of
people are suffering from the carcinoma of the Esophagus, this number increases to
0.16% in parts of South Africa and the Honan Province of China and reaches to
0.54% in the Guriev district of Kazakhstan. [14, 15]
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Figure 2.1: Geographic variation in distribution of esophageal cancer



The geographical variation in esophageal carcinoma is probably related to variation
in life style. In western countries, two main accepted factors, which are linked with
carcinoma of the Esophagus, are smoking and alcohol consumption. The risk for
carcinoma in people who quit smoking is reduced. The amount smoked also seemed
to correlate with risk. Regular drinkers, defined as those who drink beer, wine or
sprits at least once a week all showed a significant dose-reponse relationship [16].

Other factors suspected as being important in esophageal carcinoma are diet and
nutrition. Studies show existence of nitroso- compounds in local foodstuffs, zinc and
molybdenum deficiency could increase the risk of esophageal carcinoma. Selenium
concentration and high body-iron stores have also been reported as a risk factor in
carcinoma. A recent study reported that unsaturated fatty acids influenced the
development of chemically induced tumors in the gastrointestinal tract of
experimental animal models [17].

Occupational factors can be related to esophageal carcinoma. Studies shows that
long-term occupational (at least 19 years) exposure to metal dust (nickel, beryllium
and chromium) has a serious dependency to carcinoma of esophagus. The influence
of the genetic factors on esophageal carcinoma has been rarely reported. However,
the risk of upper gastrointestinal carcinoma is increased in patients with the familial
polyposis syndrome [18].

Regarding the age and sex as influential factors, none of reported cases seems to be
age or sex linked. In Britain, the male—female ratio is 17:1, whereas in the high
incidence areas of Iran the ratio is reversed! [19]

2.2. DIMENTIONALITY REDUCTION (PCA):

Principal Component Analysis was first introduced by Karl Pearson (1901). He
found lines and planes which best fit a set of points in p-dimensional space that is the
way to optimize geometric topics. Harold Hotelling (1933) reinvented it in different
point view, for this purpose he published a paper on Journal of Educational
Psychology that it focus on algebraic optimization. Hotelling choose components to
maximize their successive contribution to the total variance [20].

PCA is a powerful tool for analyzing data. It compresses the data by reducing its
dimensions and remove some unnecessary information. The goal of PCA is to find
more important data from data set. It describe in the better way by creating new data
set by calculating eigenvectors and eigenvalues from original matrix.

First step is to calculate Covariance matrix, since eigenvectors and eigenvalues
extracted from square symmetric matrix. Covariance matrix is mxm symmetric
matrix, the diagonal of this matrix is the Variance of vectors and other numbers are
covariance. This matrix is used to measure two random variables from dataset that
how much the dimensions is vary from mean. Covariance extracts some features that
their correlation is near together and instead of them it creates new feature based on
following formula:

Cov(x, y)= [L, HHE2 @21



In this equation x is mean of the x and y is mean of the y and N is dimension of the
dataset. Cov(x, y) matrix subtracts the mean of each sample so by this operation data
centered on the mean. After this operation eigenvectors and eigenvalues are ready
for analyzing. First eigenvectors should order by eigenvalues from highest to lowest.
The eigenvector with the highest eigenvalue is the first principle component of the
data set (PC1) and second principal component is the eigenvector with second
highest eigenvalue (PC2). The next step is deleting the less important components to
have fewer dimensions than original dataset. Therefore, new dataset are calculated
by multiplying each row of the eigenvectors with the sorted eigenvalues. After that
principal components multiplying with transpose of original data and new data is
create.

The best way to test minimal error between the original dataset and the PCA result is
to calculate following formula:

K .
—Nii 9 (® is0.95) (2.2.2)

Here, K is new dataset’s dimension and N is original dataset’s dimension and ° is a
threshold, A is an eigenvectors of the covariance matrix.

2.3. SUPPORT VECTOR MACHINES

History of SVM

In 1936, R. A. Fisher suggested the first algorithm for pattern recognition [21], In
1957 Frank Rosenblatt invented a linear classifier called the perceptron the simplest
kind of feed forward neural network. After six years Aizerman, Braverman and
Rozonoer introduced the geometrical interpretation of the kernels as inner products
in a feature space. In 1964, by the passage of time the necessity of extistance the
better algorithm lead to development of the Generalized Portrait algorithm “Support
Vector Machines”which was introduced by Vladimir Vapnik and Chervonenkis
[22].

Support vector machines (SVM) are important in machine learning and pattern
recognition methods for classification. Classification is one of the most important
tasks of data mining in our days. Every day the data numbers are increasing
therefore, the need of use of classification is highly important. With large number of
data set the first step is to create training set with features, the goal is to classify
unseen data with a model that is reliable. SVM was applied in many different areas
such as data mining.

Though SVM theory is accepted, some unpredictable results were shown during data
classification by this algorithm. In other word, in some applications, data become
increasingly large and SVM suffers from large, noisy and unbalanced data. In order
to solve such problems, SVM was expanded to robust SVM that contains non-
linearly separation and multiclass classification.



2.3.1. Two Class Linearly Separable

Support vector learning machine means to determine functions that can be used to
classify data points. Data points are viewed as an n-dimensional vectors and our
question is to know how we can separate points with n-1 dimensional hyper planes.
For this reason this type of SVM called a linear classifier.

There are many hyper planes; however, the best one is the one that represent the
largest margin between the two classes.

The case we are looking for is the hyper plane with maximum distance between it
and nearest data point on each side.

In formula 2.3.1.1, {X;, ... , X,,} is our data set or training set and y; — {+1,—1} is
the class label of X;.

xLy; € IR x +1,-1, i=1,..,1 (2.3.1.1)

Many decision boundaries can separate these two classes. In formula 2.3.4, f;is
linear decision boundary function where w is decision hyper plane normal vector. Y
is class of our dataset (+1, -1) and X is dataset:

fit) :whx; +b=0 (2.3.1.2)

Figure 2.2: Maximum-margin hyper plane and margins [23]
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The optimal decision boundary should be as far away from the data of both classes
as possible. The decision boundary should classify all points correctly (Figure 2.2).
Using assumptions of statistical learning theory the desired classifier have to define
as below:

W. X; -b>+1
(2.3.1.3)
And
W. X; -b>-1
By using geometry, the distance between two hyper planes is —2_ and the purpose is

lIwl|
to minimize ||w||. Some data point maybe falling into the margin so we rewrite above
functions like as following:

For each i:
Ww. X;-b> +1 for x; of the first class (2.3.1.4)
w. x;-b> -1 for x; of the second class

2.3.2. Two Class Non-Linearly Separable

In some cases data points spread non-linearly, it doesn’t mean that there isn’t any
way to classify the data. By using polynomial curves and circles it might be easier to
classify data. However it is difficult in some cases to find optimal curves or circles.
In 1992 Bernhard E. Boser and Valdimir N. Vapnik et al., find a way to classify non-
linear dataset by using kernel trick.

The general idea is the original feature space can always transfer to upper
dimensional feature space. Figure 2.3 shows spreading the data in a feature space
[23].

- Transform the 2
o input datatoa *
* new feature space.

Data is linearly
unseparable. 0 -
o =)= lib!xl,xzju
X, (X K ") 0
a I Ml o
i}
w z
* Diata is separable

in this new space.

Figure 2.3: Separating the Data in a Feature Space [23]
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To do this, the linear classifier relies on inner product between vectors K (x;, Xj) =
T
Xi Xj

After mapping all data points by ®: x — ¢(x) transformation into high dimensional
space, the inner products becomes:

K (xi, X;)= 0(x;) "o(x;) (2.3.2.1)

Kernel functions:
Linear Kernel: K (x;, Xj) = xiij

Mapping ®:  x_, ¢(x), where @(x) is x itself

Polynomial of power p: K (x;, Xj) = (1+ x,-ij)p

Mapping ®:  x_, ¢(x), where @(x) has [d tp J dimensions
p
_”"i X HZ
Gaussian Kernel: K(x;,x)) = e 20

Mapping ®: x — @(x), where @(x) is infinite-dimensional:
every point is mapped to a function (a Gaussian); combination
of functions for support vectors is the separator.

2.3.3. Multi Class SVM
SVM framework works for binary (+1,-1 or 0, 1) and multi class problems. The
main idea for multiclass classification problem is to decompose into multiple binary
classification problems. There are simple but effective approaches:

One-against-all (OvA)

The first solution for N>2 classes, N SVM classifiers are constructed.
The i*" class as a train set labeled the samples as positive examples and
all the rest as test set labeled as negative examples.

The disadvantage of this process is the complexity of training set, the
number of samples in training set is large and each of the N classifiers is
trained using all available samples [24].

One-against-One (OvO)

This strategy also known as “pairwise coupling”, this algorithm works

N(N-1 . . . .
NONZD two-class classifiers. Each classifier trained first class as positive

examples and the second class as negative examples. The advantage of
this method is the lower number of instances that causes lower
nonlinearity, resulting in shorter training time. The disadvantage of this
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method is in the test samples because every test samples has to present to
N(N-1)

the large number of classifier . This results in slower testing,

especially when the number of the classes in the problem is big [24].

2.4. BAYESIAN NETWORKS

Bayesian Networks (BN) were first introduced in the 1980s as a probabilistic model
of the problem [25]. Pearl et al. in 1985 indicated that they can sketch a graph that
the nodes could indicate random variables. These nodes are drawn like circles that
are labeled by their names and links or edges which represent direct dependence
among the variables. Moreover, it was suggested that the network could be improved
by given weights to links that hold out type and power of dependencies between
connections [25]. These weights are to be used as conditional probabilities later.

In early 1990s, research has been focused on figuring out probabilities of the graphs
in the medicine domain. From machine learning models, Bayesian Network can be
considered as a beneficial model of this group. Through the usage of Bayesian
Networks’ tools, medical analysis can be easier due to the fact of the user friendly
design of its tools. There are three steps for creating a meaningful structure. First
step represent the reason under uncertainties in the medical problem; as a results,
variables of network should partition into three types: query, evidence and
intermediary variables. Query variables are used for raising questions about variable
to compute its posterior border. An evidence variable is a variable that shows the
assertion of that evidence. Finally, an intermediary variable is used for obtaining
more detail about relationship between evidence and query variables so it is neither
query nor evidence.

Following the first step, the second step is being used and graphs can be formed. The
collective information about the graph is very useful since the edge of network can
be determined and provides an effective reason about links. In this step, each
variable (X) from the network can be analyzed.

Third step, calculate the dependencies of relations between features and variables
that define as CPT (Conditional Probability Table). For a directed model of graph we
must represented probabilities as a table if the variables are discrete. Every child
node takes the probability that it is a combination of values of its parents.
Considering all cases the value of label in all nodes are different such as (True or
False), (0 or 1), (yes or no), or some nodes might have several stages, for
example T;,T,,..., T,,, and so on.

Bayesian Network is a direct acyclic graphical (DAG) representation based on Bayes
theory. All the links are directed without any cycle, which means it is not possible to
traverse from the last node to the start point of the graph.

Figure 2.4, illustrates a directed Bayesian graph. This is a DAG graph because all the
edges are directed and as mentioned, this is an acyclic graph (when you leave one
node you cannot cycle back to the original vertex).
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Figure 2.4: A Bayesian Network

In the above figure we can see edges between A, B and A, C so set of edges is E=
{(A, B), (A, B)} [2]. In this example the joint distribution of variables is shown in
the following formula:

P (A, B,C)=P (B|A). P (A). P(C|A) 2.4.1)

In total directed edges, if one edge from X vertex goes to another vertex Y, we called
X is Y’s parent. Each node has conditional distribution probability that shows
numerical influences of other parent nodes to this node.

P(X;|Parents(X;)) (24.2)

We assume that there are N an independent nodes, X=X3, ..., X,, , then according to
the chain rule in probability can express any statistical distribution for Bayesian
Network as:

)= T fGalXy = 20, Xy = 200)
(2.4.3)

Expansion of above formula is:

P(xq, ..., xp) = (2.4.4)
PQxn|xn—1, ) X1)P(Xn—1|Xp—2, ..o, X1) .. . P(xz | x1)P(x1)

By comparing formula (2.4.3) with (2.4.4) we can conclude that when Bayesian
network is equal to statistical distribution while for each variable X; in network we
have:

P(Xi|Xi—1, ..., X1)= P(X;|Parents(X;)) (2.4.5)

If we denote that the parents of each vertex x; in the graph by,
M ©{xq, X3, ..., X;_1}, We can rewrite (2.4.2) as [3]:

= e f Qb e xim)= i f(alm) (2.4.6)
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By using this equation there is no need to define and calculate full multi-dimensional
density functions because only calculated the conditional density function for each
X; 1s enough. It is so easier than to calculate the overall distribution. Local
distribution function is determined and calculates the global distribution function
too.

Different areas of use for a Bayesian Network in Medicine

Usage of Bayesian Network can be in several sectors including Medicine and
Healthcare. The main fields of Bayesian Network are Diagnostic, Prognostic and
Treatment selection. The explanation for how each network is used in three fields of
medicine sector will be given.

Diagnostic reasoning

In diagnostic reasoning field the Bayesian network field is used for estimation of
having certain disease based on the probability that earn by observations of
symptoms, signs and test results. The network output will be the probability that the
patient with these signs has a certain disease or not, this means that test result never
come as an exact probability such 100% or 0% probability.

The routine of diagnostic in Bayesian network is requiring a test for decrease the
number of uncertainty of disease. After this step network will be waiting for test
result as an input that entering by user. Based on result of test the new possibilities
will be calculated.

Prognostic reasoning

Prognostic reasoning is the knowledge on a certain facts for making prediction about
what will be happen in the future. This field is less certain compared with diagnostic
because prediction depends on the available data and information about patient and
there are no facts about the future of disease. The routine of this field is to predict the
output of specific patient by collection data and suggest the treatments.

Treatment selection

Bayesian network by itself cannot provide a decision in other word, making process
to decide which method is the best; however, it is a combination of first part that it
named diagnostic part with calculation the probability of each treatment, the optimal
treatment alternatives comes out.
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2.5. Previous Work

The goal of this review is to identify articles dealing with the use of Bayesian
networks and Support Vector Machine models to diagnosis and prediction of cancer
and medical cases. I will note the strengths and methods of articles written to address
this problem. The research described later in this thesis will represent an effort to
address the gaps that are identified in the body of past research.

After the research about classification on disease, one of the first example articles
provided by Dominik Aronksy and Peter J.Haug, in which, they presented the
development and the evaluation of a Bayesian network for diagnosis of community
acquired pneumonia. For train and test the network they extracted 32,000 emergency
room patients from the clinical information system over a period of 2 years (June
1995-June 1997). This network performed well for all kind of disease and they
achieved a high sensitivity about 95% and area under the curve (AUC) was 0.98.
This study demonstrated that Bayesian network is a proper method for pneumonia
patient’s detection [26].

Basilio Sierra and Pedro Larra-naga have reported different methods of induction of
Bayesian networks. These methods made by Genetic Algorithms and these
methodologies are applied to the problem of people who are predicting survival after
one, three and five years of being diagnosed as having malignant skin melanoma.
The accuracy that obtained from models is from 10-fold cross-validation method and
the average of accuracy for one year survival was 93.06, for three years survival was
82.18 and for five years was 73.60[27] .

Nathan Hoot and Dominik Aronsky, they used transplant information to construct a
Bayesian network model to predict 90-day survival patients from the United
Network for Organ Sharing database. The final model of network achieved accuracy
by area under the receiver operating characteristic curve of 0.67 by 10 fold cross-
validation and by independent validation set they achieved 0.68. Result for positive
predictive value showed 91% and it was useful to clinical experience for patients to
have good outputs following liver transplantation [28].

Oliver Gevaert et al. have proposed a strategy based on the Bayesian networks use
clinical data and microarray data together. The advantage of using these two kinds of
data is that it allows understanding the model structure and parameters and it can be
integrated in several ways. Bayesian networks by identifying the dependency and
independency relationships between class variable can automatically select features.
For integrating clinical data and microarray data three methods have evaluated:
decision integration, partial integration and full integration. Data set is publicly
available data on breast cancer patients and separated into two groups poor and a
good prognosis groups. The partial integration group has 0.84 areas under the curve
with independent test set. [29]

Jiakai Li et al. developed Bayesian network classifier for prediction of renal
transplantation and period of survival of graft. The dataset contains profile
information of patients before the transplantation from the University Of Toledo
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Medical Center Hospital. P1228 patients records during 1987 through 2009 to the
United Network Organ Sharing. The aim of this paper was to construct a decision
making tool for identify the suitable member among recipients. For Bayesian
network model they used Weka machine learning software. There were two
classifiers for the data set for this study. First one was failed or living status of the
graft and second one was predict period of the graft survival. First classifier accuracy
for graft status was 97.8% and it performed very well and second classifier accuracy
was 68.2% .results indicated that Bayesian belief network is more feasible and more
successful than other classifier [30-33]

Jayasurya K et al. had compared two machine learning methods such as support
vector machine (SVM) and Bayesian networks (BN) in this study for prediction lung
cancer output for two years survival patients. For SVM models all the input variables
should be known but in Bayesian network model might handle missing data better.
The authors assumed that Bayesian networks predicted more accurate cases when
data was incomplete. These two models were trained on 322 patients without
operation that treated with radiotherapy from Maastricht University. They separated
into 3 data sets of 35, 47 and 33 from Ghent, Leuven, and Toronto. For this data set
Bayesian network model had area under the curve of 0.77, 0.72 and 0.70 in the same
way SVM area under the curve in this model was 0.71, 0.68, and 0.69 respectively.
When the dataset has complete data, the Bayesian Network and Support Vector
Machine acts more alike but totally, BN models acts well than SVM at handling
missing data for the medical domain. [34, 35]

Terence Ng, et al. had purpose with this study to create a decision support tool for
clinics to predict survival patients after chemotherapy after 120 days. Often
clinicians make incorrect predictions whereas the accurate prediction can help
clinicians decide on the patients care. Data set were obtained 400 ill cancer patients
in the National Cancer Centre Singapore (NCCS) from 2008 to 2009. There were
some missing data by removing them, 325 patients remaining. For this study three
classification methods were used such as, naive Bayes (NB), neural network (NN),
and support vector machine (SVM). Results for this study showed that the NN model
with 78% accuracy and 0.85 area under the curve had the best prediction. [36]

M. Berkan Sesen et al. had research about prediction of survival and treatment
selection in lung cancer care. They used Bayesian networks to help experts by
estimates survival and treatment selection recommendations. The database is from
the English Lung Cancer Database (LUCADA), they compared the accuracies of
various approaches to figure out the best structure from knowledge of experts and
data set. The results showed for first task that the BN structure achieved area under
the ROC curve of 0.75, however Bayesian network for second tasks can only predict
the recorded treatment of 29%.[37]
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2.6. WEKA and SAMIAM
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Version 3.6.9
(c) 1953 - 2013
The University of Waikato Simple CLI
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Figure 2.5: The WEKA GUI chooser

For Data mining and Machine learning there are many available tools for analyzing
data, but in this thesis, we’ve decided to use WEKA which stands for Waikato
Environment for Knowledge Analysis. WEKA is open source software that was
produce by the University of Waikato in New Zealand and used under the GNU
General Public License. The reason that we selected WEKA was for versatility. We
can apply a lot of algorithms directly to huge dataset in WEKA [38].

As seen in Figure 2.5, the Explorer, Experimenter and the knowledge Flow is three
different graphical interfaces and also there is text based terminal mode that you can
calls different methods by function calls directly. The Explorer, the user gains all
equipment and features in Weka for quickly analyze the data. The Experimenter is
focused on comparing different algorithms against each other. Lastly, in the
knowledge Flow the users can set up complex flows to does the total chain from
reading the data to plotting the result in a graph. The main benefit of Weka is easy to
try various algorithms and filters and finally find a suitable method.

In following part there are some Weka’s features:

e Data Preprocessing —to check the instability of the data and to eliminate
incorrect values preprocessing data cleaning is used. Conversion of a set of
data values from the data format of a source data system into the data format
of a destination data system can be done by data transformation. Weka
supports popular text files such as CSV, JSON and Matlab ASCII files and
ARFF.

e Data Classification — various algorithms have been implemented such as
Bayesian algorithms, Support Vector Machine, Nearest Neighbor
Calculations, Tree-based classifiers.
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e Data Clustering — K- means method as well as density and hierarchical
based clustering algorithms.
Attribute Association — describing relations between data in dataset.
Attribute Selection - methods to recognition which attribute help to predict
outcome.

e Data Visualization — the plot view of data against suitable variables.

» Sensitivity Analysis, Modeling, Inference and More

‘Samlam: Sensitivity Analysis, M

File Edit Mode Cwery Tools View Preferences Window Help

[jn—out degree H

¥ root
» AMetastatic Cancer A:Metastatic Cancer
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» B: Serum Calcium

* . Brain Tumaor
B: Serum Calcium C: Brain Tumor
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» D:Coma
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1 B )

B B @

» E: Severe Headaches

Figure 2.6: Samlam

Samlam is a total solution tool for modeling Bayesian Networks with reasoning.

This software developed in java by Professor Darwiche research group at UCLA.

Figure 2.6 is screen shot of Samlam, there are two main components in Samlam,

first one is graphical user interface (GUI) and second one is reasoning engine.

First component allows users create various Bayesian networks models and save

them in a variety formats. Second component includes classical conclusion,

parameter estimation, sensitivity analysis, maximum a posteriori (MAP) and most

probable explanation (MPE), expectation maximization (EM).

Samlam has a lot of features and tools; here we try to explain some of them [39]

e Batch Tool — batch tool allows users to write command and queries

programmatically to achieve the output. Input file specified by commands in
an XML file, and will write out its results to an XML output file.
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Code Bandit — there are sample and ready codes for users based on the user
configuration in Samlam. For example for creating Bayesian Network
models, code bandit makes it easy and write programs that shows how to run
queries.
Editing Models — for editing Bayesian networks, Samlam provides editing
tools such as: copy, paste and cut, zooming of networks fragments.
Conditional probability table for normalization.
EM learning - Expectation Maximization algorithm is for estimating
network’s parameter based on the case file that you selected. The data should
be form of a Hugin “case file” format. Samlam generate random data from
tool-> generate simulated case by given network for sorting the data with
case file format.
File Formats — Samlam can read and save Bayesian Networks in different
formats because use SMILE (Structural Modeling, Inference, and Learning
Engine) library for load and read models.

o .net of Hugin;

o .dsl and .xdsl formats of Genie;

o .dsc format of the Bayesian Network Toolkit in Microsoft;

o .dne format of Netica;

o .erg format of Ergo;
Inference — Samlam algorithms which use in Bayesian Networks:

o the Hugin architecture

o the Shenoy-Shafer architecture

o the Recursive Conditioning
Maximum a Posteriori (MAP) — by using evidences it is like to
configuration of a specific set based on maximum posterior. For complex
networks it is hard to calculate MAP but Samlam solve this complexibility
by allowing users to calculate the exact answer.
Most Probable Explanation (MPE) — by using evidences it is like to
configuration of all network variables. It is a special case of Maximum a
Posteriori probability or MAP,
Sensitivity Analysis — This method is used for debugging models. Besides,
through sensitivity analysis, the relationship between parameters in network
can be understood.
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CHAPTER 3

MATERIAL AND METHODS

3.1. DATASET

One hundred and forty-six patients with esophageal carcinoma were treated with
esophagectomy between March 2003 and December 2011 at the Thoracic Surgery
Clinic, Ankara Numune Teaching and Research Hospital. Clinic pathological
variables and survival times were measured and collected by telephone contact and
patient’s medical records. Out of 146 patients, survival information was available for
119 patients. The preoperative clinical factors including age, sex, type and duration
of symptoms, laboratory findings, tumour length, and location of the tumour,
histological differentiation, operation type, and pathological TNM staging were all
analyzed.

The preoperative survey included physical tests, laboratory tests,
esophagogastroduodenoscopy, flexible bronchoscopy, barium esophagography,
computed tomography (CT) scan from neck to upper abdomen, ultrasound of the
abdomen, and radionuclide bone scans. Some patients received Positron Emission
Tomography (PET) CT. Pulmonary and cardiac function studies were done for
assessment of surgical tolerance. In total there were 48 features for all patients.

Data strategies were as follows: We identified a total of 119 patients who underwent
esophagectomy. Patients age average was 55 years (range 25-80 years). The male
patient’s number was 76 and female patient’s number was 43 and ratio between male
and female was 1.7. The in-hospital mortality was 10 out of 119 (8.4 %).

Among the 119 patients, 10 patients died during 30 days, 20 patients died in six
months and 11 patients lived more than others but died after five years. All patients
were retrospectively restaged histopathologically according to AJCC 7™ edition
guidelines. This study protocol was approved by the Medical Ethics Committee of
Ankara Numune Teaching and Research Hospital.
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3.2. METHODS

3.2.1. CLASSIFICATION

The classifier is the important element of the data mining system, which performs
the actual recognition. Its first task is to collect and determine the input, and then,
extract features from input data and represent by these features to one of the classes.
Classification has complexity problem that despite differences between classes,
how the feature can separate into classes.

In this thesis PCA method is used for feature extraction that we use for first method.
SVM and Bayesian Networks are used for classification. Our target is to chosen
suitable classifier from these methods. Methods are explained in the following
sections:

The first method we use is Support vector machine, the experiments is construct on
the database that we described SVM in detail in previous part. For this method we
apply data reduction and trained by using Sequential Minimal Optimization (SMO)
[40] algorithm in WEKA. The second method we used Bayesian Networks by using
SAMIAM software.

3.2.1.1. The use of PCA

The original data contain 119 samples and 48 features. In another words, we have a
119%x42 matrix. By applying PCA in Matlab and Weka we obtain a new matrix that
contains 119 samples and reduce features to 11. Now, the new data set is a 11911
matrix.

In extreme high dimensional dataset for example for gene dataset in bioinformatics
approaches, PCA algorithms are limited because of the existence of large data and
large covariance matrix. But for normal dataset we can use classical PCA algorithm
that often we only need the first two or three principal components to visualize the
whole data and these two components give us the all information that we can get
from data.

For extracting the first (n) components, PCA Matlab script (princomp.m) is available
for users in Statistics Toolbox. Also we can use base Matlab code for calculate
coefficient and respective variances of the principal component.

The coefficients for each principal component and diagonal elements that store the
variance of the respective principal components are obtained from Matlab. The
columns are in order of decreasing component variance, after change it to increasing
order the first eleven components are enough for us, because the first principal
components has the largest possible variance. These eleven components give us the
enough information.

Depending on dataset the filter is select N features (including class attribute) for each
of the samples.
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3.2.1.2. The use of SVM at this study

We have used Weka software for classification of dataset, as it was outlined in
chapter 2. For first step of using Weka, we use the converter for change Excel files
to Arff format.

An ARFF (Attribute-Relation File Format) file is an ASCII text file. This file format
describes a list of instances sharing a set of attributes. ARFF files were developed by
the Machine Learning Project at the Department of Computer Science of The
University of Waikato for use with the Weka machine learning software [41].

Next step is choose kernel type for classifying data. For this reason the kernel
function is important. The two commonly used kernels are linear and RBF kernels.

The case of one dimentional in poly kernel is linear kernel the constant 1 just
changing the threshold and the case of two and three are quadratic and cubic kernels.

RBF kernel is similar to mapping the data into an infinite dimensional space and we
can not show the radial basis function concretely. This kind of kernel allows to have
features that it can be detect by circles (hyperspheres) and the decision boundries
become more complex beause of interaction of multiple features.

For our study we use two models of kernels: “Linear Kernel” model and “RBF
Kernel” these kernels replaces all missing values and transforms nominal attributes
into binary ones and also normalized all features by default.

We used SMO algorithms which is widely used for training support vector
machines. For more information on the SMO algorithm, see [42]. Confusion Matrix
and Receiver Operating Characteristic (ROC) are used for analyzing outcomes.

3.2.1.3. The use of Bayesian network at this study

Prognosis is the prediction of the outcome of a disease. It classifies patients into
several categories according to probability of the network. In this study, we prepare
Bayesian network which can predict output of the disease. For achieving this goal
we have used SAMIAM and WEKA software which was introduced along chapter 2.
In this study we discuss a prognostic prediction of esophageal cancer cases. Figure
3.1 displays a screen-shot of SAMIAM.
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Figure 3.1: Screen-shot of SAMIAM, Esophagus Network.

Bayesian network is created for predicting output of Esophagus cancer. By using
knowledge of casual dependences, influences or correlations and knowledge of
experts we build the structure of our Bayesian network.

Our Bayesian network has been created by hand. Manual networks are built in
several stages and for each of stages required available patient data and related
experts in the domain of disease. Most medical experts are familiar with computer
applications and software and they tend to use the diagrams and networks so that
they can communicate with the engineer. All the available patient data were not used
to predict output of network. The main and useful variables and connections between
nodes can be identified by using correlation.

Correlation is a measure of linear dependency between two variables and it defines
as the covariance of two variables divided by the product of their standard
deviations.

Population correlation coefficient formula is:

_ cov(X,Y) _ E[(X —ux)(Y — uy)] (3.2.1.3.1)
pX'Y Ox Oy Ox Oy

Where, “cov” is the covariance, gyand oy is the standard deviation of X and Y, uy
and py is the mean of X and Y, E is the expectation.
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Definition of correlation coefficient is the value between +1 and -1 that explain us
about relations between variables. A coefficient +1 indicates a direct relationship or
positive correlation. If variable X increases, variable Y increases in the same way
variable X decreases, variable Y decreases too. Coefficient -1 indicates indirect
relation or negative correlation. As variable X increases, variable Y decreases,
variable X decreases, variable Y increases. When coefficient is 0 it means there is no
correlation.

After calculating all correlations, our observation is as Table 3.1. Based on the
correlation results we can connect edges between nodes. Each disease has its own
connections and it all depends on doctor and engineer. The main objective of our
research is to assess which clinic pathologic factors influence the mortality and
survival in esophagus cancer that underwent curative surgery without preoperative
chemotherapy and our results and network by conference with expert and search in
websites about prognosis, diagnosis and treatment of disease confirm the importance
of 11 factors and connection among nodes may affect prognosis.

A typical clinical question might be who live shorter or longer than 5 years? For
answering such questions some factors have to be considered that affects the results
of this question. The most related factors to the prognosis is common for all cases,
these are age, sex, Dysphagia, Odynophagia, lost weight and vomit and nausea.
Other important factors for this kind of disease are the response of pathological N, T,
FEV1, tumor grade, tumor length.

The first part of features summarized as Table 3.2:

Table 3.2: Features and Labels

FEATURES LABELS

Age 25-35, 36-45, 46-55, 56-65, 66-75, 76-85

Sex Women , Men

Dysphagia, Odynophagia Yes, No

Vomit and Nausea Yes, No

Lost weight 1-5, 6-10, 11-15, >16
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Tumor Length

Tumor length is one of the most important factors in esophagus cancer, the length’s
unit is millimeters (mm) and we divide it into 10 with 0.5 gap for each part like as
(1-1.5)... (10-10.5).

Forced Expiratory Volume in 1 second (FEV1)

It measures the volume of air in liters that patient give out during the one second,
then for calculate the ratio it is converted to the percentage. Average of FEV depends
on age and sex of patients.

If FEV1 is greater than 80% it is normal but less than 40% is predicted extreme
obstruction. We divided this factor into 5 parts such as (1.1-1.9)... (5.1-5.9).

Cancer Staging

The stage of cancer explains the extension of the cancer in patient’s body. It depends
on how far the cancer has grown. Is it reached nearby structure or is it spread to the
lymph nodes or other organs? The most effective factors in prognosis and treatment
options are determining the stage of cancer.

There are 2 types of staging [43]:

o (linical stage, determine by doctor’s observations of disease based on the
results of physical tests or any imaging scans.

e Pathological stage, determine by what is found as a results of the surgery
and plus the same signs as the clinical stage.

There are some differences between two stages, in some cases during the surgery the
doctors find out accurate tumors place in some areas that imaging test do not able to
recognize. So many doctors and patients prefer to pathological stage because it
allows the doctor to get a firsthand perception of the extent of the disease.

(TNM) Staging System

TNM staging system is the old system for describing the extent of cancer. This
system has been accepted by the American Joint Committee on Cancer (AJCC) and
International Cancer Control (UICC) [44].

The TNM is determined by 3 factors that we use in this network: T, N, and M.

T= location and size of Tumor; describes how and where the main tumor has grown
in the wall of the esophagus.

N= displaces the tumors nearby lymph nodes; Lymph Nodes are small circle-shaped
nodes that resistance in front of infections.

M= shows whether the cancer has leaped (Metastases) to other part of the body.

Numbers and letters after TNM is for more details, in following table shows the
grouping stage of TNM system:
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Table 3.3: Stage Grouping

Stage Tumor Regional Lymph Distant
Nodes Metastases
Stage 0 Tis NO MO
Stage IA T1 NO MO
Stage IB Tl NO MO
T2,T3
Stage I1A T2,T3 NO MO
Stage IIB T2,T3 NO MO
T1,T2 NI MO
Stage II1A T1,T2 N2 MO
T3 NI MO
T4a NO MO
Stage 111B T3 N2 MO
Stage I11C T4a N1,N2 MO
T4b Any N MO
Any T N3 MO
Stage IV Any T Any N M1

Stage grouping is started from stage 0 to stage IV, due to Table 3.3; each letter has
its own description by numbers which we will explain below:

T categories:
TX= the early tumor cannot be evaluated.
TO= there is no indication of primary tumor.

Tis= the cancer is in the first level. It can be seen cancer cells in the upper layer
of cells lining esophagus.

T1= the cancer cells bring on into the underlying tissue.

T2= the cancer cells bring on into the thick tissue (muscle layer).
T3= the cancer cells bring on into the out cortex of esophagus.
T4= the cancer cells bring out into nearby organs.

e T4a= the cancer cells is covering the lung, heart and diaphragm and
can be removed by surgery.

e T4b= the cancer cells covering main part of aorta, spine and other
crucial organs.
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N categories:
NX= surrounding lymph nodes cannot be evaluated.
NO= the cancer cells has not bring out to around lymph nodes.
N1= the cancer cells is found nearby 1 or 2 lymph nodes.
N2= the cancer cells is found nearby 3 to 6 lymph nodes.

M categories:
MO= the cancer has not distribute to other organs of body.

M 1= the cancer has distribute to other organs of body.

Grade

The description of grade is how cancer cell looks like normal under the microscope.
High number of grade is tend to cancer grow faster than lower grade.

GX= the grade cannot be evaluated.

G1= cells are completely separated and they looks like to normal cells.

G2= almost cells are different and it shows more abnormal.

G3= cells are barely distinguishable and it is very abnormal.
Prognosis

The graphic of Bayesian network is for classifying patient based on prognosis of
survival after 30 days, 6-12-18 months and 3-5 years.

The prognosis results is the answers to patients who want to know the expectancy of
their lives after surgery.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1. Overview

In this chapter we present classifications performance and quality results of
methods were explained in chapter 3. The results of methods reported here were
carrying out on the esophagus data set, which was previously described in detail.

4.2. Results of SVM

4.2.1. PCA

We applied principal component analysis feature extraction method to the training
data set. The coefficients calculated for data set by using Weka’s tool. We show
the 2-D plots of the components, which they having the largest eigen values. We
can obtain better classification with more principal components but it is not
possible to show the separation with more than 2 components. In order to observe
the separation of PCA applied training data we presented the 2-D plots of the first
two principal components in Figure 4.1.
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Figure 4.1: PCA reduced components

29



In Figure 4.2 we can see the distribution of data set. These dataset is defined 119
instances and 11 attributes. Information about the selected attribute is given by
histogram depicts the attribute distribution. Labels are depicted by the seven colors
in the histogram.
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Figure 4.2: Data Set Distribution with seven labels

Figure 4.3 represents distribution of two attributes and their labels. We can see that
data is not linearly distribute with two attributes. To solve a nonlinear classification
problem with a linear classifier all we have to do is to transfer features to upper
dimension but Computations in the upper feature space can be time consuming, due
to the fact that working in higher dimension is expensive. By using RBF kernel as
mentioned in previous chapter we can solve this problem.
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Figure 4.3: Representation of Age and Sex Attributes
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o Linear Kernel with PCA and without PCA 42 Attributes (Multiclass)

As we mentioned in chapter 3, the goal is to learn the possibilities offered by the
Weka software for a model that we have built. The result of applying the chosen
classifier will be tested according to the cross validation which has also been set by
default 10- fold. Having 10 fold cross validation means 90% of all data set is used
for training and 10 % is for test model in each fold test. When we choose 10 fold it is
the same as we use training set which means cross validation produce a fair
performance of test set.

5-fold cross validation means it contains 80% of dataset and sometimes it works
well. Having more than 10 folds produce problems with small dataset.

The larger dataset needed the fewer folds to produce a robust model. As our first
observation we choose linear kernel which was tested with and without PCA on data
set. The output from model for this part is shown in Table 4.1.

Table 4.1: Classification Results of SVM Classifier by Using Linear Kernel with
and without PCA-Total Data Multi Class Classification

Data Set Multi Correctly Incorrectly | Time Recall | False Accuracy
Class Classified | Classified | taken measure
Classif | Instances Instances (Seconds)
ier
Total OvA 41 64 0.39 0.38 0.30 39.04%
Data
(PCA)
OvO 48 57 0.63 0.36 0.35 45.71%
Total OvA 37 68 0.4 0.35 0.35 35.23%
Data
(without
PCA)
OovO 37 68 0.64 0.35 0.35 35.23%

Above table shows the result of SVM classifier after and before using PCA in multi
class dataset, as we mentioned in chapter 2, there are two solutions for multi
classification problems “one against all” and “one against one”. Here, we try both of
them to see which one is good for this type of data set. The best result over all the
results is highlighted in bold.

The results show that OvO would be somehow slower than OvA. Though OvO is

slower, it classified more correctly instances on the dataset. This results is because of
methods structure that is discussed in following paragraph.
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OVA select one class as a train set and labeled as positive and all the rest as
negative samples for test set. Obviously negative samples are more than positive
samples and classifier disregard the class which has fewer samples.

OvO trained first class as positive examples and the second class as negative
examples. There is a balance between sample of classes and classifier can detect
correctly. OvO classifier seems to have better accuracy than OvA.

We can see the confusion matrix of OvO classifier in Table 4.2 for this model. The
classes in confusion matrix indicate the mortality of patients. Classes indicate
patients who can live 30 days after surgery, patients who can live after surgery less
than 6, 12 and 18 months, and some patients who can live 3 and 5 years after

surgery.

Table 4.2: Confusion Matrix of Linear kernel by using OvO without PCA (42
Attributes, Multiclass)

30 6 12 18 3 5 Classified
Days | Month | Month | Month | Years | Years <=as

4 4 2 0 0 0 30 Days

4 11 4 0 1 0 6 Month

2 4 16 1 5 2 12 Month

0 2 2 3 5 0 18 Month

0 1 5 4 12 0 3 Years

0 0 5 1 3 2 5 Years

False measure and Recall are used here but before giving the definitions for these
two concepts we have to describe other related concepts:

e True Positive: indicate the number of correct prediction that an instance is
positive (TP).

e True Negative: indicate the number of correct predictions that an instance is
negative (TN).

e False Positive: indicate the number of incorrect predictions that an instance is
negative (FP).

e False Negative: indicate the number of incorrect of predictions that an instance is
positive (FN).
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By the definitions above, Recall is:
Measures the number of correctly classified candidates out of the number of all
candidates and is given by [45]:

Sensitivity= (4.2.1)
TP+FP
False Alarm Rate is specificity, which is given by [45]:
Specificity = o (4.2.2)

TN+FP
In the light of this definition we can say that the result should be equal to 1 for Recall

and O for False Alarm Rate.

As we can see it can be seen from Confusion Matrix that all compounds have been
classified. It is clear that such obvious compounds are useless and it cannot be realized
the correct class. However, there are 43 correctly classifieds instances and 76
Incorrectly Classified Instances. We can find the number of false positives and false
negatives In the Confusion Matrix. The accuracy of the model is 36.13%. Based on
this accuracy rate upon initial analysis, this is not a very good model.

The accuracy for unbalanced datasets cannot be used for the assessing usefulness of
classification models. For this purpose there is a useful statistical characteristic that it
is called Receiver Operating Characteristic (ROC), for which the value near 0.5
means the lack of any statistical dependence. As we can see in figure 4.3 the ROC
curve is presented in the plot frame. The axis X indicates false positive rate and axis Y
indicates true positive rate and the color displays the value of the threshold, in this
way that the color that it is closer to blue corresponds to the lower threshold value.
The results of ROC curve must always be convex. For visualizing the ROC curve we
should click the right mouse button on the result of model type in the Result list frame
and selecting the menu item Visualize threshold curve / Class.

By using the term “Area under Curve” we can measure the accuracy. If an area is 1 it
represents a perfect test, but an area 0 .5 represents a worthless test.

By analyzing ROC curve and calculate area under curves we recognize that area under
the curve for 2 classes in this classifier is higher than other classes. Figure 4.4
represent patients who are alive for 30 days and 6 months and both AUC are higher
than baseline. We select baseline higher than 70-80 based on following arrangement
[46]:

= 90-1 = excellent
= .80-.90 = good

= 70-.80 = fair
= .60-.70 = poor
= .50-.60 = fail

As we see from Figure 4.5 the accuracy of a prognostic test in academic system is
fair because four classes area under curve is around 0.8.
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Figure 4.4: Receiver Operating Characteristic curve for SVM Classifier by Using
Linear Kernel without using PCA for 30 days and 6 months and 3, 5 years alive
patients.
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Figure 4.5: Receiver Operating Characteristic curve for SVM Classifier by Using
Linear Kernel without using PCA for 12, 18 months alive patients.
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o RBF kernel with and without PCA 42 Attributes (Multiclass)

We use RBF kernel that we described before in chapter 3 as second kernel. Here, we
again try two classifiers to solve multi classification problem. The highest accuracy
of this model is for OvO classifier with using PCA. The accuracy is 45.71% and this
percentage shows that PCA affects results when RBF is used as a kernel; this is
because of PCA that reduce the input parameters and simplify the classification for
RBF kernel.

Table 4.3: Classification Results of SVM Classifier by Using RBF Kernel with and
without PCA-Total Data Multi Class Classification

Data Set | Multi Correctly | Incorrectly | Time Recall | False Accuracy
Class Classified | Classified | taken measure
Classif | Instances | Instances (Seconds)
ier
Total OvA 46 59 0.14 0.43 0.42 43.80%
Data
(PCA)
OovO 48 57 0.09 0.45 0.44 45.711%
OvA
Total 38 67 024 | 036 | 036 | 36.19%
Data
without
(PCA)
OovO 35 70 0.48 0.33 0.33 33.33%

One against One multi class classifier has K (K-1)/2 binary models such that k is the
number of classes. There are two ways for select parameter:

1. First, for any two classes a parameter selection process is conducted. Finally each
decision function finds its own optimal parameters.

2. For all K (K-1)/2 binary models the same parameters are selected and used for
classification problems. The parameters which achieve the highest overall
accuracies are selected.

Each way has its own advantages and disadvantages; often these two methods shown
similar performance but first method is not always good choice, one parameter set
maybe is not good for all K (K-1)/2 and may lead to over-fitting. For this purpose
software usually use second approach by considering the same parameter.

As we can see in Table 4.3, this problem may be occurring in data without PCA.
OvO accuracy is lower than OvA while in total observation OvO shows better
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accuracy. In this problem OvO classifier cannot set optimal parameter for
classification.

In Table 4.4 shows confusion matrix that the results still is not good because it

shows that this model cannot detect and classify true classes.

Table 4.4: Confusion Matrix of RBF kernel by using OvO without PCA (42
Attributes, Multiclass)

30 6 12 18 3 5 Classified
Days | Month | Month | Month | Years | Years as

4 4 2 0 0 0 30 Days

3 9 6 1 1 0 6 Month
3 2 18 1 4 2 12 Month
0 2 2 3 4 1 18 Month
0 1 5 4 12 0 3 Years

0 0 4 1 4 2 5 Years

Based on the accuracy and correct/ incorrect classified instances we can say that this
model is better than linear kernels model. Now we can draw Roc curve again and see

the performance of model.
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Figure 4.6: Receiver Operating Characteristic curve for SVM Classifier by Using
RBF Kernel with PCA for 30 days, 6 months and 3, 5 years live patients.
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Figure 4.7: Receiver Operating Characteristic curve for SVM Classifier by Using
RBF Kernel with PCA for 12, 18 months patients.

By calculating the area under curves we recognize that area under the curve for four
classes is higher than other classes. Figure 4.6 represent patients who are alive for 30
days and 6 months and 3, 5 years and all classes AUC are higher than baseline.
Figure 4.7 shows that for more true positive answers, classifier detects wrong classes
but this classifier can detect more classes when the number of true positive increase
instead of linear kernel.

In order to gain higher accuracy, we select 9 attributes from total data by expert
opinion and now we try to classify 105 instances with 9 attributes and 6 classes.

“Age, Sex, Odynophagia, Vomit, and Lose weight, FEV1, Stage, and Tumor
Length” selected as our features and “Prognosis” selected as a label. The same as
previous method we use two kernels Linear and RBF with multiclass classifiers.
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e Linear kernel with and without PCA with 9 Attributes(Multiclass)

By using 9 attributes we have obtained 40 correct classified instances and 79
incorrect classified instances with PCA and OvA classifier. The accuracy of this
model is 35.23%. As it is shown in Table 4.5 by decreasing number of attributes, the
information of data decrease and in the same manner, accuracy of the models also
decreases. The dependency of accuracy to these data can be considered as the reason
of these reductions. The over-fitting problem in OvO occurs again. Considering the
training time, it can be concluded that with low attributes, OVA acts better than OvO.

Table 4.5: Classification Results of SVM Classifier by Using Linear Kernel with
and without using PCA- 9 Attributes Multiclass

Data Set Multi Correctly Incorrectly | Time Recall | False Accuracy
Class Classified | Classified | taken measure
Classifier | Instances Instances | (Seconds)
OvA 37 68 0.06 0.35 0.34 | 35.23%
9
Attributes
(PCA)
OovO 34 71 0.18 0.32 0.31 32.38%
9 OvA 37 82 0.07 0.30 0.30 | 30.47%
Attributes
(Without
PCA)
OvO 34 71 0.11 0.32 0.32 | 32.38%

In this case, for reducing the dimensionality of our data, PCA is used before
classification. It is very obvious that using PCA shortened the time. In order to
reduce computational time, the usage of PCA is suggested. We could see from the
classification results of linear SVM, when all data are selected, the classification
results are not better than the results of usage of PCA.

Using PCA with Linear kernel is better for classification, one possible reason is that
the unimportant features such as noise were discarded while the informative ones
kept and linear kernel can detect more instances as a correct classified label in this
case.

Table 4.6 shows confusion matrix of linear kernel after using PCA with OvA
classifier.
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Table 4.6: Confusion Matrix of Linear kernel by using OvA with PCA (9
Attributes, Multiclass)

30 6 12 18 3 5 Classified
Days | Month | Month | Month | Years | Years as
6 1 0 0 2 0 30 Days
2 4 10 1 2 1 6 Month
1 3 16 2 6 2 12 Month
0 0 3 3 6 0 18 Month
1 0 8 3 6 4 3 Years
0 1 2 0 6 2 5 Years
1 =
0,8
3
& 0,6
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z
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Figure 4.8: Receiver Operating Characteristic curve for SVM Classifier by Using
Linear Kernel with PCA for 30 days, 18 months live patients.
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Figure 4.9: Receiver Operating Characteristic curve for SVM Classifier by Using
Linear Kernel with PCA for 6 and 12 months and 3, 5 years live patients.

Despite the fact that linear classifier with 9 attributes can classify two classes with
highest area under the curve, it is still not the optimal classifier. As we can see from
Figure 4.8, for both classes, while true classes are increasing, the false positive cases
increase too. For these two classes, linear classifier acts better than other classes.
Figure 4.9 shows that five classes are very close to baseline and it means their area
under curves are around 50-60 and this classifier has a poor performance.

¢ RBF Kernel With and Without PCA with 9 Attributes(Multiclass)

RBF kernel is used for this model with and without PCA, as we can recognize that in
this data set with 9 attributes, all information reduce because of reduction of data
into 9 attributes, for this reason the range of accuracy reduces from all data. By using
PCA based on our expectation the information should scale down into lesser
attributes size; but contrary to expectations, PCA increases the size of attributes to
15 which is not less than 9. This paradox occurs because 9 attributes were selected
by the expert and they are highly correlated and it can face the risk of over fitting.
Degradation of prediction accuracy with usage of PCA in less attributes is because of
this problem. As we can see in Table 4.7 the best model of all observation is RBF
without using PCA, with OvA classifier.
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Table 4.7: Classification Results of SVM Classifier by Using RBF Kernel with and
without using PCA- 9 Attributes Multiclass

Data Set Multi Correctly | Incorrectly | Time Recall | False Accuracy
Class Classified | Classified | taken measure
Classifier | Instances | Instances | (Seconds)
OvA 38 67 0.09 0.36 0.35 36.19%
9
Attributes
(PCA)
OvO 35 70 0.2 0.33 0.32 33.33%
9 OvA 40 65 0.23 0.38 0.38 38.09%
Attribute
s
(Without
PCA) OvO 36 69 0.1 0.33 0.33 | 34.28%

We have obtained 40 Correctly Classified Instances and 65 Incorrectly Classified
Instances. The accuracy of this model is 38.09%. For this kind of data set we
recognize that RBF kernel is better than linear kernel. RBF kernel in comparison
with linear kernel can be flexible with the data. This flexibility is due to the fact that
there are parameters in RBF, which can change the width of kernel while in linear
kernel has no extra parameters to change.

Table 4.8 shows confusion matrix for RBF Kernel without using PCA with 9
attributes multiclass and Figure 4.10 and Figure 4.11 are ROC curves of this model.
By comparison between linear and RBF kernel we can recognize that RBF can
classify more classes with higher area under curves. RBF kernel is more flexible
than linear kernel.

41




Table 4.8: Confusion Matrix of RBF kernel by using OvA without PCA (9
Attributes, Multiclass)

30 6 12 18 3 5 Classified
Days Month | Month | Month | Years Years as

6 1 1 0 1 1 30 Days
2 7 6 1 2 2 6 Month
0 4 9 5 5 7 12 Month
0 0 2 6 2 2 18 Month
1 0 4 3 10 4 3 Years

0 1 1 0 7 2 5 Years
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Figure 4.10: Receiver Operating Characteristic curve for SVM Classifier by Using
RBF Kernel without PCA for 30 days and 6, 18 months live patients.
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Figure 4.11: Receiver Operating Characteristic curve for SVM Classifier by Using
RBF Kernel without PCA for 12 months and 3, 5 years live patients.

Up to now in total observations the average of accuracies are not good. For increase
the accuracy of classification we decrease number of labels to two. It means for 5
and 6 labeled as “good” and 1, 2, 3, 4 classes are labeled as “bad”.

Bad Good

Figure 4.12: Binary Data Set Distributions
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e Linear Kernel With and Without PCA with 9 Attributes(Binary class)

As a result, by division of all data into two groups through the usage of binary
classification (“good and bad”) class, SVM classifier classifies the data better. This
good results via usage of SVM is because of existence of more data in each group.

Table 4.9 shows results of 9 Attributes with binary class “good and bad”. As we
can see the accuracy of model increases suddenly and the same amount correct
classified instances and incorrect classified instances are increases.

By change Multi class to Binary class, it is normal to have high accuracy because
SVM classifier uses linear separator which is optimal for two classes mentioning in
chapter 2. SVM can detect two classes easier than six different classes by multi
classification classifiers.

As a result, by division of all data into two groups through the usage of binary
classification (“good and bad”) class, SVM classifier classifies the data better. This
good results via usage of SVM is because of existence of more data in each group.

Table 4.9: Classification Results of SVM Classifier by Using Linear Kernel with
and without using PCA- 9 Attributes Binary class

Correctly | Incorrectly | Time Recall | False Accuracy
Data Set | Classified | Classified | taken measure
Instances | Instances | (Seconds)
9
Attributes
Without 75 30 0.18 0.71 0.69 71.42%
PCA
9
Attributes 76 29 0.01 0.72 0.71 72.38%
PCA

We have obtained 76 correctly classified instances and 29 incorrectly
classified instances. The accuracy of this model is 72.38% and it proves that this
model is enough good for classification patients based on their period of being alive.
There are not significant differences between using PCA or without PCA but the
same problem is occur here. Attributes over fitting after applied PCA does not affect
results in binary model. In Table 4.10 shows confusion matrix of model and we can
easily calculate True Positive and False positive or True Negative and False
Negative from below table.

Table 4.10: Confusion Matrix of Linear Kernel with PCA (9 Attributes,

Binary class)
Bad Good Classified as
62 10 Bad
19 14 Good
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Figure 4.13: Receiver Operating Characteristic curve for SVM Classifier with PCA
by Using Linear Kernel

Figure 4.13 represent ROC curve and the area under curve. These curves combine
the ROC information from the two classes, results display the test comparing the
areas under the two ROC curves. The results indicate that the two areas are not
significantly different (AUC= 0.737) and it is good enough for this model.

¢ RBF Kernel Without PCA with 9 Attributes(Binary class)

Radial Bases kernel can work better in this data set because as we mentioned in
Figure 4.3 data is nonlinearly distributed and this kernel can maps samples into a
higher dimensional space and can handle it when the relation between classes and
attributes are nonlinear.

Table 4.11: Classification Results of SVM Classifier by Using RBF Kernel without
using PCA- 9 Attributes Binary class

Correctly | Incorrectly | Time Recall | False Accuracy
Data Set | Classified | Classified | taken measure
Instances | Instances | (Seconds)
9
Attributes
Without 73 32 0.04 0.69 0.67 69.74%
PCA
9
Attributes 76 29 0.02 0.72 0.70 72.38%
PCA

We have obtained higher classification model accuracy after test binary data set. As
we can see from Table 4.11, correctly classified instances are 76 and incorrectly
classified instances are 29. The accuracy of this model is 72.38% and we can
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understand that this model is good for classification because it is very easy to
implement by experts. In Table 4.12 true positive and false positive or true negative
and false negative is good factors for analyzing the test. Figure 4.12 represent ROC
curve and the area under curve is 0.747 and it is good enough against all result so far.
In this situation the best model for classification is using RBF Kernel with or without
PCA for 9 Attributes Binary class dataset.

Table 4.12: Confusion Matrix of RBF Kernel with PCA (9 Attributes, Binary class)
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Figure 4.14: Receiver Operating Characteristic curve for SVM Classifier with PCA
by Using Linear Kernel

Performance comparison of classification models when the classes are binary is
simpler for evaluating. This observation predicts two classes (bad and good), the
model is correlated because they occurred form multiple measurements on the same
individual. Better prognostic test will be closer to top left corner than poorer test. As
values on the X axis true positive rate increase the chance of incorrectly diagnosing
negative cases (as positive) increases. In this case the proportion between TP and FP
is better than others because when TP is in max range 0.8 the FP rate is in 0.5 in this
plot.
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Table 4.13: Comparison of the different Kernels and Datasets in SVM

Data Set Accuracy Kernel Type PCA
(0)%707(0)7-N W/O PCA
35.23/35.23 Linear W/O PCA
33.33/36.19 RBF W/O PCA

Total Data
Multi Class
45.71/39.04 Linear PCA
45.71/43.80 RBF PCA
32.38/30.47 Linear W/O PCA
34.28/38.09 RBF W/0 PCA
9 Attributes
Multi Class 33 38/35 23 Linear PCA
33.33/36.19 RBF PCA
73.94 Linear W/O PCA
Total Data 73.94 RBF W/O PCA
Binary Class
74.78 Linear PCA
73.10 RBF PCA
71.42 Linear W/O PCA
69.74 RBF W/O PCA
9 Attributes
Binary Class 72.38 Linear PCA
72.38 RBF PCA
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Table 4.13 shows Comparison of the different kernels and datasets with Support
Vector Machine classifier as we use for our first method.

Linear kernel is one method used in SVM to find a linear line for separating two or
more classes. Since the Esophagus data may not be linearly separable, we also
considered non-linear SVM such as RBF kernel. It mapped the samples’ features to
the higher dimensional space where non-linear features become linearly separable.
There are some reasons for selecting RBF as a best choice for classification:

e First reason is ability of RBF kernel in handling data when there is a non-
linear relation between class labels and attributes. In addition, the linear
kernel is the special case of RBF kernel.

e As second reason, though RBF has hyper parameter which can affect the
complexity of model selection, it is the best choice against linear (the
discussed result is shown in Table 4.13).

“One against all” and “One against One” is used to perform multi classification. The
accuracy of SVM on this data by using OvO and OvVA is largely dependent on
number of data and attributes. In all data with multi classes, OvO performed better
results because of its structure. This data set has fewer samples in each class; so by
using OvO the balance between classes is created. In 9 attributes with multi classes
OVA performed better than OvO. In OvO the single parameter selected for calculate
decision function, however one parameter set for one decision function may lead to
over fitting, so OvO classifier cannot set the best parameter specially in case of 9
attributes that the information of all data decrease.

By testing the Support Vector Machine for all data multi class with and without PCA
we can see from results, (PCA+SVM) classification accuracy and (PCA-SVM)
classification accuracy are very close together. Also increasing the number of
principal components decreases classification performance but it depends on used
kernel. From results we can conclude that using (PCA-SVM) is a good choice for
our aim for classification system but using PCA for a data set which has more
features toward sample size is useful.

We have 119 patients with 42 attributes but for classification problem and for true
results we need more data for each class. For example in first data set for each class
we have almost 10-20 instances and this range of number is low for doing multi
classification. For this purpose we divided classes into two classes.

To summarize, the first method provides the result of linear and RBF kernels of
SVM in classification of Esophagus data combined with before and after using PCA
with multi classifiers. Both linear and RBF, SVM performed good classification
accuracy under appropriate feature selection. Based on the RBF kernel properties we
can recognize that the best choice is RBF kernel after using PCA with 9 attributes
and binary class data set. Since the highest accuracy in Figure 4.13 belongs to liner
kernel with 9 attributes and binary class in all data set and with having higher
dimension, linear kernel can separate easily but if in all data one of the data get lost
or there were missing data we cannot use this model. By decreasing the number of
attributes we also decrease the number of missing data. In addition to missing data
problem in all data there is over fitting problem that generally occurs when a model
is more than enough complex, such as having too many parameters or attributes.
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4.3. Results of Bayesian Network

In previous chapters we explained the Bayesian network methods and dataset which
is for our Bayesian network model. On Figure 3.1 we try to show the general view of
the network, in this section the results are shown and we discuss about the output of
network in detail.

The general methodology of Bayesian networks is described in chapter 2, Bayesian
networks works on relationships of conditional probability and dependence between
its variables [47, 48]. All the data preprocessing and performance analysis was done
with Samlam and Weka. All continuous variables which were represented in the
network were discretized into equal range of numbers. We have 12 nodes and each
node has its own conditional probability table. To begin with, for each feature like
Age, we try to estimate the probability of distribution for per interval for example in
range 25-45. For each node of network we try to calculate probability and all these
probability is collected into node’s properties we can change and arrange nodes
properties based on their conditionally (dependent and independent) probabilities
and their relationships. Vomit node probability is change based on the nodes which
they are related to vomit and it changes when related nodes change. The related
nodes as it shown in Figure 4.15 are Nausea and Age.

All these calculations are done for all nodes based on the relations in their networks.
For better analyzing we create three kinds of networks to see the accuracy with more
complicated networks. Figure 4.14, 4.15 and 4.16 are three different networks. First
Network is created based on correlation and expert opinion, for second Network we
try to decrease number of edges. This helps us to better understanding the Network
and it has less calculation. Third Network is just based on correlation between nodes
and it is complicated than two other networks.

We employed a five-fold cross-validated experimental design for train and test set.
We have 119 data and spilt them into 5 sets. Each set contains train and test set
which is used for performance analysis. In these sets the order of features are looks
like the networks nodes order. Model accuracy was determined using the averaging
of results of this stage which was obtained by using the Python programming
language for tested sets for five times and the general accuracy is network accuracy
and network performance. Table 4.14 shows the results.

Table 4.14: Comparison of the different Networks’ Accuracies with Samlam

Training and Network 1 Network 2 Network 3 Network 4
Test Set
Average 12.64 19.34 11.81 15.94
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As we have seen in chapter 2, common accuracy amounts are more than 85% but our
results here do not seem to be reasonable. The problem may be because of network
structure or lack of data. For solving these problems we have referred to an expert
for improving the network and request for more data and we have decided to omit
some extra nodes because as it can be seen that the network which is less
complicated has higher accuracy rate. So “Nausea”, “Dysphagia”, “Grade” are
eliminated because features such as “Vomit”, “Odynophagia”, ‘“Stage” are
respectively used instead of them. As a result the size of the network is reduced from
12 to 9 nodes.

Based on the expert’s advice we have changed the connection of nodes in this way:
all of the nodes are connected with “Prognosis” because all other features affect
“Prognosis” in some way.

The network is drawn in Samlam and CPTs are calculated again with new conditional
probability. In this way we have encountered with three kinds of problems:

1. Entering the network in Samlam made software slow
2. Calculation of CPTs appeared to be complicated
3. Data does not seem to be sufficient

In order to deal with first and second problems the structure of expert’s network has
changed a little, figure 4.16 indicates final version of our network.

50



SYI0MIN SnT I o)
y10m)oN sn3eydosy ur sajqe ] L11[1qeqoId [BUOIIPUO)) PUE JI0OMION UBISOARY 1SII :ST°f 9In3
. e O [

51



52

Figure 4.16: Second Bayesian Networks and Conditional Probability Tables in Esophagus Networks
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Weka can also show statistics and class distribution over the values of each attribute
area like Figure 4.19. The screenshot below shows these diagrams.

60 Age

Sex

odymophagia

36
. 31 .
00 Vomi 62 Lost Weight 95 FEV1
36
15 24
15
] . B
Stage 73 Tumor Length Prognosis
35 72
23 24 47
37
16
12
9
[ |
4
[

Figure 4.19: Class Distributions over the Values of Each Attribute Area
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e First Bayesian Network Model

Figure 4.20 is shown graphical representation of the first network, which is created
based on correlation between attributes. Running this network with 10-fold cross
validation produces the following output:

Yomikt 3 .
Odynof aji

lostweight

TLength

prognosis

Figure 4.20: Graphical Representation of First Network Model

Table 4.15 shows this Network has 87 correctly classified instances and 32
incorrectly instances.

Table 4.16 confusion matrix indicates that 22 instances from class “B” are wrongly
classified as class “A” and 10 instances from class “A” are wrongly classified as
class “B”. The degree of accuracy of a Bayesian network, with related to a data set,
depends on how well the Bayesian network, and is determined by how well the joint
probability distribution represented by the Bayesian network matches the joint
probability distribution described by the given data set. In this network due to
relation between attributes, accuracy is high.

Table 4.15: Classification Results of Bayes Net Classifier by Using First Network-

9 Attributes Binary class

BAYES | Correctly | Incorrectly | Time Recall | False Accuracy
NET Classified | Classified | taken measure
Instances | Instances | (Seconds)
First
Network 87 32 0.01 0.731 | 0.734 73.10%
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Table 4.16: Confusion Matrix of First Network

Good | Bad | <= Classified
as
37 10 Good
22 50 Bad

0,8

° o
I )

True Positive Rate

o
N}

0 0,2

Figure 4.21: Receiver Operating Characteristic curve for Bayes Net Classifier by

Eéﬂfse Positive Rg’tg

Using First Network

The Figure 4.21 shows ROC curve representing good test plotted on the graph. The
accuracy of the test depends on how well the test separates the group. Accuracy of
this model that is measured by the area under the ROC curve represents a good
performance based on the arrangement that it mentioned before.

e Second Bayesian Network Model

Figure 4.22 is shown graphical representation of second network which is suggested
by expert but based on the first problem which is lack of data resulting unwanted
random outcomes, we try to change some edges. The outputs with 10-fold cross

validation are as follows:
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Figure 4.22: Graphical Representation of Second Network Model

Table 4.17 shows this Network has 53 correctly classified instances and 66 incorrect
instances. The second network accuracy is 44.53% and it is better than first network
because we decrease number of edges. This solution effect the accuracy of network
but is still low.

Table 4.17: Classification Results of Bayes Net Classifier by Using Second
Network- 9 Attributes Binary class

BAYES | Correctly | Incorrectly | Time Recall | False Accuracy
NET Classified | Classified | taken measure
Instances | Instances | (Seconds)

Second
Network 53 66 0.02 0.445 | 0421 44.53%

As we can see from Table 4.18 confusion matrix indicates that 34 instances from
class B and 19 instances from class A are classified correctly but 13 instances are
wrongly classified as class B and 53 instances are wrongly classified as class A.
Again correctly classified numbers are low and we have to improve the network by
change the edges.

Table 4.18: Confusion Matrix of Second Network

Good | Bad | <= Classified

as
34 13 Good
53 19 Bad

58




0,8
£ ~
o
206
=
(%]
&
Good
S04
'_
0,2
0
0 0,2 0,4 0,6 0,8 1

False Pdsitive Rate

Figure 4.23: Receiver Operating Characteristic curve for Bayes Net Classifier by
Using Second Network

Figure 4.23 can be shown that the area under curve is equal to the probability that the
model will correctly identify the positive case when presented with a randomly
chosen pair of cases in which one case is positive and one case is negative. This
model is poor for classification problems because AUC for this model is very low
and it is very close to the baseline.

e Third Bayesian Network Model

Figure 4.24 is shown third network which is tested for showing that some networks
works better than others but it is not enough to accept as an optimal network. Here,
network’s structure is the same network with 9 nodes. Running this network with 10-
fold cross validation produces the following output:
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Figure 4.24: Graphical Representation of Third Network Model

Table 4.19 shows the best results over other networks. 83 correctly classified
instances with 34 incorrectly classified instances and the result shows that this model
of Bayesian network reach to 71.42% accuracy. As we can see

Table 4.20 True Positive and True Negative number is high for this model. Figure
4.25 ROC curve representation is better than other models because of False Positive
and True Positive Rate. However the accuracy, there is a problem with network’s
structure. In this structure all the nodes connect to the Stage node and this means
Stage decide instead of all nodes and Stage is the only node that it affects prognosis
and it is independent from all other nodes. Obviously this kind of structure with the
highest accuracy is meaningless and useless for Classification but it is useful for
clinical approaches when the staging level is not complete and doctors have to
decide without having stage information of patients.

Table 4.19: Classification Results of Bayes Net Classifier by Using Third Network-

9 Attributes Binary class

BAYES | Correctly | Incorrectly | Time Recall | False Accuracy
NET Classified | Classified taken measure
Instances | Instances | (Seconds)
9
Attributes
(Binary 85 34 0.07 0.717 | 0.744 71.42%
class)
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Table 4.20: Confusion Matrix of Third Network
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Figure 4.25: Receiver Operating Characteristic curve for Bayes Net Classifier by
Using Third Network

As an overall summary of diagnostic accuracy, the AUC can be discuss. When the
ROC curve corresponds to perfect accuracy the AUC equals 1 and 0.5 for random
chance. Rarely the evaluated AUC is less than 0.5. This estimated among AUC
explains the test does worse than chance. As we can see here the AUC of Good class
1s higher than 0.5 and this model can be select as good model for classification in
special case when we have not enough information from some attributes.
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e Fourth Bayesian Network Model

Figure 4.26: Graphical Representation of Forth Network Model

Figure 4.26 is shown graphical representation of Fourth network which it is Naive
Bayes. Here, attributes of class are independent so create Naive Bayes network is
logical and this structure is near to first Network which is suggested by expert. The
accuracy that Table 4.21 shows is 67.22% that it is high from first network and
confusion matrix in Table 4.22 shows that True Positive and True Negative number
is higher than first network. The ROC curve of this model as we can see in figure
4.26 is better than other Networks because of False Positive and True Positive Rate.

Comparison between Third and Fourth network shows us, third network has higher
accuracy than forth network but for doctors the structure of network is more
important because the one attribute, for example “Age” singly influence “Prognosis”
in this type of cancer, but in Third network “Age” just influence “LostWeight” and
based on the expert opinion Age is one of the effective factor for prognosis. We can
say the same things for all other nodes so we can accept Forth network as our final
model.

Table 4.21: Classification Results of Bayes Net Classifier by Using Third Network-
9 Attributes Binary class

BAYES Correctly | Incorrectly | Time Recall | False Accuracy
NET Classified | Classified | taken measure

Instances | Instances | (Seconds)
9
Attributes
(Binary 80 39 0.03 0.672 | 0.676 67.22%
class)
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Table 4.22: Confusion Matrix of Forth Network

Good | Bad | <= Classified

as
32 15 Good
24 48 Bad
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Figure 4.27: Receiver Operating Characteristic curve for Bayes Net Classifier by
Using Forth Network

Selection the optimal threshold under a diversity of clinical situations, can be done
through ROC analysis which could balance the inherent tradeoffs among sensitivity
and specificity. In this case we can see from Figure 4.27 that this model act as an
optimal case for clinical usage. The area of Good class is higher than baseline and
the highest point of good class occurs when false positive is equal to 0.4.
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Figure 4.28 shows the comparison of four networks. For the analysis of discussed
Networks the Esophagus data set has been used with 119 instances and 9 attributes.
From Figure 4.28, it is clear that accuracy of first network is the highest but the
analysis of another parameters and network structure formed by Naive Bayes is the
best among these. It is also seen that accuracy of Naive Bayes is better than others
when the dataset is small.

80

73,1
60
44,53
40
20
0

Network 1 Network 2 Network 3 Network 4

71,42

67,22

Figure 4.28: Comparison of Networks Accuracy

In this thesis we presented Support Vector Machine and Bayesian network
classification methods developed for medical decision making problems to find the
most appropriate structure of the model. Comparing the first and second approach
shows that the results are comparable in terms of performance.

Firstly, it can be observed that the Bayesian networks performed better than Linear
Support Vector Machine but Support Vector Machine with RBF kernel obtain higher
prediction accuracy than Bayesian network. It has to be mentioned, that although
better accuracy is gained on SVM, it doesn’t not allow interpretation of prediction,
while BNs do, and interpretation in fourth network constructed as above, can be
done efficiently.

Subsequently, increasing the number of data doesn’t effect on the SVM performance
because it just creates boundaries among data regarding their classes, but while
Bayesian networks are involved with probability of data so they demonstrate better
accuracy when the number of data is increased.

The most striking advantage of Bayesian networks in comparison with SVM is that
Bayesian networks can continue to classify even if there is missing data is occurred,
while the standard formulation of Support Vector Machine does not allow for
missing values for any attributes to classified for solving this problem there are some
preprocessing methods to prepare data sets for use by an SVM.
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CHAPTER 5

CONCLUSION AND FUTURE STUDIES

5.1. Conclusion

This study analyzed clinical pathological data of patients with esophageal carcinoma
who underwent esophagectomy and investigated prognostic factors on mortality and
survival.

In this thesis, we tested two classification methods for the prognostic prediction, the
objective of this study is to develop and analyze the performance of a number of
classification models to classify patients. Our data set was collected at the “Ankara
Numune Teaching and Research Hospital” between 2003 and 2011. Data contains
119 patients with preoperative clinical factors and other attributes including age, sex,
type and duration of symptoms and post-operative prognostic results for all patients.
The Support Vector Machine method was used to analyze prognosis and classify the
patients based on their life interval. Weka was used to compare the models and
confusion matrices and Receiver Operating Characteristic (ROC) curves were used
for statistical analysis.

By our observations, Support Vector Machine has shown %70.58 accuracy with
using “RBF kernel” with using Principal component analysis for data reduction. We
obtain from comparing result with or without PCA that preprocessing the features
using PCA did not significantly increase classification accuracy of the SVM.
Support Vector Machine can be helpful for obscure analysis when data are
irregularly distributed and produce very accurate classifiers.

The prognostic prediction model will help to enhanced clinical practice for many
complex diseases and other problems. Converting this knowledge into daily applied
diagnostics will be a challenge in health domain.

For this purpose we decided to use Bayesian Networks for prognostic prediction,
Because Bayesian Networks are easy to use and understand. Bayesian Networks
with decision making tasks can help physicians and other health professionals.

The main objective of our study was to predict life span of the patients with the
esophageal carcinoma that underwent curative surgery without preoperative
chemotherapy or radiotherapy.

We identified a total of 119 patients who underwent esophagectomy and obtained
73.10% accuracy.

As for a summary of results it has to be mentioned that the Bayesian networks are
better than Support vector machine for prognosis cases and for doctors in clinical
approaches because it is easy to understand how network and classifier works.
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We evaluated the effectiveness of dimension reduction and normal distribution of
real data in improving the classification accuracy. The dimension reduction method
significantly improved classification accuracy of the Bayesian network and SVM.
The accuracy of the two classifiers after applying PCA was very similar, with no
statistical differences in the area under the ROC curve.

One major disadvantage of SVM method over Bayesian Networks is missing data,
missing data is a given in the medical domain, so machine learning models should
have satisfactory performance even when missing data occurs. Bayesian networks
(BN) can handle missing data better than support vector machines (SVM). To test
the hypothesis, we trained a BN and SVM model for 119 patients and compared
their accuracy in four separate datasets which are 42 and 9 attributes (Multiclass and
Binary class). Bayesian networks can continue to classify even if missing data is
occurred, while SVM don’t continue to work.

5.2. Future Work

In this study we focus on Bayesian Networks in post-operative prognostic prediction
in future research can be focus on Bayesian Networks in pre-operative prediction. By
incorporating both pre-operative and post-operative information we can obtain useful
results that it can help to doctors for getting correct decisions and may help improve
power of prediction.

We have carefully validated performance from the literature and characterized which
predictors are important and the results shows us Decision tree algorithm and
Artificial Neural Network approaches are also useful in data mining. For using these
algorithms for our data we have some limitation such as, number of data. We need
more data to obtain reliable result so Future works have to focus on improving the
BN performance by including more patients, more variables, and more diversity in
Networks models, besides another option for improving our work can be finding
more effective features.

We can examine methods for handling data sets with missing features in SVM.
Some of these methods are simple such as ignoring the missing data by discarding
examples with a missing attribute value or discarding an attribute that has missing
values. A second possible solution is the imputation method by which a value is
generated for the attribute. There are more robust methods that are likely to supply a
value closer to the one that is missing: for example, a K-Nearest neighbors (KNN)
approach or replacing missing data with mean and mode values are methods that we
can use for handling missing data. Another technique is the use of a separate SVM to
determine the likely value. Our future work focus on improving SVM accuracy by
using above approaches for handling missing data.
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