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ABSTRACT

FUSION OF IMAGE SEGMENTATION WITH DOMAIN SPECIFIC
INFORMATION UNDER AN UNSUPERVISED MARKOV RANDOM FIELDS

MODEL

Karadağ, Özge Öztı̇mur

Ph.D., Department of Computer Engineering

Supervisor : Prof. Dr. Fatoş T. Yarman Vural

February 2014, 131 pages

The formulation of image segmentation problem is evolved considerably, from the
early years of computer vision in 1970s to these years, in 2010s. While the initial stud-
ies offer mostly unsupervised approaches, a great deal of recent studies shift towards
the supervised solutions. This is due to the advancements in the cognitive science
and its influence on the computer vision research. Also, accelerated availability of
computational power enables the researchers to develop complex algorithms. Despite
the great effort on the image segmentation research, the state of the art techniques still
fall short to satisfy the need of the further processing steps of computer vision. This
study is another attempt to generate a “substantially complete” segmentation output
for the consumption of object classification, recognition and detection steps. Our
approach is to fuse the multiple segmentation outputs in order to achieve the “best”
result with respect to a cost function. The proposed approach, called Boosted-MRF,
elegantly formulates the segmentation fusion problem as a Markov Random Fields
(MRF) model in an unsupervised framework. For this purpose, a set of initial seg-
mentation outputs is obtained and the consensus among the segmentation partitions
are formulated in the energy function of the Markov Random Fields model. Finally,
minimization of the energy function yields the “best” consensus among the segmen-
tation ensemble.
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We proceed one step further to improve the performance of the Boosted-MRF by in-
troducing some auxiliary domain information into the segmentation fusion process.
This enhanced segmentation fusion method, called the Domain Specific MRF, up-
dates the energy function of the MRF model by the available information which is
received from a domain expert. For this purpose, a top-down segmentation method
is employed to obtain a set of Domain Specific Segmentation Maps which are in-
complete segmentations of a given image. Therefore, in this second segmentation
fusion method, in addition to the set of bottom-up segmentation ensemble, we gen-
erate ensemble of top-down Domain Specific Segmentation Maps. Based on the bot-
tom–up and top down segmentation ensembles a new MRF energy function is defined.
Minimization of this energy function yields the “best” consensus which is consistent
with the domain specific information. The experiments performed on various datasets
show that the proposed segmentation fusion methods improve the performances of the
segmentation outputs in the ensemble measured with various indexes, such as Proba-
bilistic Rand Index, Mutual Information. The Boosted-MRF method is also compared
to a popular segmentation fusion method, namely, Best of K. The Boosted-MRF is
slightly better than the Best of K method. The suggested Domain Specific-MRF
method is applied on a set of outdoor images with vegetation where vegetation in-
formation is utilized as domain specific information. A slight improvement in the
performance is recorded in this experiment. The method is also applied on remotely
sensed dataset of building images, where more advanced domain specific informa-
tion is available. The segmentation performance is evaluated with a performance
measure which is specifically defined to estimate the segmentation performance for
building images. In these two experiments with the Domain Specific-MRF method,
it is observed that, as long as reliable domain specific information is available, the
segmentation performance improves significantly.

Keywords: Domain Specific Segmentation, Markov Random Fields, Domain Specific
Information, Segmentation Fusion
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ÖZ

MARKOV RASGELE ALANLARI ARACILIĞI İLE ANLAM BİLGİSİ VE İMGE
BÖLÜTLEMENİN BİRLEŞTİRİLMESİ

Karadağ, Özge Öztı̇mur

Doktora, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Fatoş T. Yarman Vural

Şubat 2014 , 131 sayfa

Bilgisayarlı görmenin ilk yıllarından bugüne kadar imge bölütlemenin formüle edilişi
büyük gelişim göstermiştir. İlk çalışmalar eğitimsiz yaklaşımlar önermiş, yakın za-
manda yapılan çalışmaların büyük çoğunluğu ise eğitimli yaklaşımlara yönelmiştir.
Bu durum bilişsel bilimlerdeki ilerlemeden ve bilişsel bilimlerin bilgisayarlı görme
üzerindeki etkisinin artmasından kaynaklanmaktadır. Aynı zamanda, bilgisayar gü-
cünün artması, araştırmacıların daha karmaşık yöntemler geliştirmelerine imkan sağ-
lamıştır. İmge bölütlemedeki büyük çabaya rağmen, mevcut bölütleme yöntemleri,
bilgisayarlı görmenin daha sonraki basamakları için gerekli çıktıları vermekte yeterli
olamamıştır. Bu çalışmada nesne sınıflandırma, tanıma ve bulma yöntemlerinde kul-
lanılabilecek "tam bir" bölütleme çıktısı elde etmek amaçlanmaktadır. Bu amaçla,
çeşitli bölütleme çıktıları birleştirilerek bir maliyet fonksiyonuna göre "en iyi" bö-
lütleme elde etmek hedeflenmektedir. Önerilen yöntem, Attırımlı-MRA, bölütleme
birleştirme problemini bir Markov Rasgele Alanı (MRA) problemi olarak eğitimsiz
yaklaşımla formüle eder. Bu amaçla, imge öncelikle fazlaca bölütlenir, elde edilen
alanlar düğümleri, komşuluk ilişkileri kenarları oluşturacak şekilde Bölge Bitişiklik
Grafiği (BBG) oluşturulur. Başlangıçta tüm kenar ağırlıkları bir birim olarak belir-
lenir. Aynı zamanda basit bir bölütleme yönteminin parametreleri değiştirilerek çok
sayıda bölütleme sonucu elde edilir. Bu sonuçlar arasında bir fikir birliği oluşturacak
şekilde MRA enerjisi formüle edilir. Son olarak, MRA enerjisi minimize edilerek bö-
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lütleme sonucu elde edilir. Arttırımlı-MRA yönteminin performansını bir adım daha
ileri götürmek amacı ile alan bilgisi bölütleme birleştirme sürecine entegre edilir. Bu
yeni yöntem, Alana Yönelik MRA, alan uzmanından alınan veriyi MRA enerjisini
güncellemekte kullanır. Alan bilgisi, mantıksal yüklemler aracılığı ile Alana Yönelik
Haritalar (AYH) elde etmek için kullanılır. Böylelikle, Alana Yönelik MRA yöntemi,
bir grup basit bölütleme sonucu ile bir grup AYH’yı kullanarak yeni bir MRA enerjisi
tanımlar. Bu enerjinin minimize edimesi ile alan bilgisi ile uyumlu "en iyi" bölütleme
sonucu elde edilir. Deneyler sonucunda önerilen bölüt birleştirme yöntemlerinin, bir-
leştirilen bölütlerden her birinden daha yüksek performans elde ettiği görülmüştür.
Arttırımlı-MRA yöntemi, literatürde sıklıkla kullanılan En İyi K (EİK) yöntemi ile
de karşılaştılmış ve Arttırımlı-MRA’nın daha iyi performans elde ettiği gözlenmiştir.
Alana Yönelik MRA yöntemi bitki örtüsü içeren dış mekan imgeleri üzerinde, bitki
örtüsü alan bilgisi kullanılarak uygulanmıştır. Bu deneyde bir miktar performans artışı
sağlanmıştır. Bu yöntem aynı zamanda uzaktan algılama veri kümesinde bina imge-
leri üzerinde uygulanmıştır. Bina tanıma probleminde, gelişmiş alan bilgisi mevcut
bulunmaktadır. Elde edilen sonuçların performansı, bina tanıma problemi için tanım-
lanmış bir bölütleme performans ölçütü ile değerlendirilmiştir. Bu iki deney, güveni-
lir alan bilgisinin mevcut olması durumunda bölütleme performansının büyük ölçüde
arttığını göstermiştir.

Anahtar Kelimeler: Alana Yönelik Bölütleme, Markov Rasgele Alan, Alan Bilgisi,
Bölütleme Sonuçlarının Birleştirilmesi
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CHAPTER 1

INTRODUCTION

This thesis is about image segmentation, which is one of the oldest, yet unsolved

problems in computer vision. We begin with introducing the problem of image seg-

mentation, then discuss the difficulties, the available techniques and finally, describe

our contribution to resolve some of the problems in this area.

1.1 What is Image Segmentation?

Loosely speaking, image segmentation is partitioning an image into a set of “ho-

mogeneous” regions with respect to a criterion. Generally, the aim in segmentation

is to simplify further processing steps of the image for a pre-defined task, such as

object recognition, detection, classification, image retrieval etc. Segmentation prob-

lem arises in almost all of the image processing problems. Due to this common re-

quirement for segmentation, starting from the early times of computer vision, various

methods are proposed for segmentation. While the early segmentation studies for-

mulate segmentation as the process of grouping similar image pixels together, recent

studies formulate segmentation as grouping “semantically” similar pixels together.

1.2 The Major Difficulties in Image Segmentation

Despite extensive research, there are main problems in the segmentation process that

remain to be resolved. Some common problems are listed as follows:
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1. Subjectivity: There is not a unique solution for the segmentation problem.
Even the human perception of "homogeneous regions" varies among people.
This is clearly observed in the manually segmented ground-truth of the Berke-
ley Segmentation Dataset [84]. A sample image from this dataset and five
ground-truth segmentations of the image is provided in Figure 1.1. As the im-
ages in this figure implies, there is not a unique segmentation partition. For this
reason, the evaluation of the output of a segmentation method is subjective. Al-
though various segmentation evaluation measures are proposed [114, 93, 113,
58, 122, 84], defining an objective segmentation measure for a subjective prob-
lem is itself an ill-defined problem.

(a) (b) (c)

(d) (e) (f)

Figure 1.1: (a) A sample image from the Berkeley Segmentation Dataset [84]
and (b),(c),(d),(e),(f) hand labeled ground-truth segmentations of this image. Each
ground-truth segmentation is labeled by a distinct human subject.

2. Parameter Tuning: In the last two decades a wide range of approaches for the

segmentation problem are proposed. A group of studies take up segmentation

as a boundary extraction problem and propose edge based solutions, while an-

other group of studies concentrate on the similarity of the pixels which fall into

the same region and propose region based solutions. The studies modeling seg-

mentation as the coupling of the edge and the region processes aim improving
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the performance of the algorithms which are purely based on the edge process

or the region process. All of these algorithms in the literature have a set of pa-

rameters which are determined by some heuristics, based on the requirements

of the problem domain. Majority of the studies employ a validation set, in order

to tune the parameters of the models. The sensitivity of a segmentation method

to its parameters is depicted in Figure 1.2, where a sample image from [84] and

two segmentations of this image obtained for two different parameter settings

of a segmentation method are provided. The question ’Which one is "better"?

’ remains unanswered, as long as the final goal of the process is unknown.

Therefore, the problem gets complicated, since one should determine which

parameter setting to use to get a "better" segmentation.

(a) (b)

(c) (d)

Figure 1.2: (a) A sample image from the Berkeley Segmentation Dataset [84] and
(b),(c),(d) output of a segmentation method with three different parameter settings

3. Semantic Gap: Semantic gap is the difference between the low level image

descriptors and the high level semantic information about the image regions,

such as the object labels, relationship between the adjacent regions, etc. Se-

mantic gap problem arises due to the insufficiency of the computational vision

models in mimicking the human visual system. Although the vision scientists

pay attention to the cognitive aspects of vision from the early years of vision

research, a valid and practical model of the human visual system is not avail-

able yet. Understanding and modeling the human brain activity during vision
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process is an inter-disciplinary study of many research areas such as psychol-

ogy, cognitive science, neuro-science and computer science and gathering the

research from all of these areas requires some more time to come up with an

efficient and effective model.

Gestalt Laws of Perception, which date back to 1930s, underline the grouping

attitude of human perception. Gestalt psychologists point out that the human vi-

sual system group things together to perceive the whole. Hence, there is strong

evidence that a segmentation process takes place during perception. However,

how the segmentation process takes place as an information representation and

flow process is an unresolved problem of the brain. If the details of human vi-

sual system can be resolved, then an important step will be taken for bridging

the semantic gap problem. In other words, if the modeling of high level and low

level information and their interactions can be discovered in the human visual

system, then its modeling in the computation vision will be much easier.

1.3 Available Image Segmentation Systems

In the rich segmentation literature, various solutions are proposed to handle the prob-

lems already mentioned in the previous section. The subjectivity problem can also be

considered as a perception problem. And in the current state of the literature, an exact

solution to this problem is not available.

Researchers propose to overcome the parameter tuning problem by consensus seg-

mentation systems, which employ a set of segmentation partitions and find a final

segmentation a pre-defined consensus among these segmentations. The consensus

models optimize a cost function defined over the multiple segmentation outputs ob-

tained by employing a set of segmentation methods. The segmentations are performed

either by varying the parameters of a segmentation algorithm or employing different

segmentation methods on the same image. The optimization of the cost function de-

fines the “best” or the “most representative” segmentation output among the set of

segmentations. Alternatively, a new segmentation output, which ensures the consen-

sus among the set of initial segmentation outputs is constructed. In this way, the

parameter tuning problem is resolved.
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Figure 1.3: Feed-forward vision process

The major problem, which divides the segmentation studies into two groups as su-

pervised and unsupervised segmentation, is the semantic gap problem. This problem

gives rise to a new literature as "semantic segmentation". Let us comment on the

evolution of segmentation methods from the unsupervised (bottom up) segmentation

systems towards the semantic segmentation (top-down) systems.

In the early studies of 1980s, vision is considered as a feed-forward process as de-

picted in Figure 1.3. This approach is also referred as bottom-up or data driven model

since it merely employs image data. In this model, for a given image initially a pre-

processing step such as filtering or histogram equalization takes place. Then, image

is segmented and features are extracted from the image partitions. Finally, the object

recognition takes place. In this perspective of vision, it is assumed that the regions

extracted by the segmentation method correspond to objects or object parts. How-

ever, this assumption may not be valid in many practical problems. Moreover, the

extracted regions do not necessarily correspond to semantically meaningful regions.

As the semantics gain more importance, the understanding and formulation of the

segmentation problem are evolved. Cognitive aspects of the vision process gain more

importance and human visual system attracts the attention of the vision scientists in

an accelerating pace.

Experiments on the human visual system, reveals that the human perception of image

is strongly affected by the high level cues. Inspired by the human visual system,

researchers propose to utilize higher level information into the segmentation process

[19, 79]. For this purpose, some machine learning methodologies are utilized to train

a system using a set of labeled images for learning the features of certain objects.

This approach is referred as top-down segmentation, since, high-level information

related to image content is provided to the segmentation system before segmentation

takes place. In other words, the segmentation system is aware of what is going to be
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segmented in advance.

With the emergence of this approach, segmentation problem is defined as an image

labeling process. For this purpose, pixel-wise labeled datasets are constructed [119,

84] and class labels are assigned to each image pixel at the output of a segmentation

method as shown in Figure 1.4. This formulation of the segmentation problem is

referred as the semantic segmentation, multi-class segmentation, image labeling or

object based segmentation in the literature [19, 54, 105, 121, 78, 83].

Integration of high level cues into the segmentation process turns out to be very ef-

fective in the segmentation process. Nevertheless, more generic segmentation meth-

ods which can employ high-level cues may be required, in a specific application do-

main, such as medical image datasets, where a great deal of domain knowledge is

available. In other words, a segmentation which is guided by high-level informa-

tion may be required while a labeled dataset is not available. For those problems,

segmentation approaches employing prior information is proposed. The prior infor-

mation utilized in the literature is generally related to shape, appearance and location

[37, 40, 45, 38, 57, 56]. Studies, usually employ one or two types of prior information

during the segmentation process.

(a) (b)

Figure 1.4: (a) A sample image from the Berkeley Segmentation Dataset [84] and (b)
a realization of semantic segmentation
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1.4 Our Contribution

In this thesis, we propose a segmentation fusion approach for problems where a la-

beled dataset is not available, while high level information related to the given prob-

lem domain is provided by a domain expert. This is the first study, which formulates

the segmentation fusion problem as a Markov Random Fields Model. Therefore, our

approach exploits the flexible formalism of the Markov Random Fields framework.

The major contributions of this thesis can be listed as follows:

1. A new unsupervised segmentation fusion approach is proposed in this thesis.

The method called, Boosted-MRF, finds the best consensus among the ensem-

ble of multiple segmentation outputs, by minimizing the energy function of a

Markov Random Fields model.

2. The Boosted-MRF method is further improved by incorporating the expert in-

formation into the energy function. This improved method called, Domain

Specific-MRF segmentation optimizes the consensus with the constraints of

information received from a domain expert. The proposed method finds the

consensus among a set of segmentation partitions by minimizing the energy

function of the Markov Random Fields Model. During the fusion of multi-

ple segmentation outputs, the high level semantic information is incorporated

to weight the smoothing term of the energy function of the Markov Random

Fields model. This approach enables us to revise the energy function with re-

spect to the available semantic information. In this study, high level semantic

information is referred as domain specific information and it appears in many

forms; appearance, shape, shape-relations, objects, object-relations. In this the-

sis, the high level cues provide more complex prior information compared to

the similar studies employing prior information during segmentation in the lit-

erature.

3. Segmentation fusion problem is formulated as an energy minimization prob-

lem, where the energy function is used to ensemble the segmentation outputs

together with the high level information. The main contribution of this the-

sis is to propose a generic segmentation method whose energy function can be
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designed based on the problem domain

1.5 Organization of the Thesis

The thesis begins with an overview of the image segmentation methods in the liter-

ature, in Chapter 2. Then, two unsupervised segmentation fusion methods are intro-

duced in Chapter 3 and Chapter 4. The unsupervised segmentation fusion method

of Chapter 3, called Boosted MRF, does not utilize any auxiliary information about

the domain or the images in the dataset. On the other hand, the segmentation fusion

method of Chapter 4 employs some high level information about the domain. The

suggested segmentation fusion method of Chapter 4, called Domain Specific MRF

can be considered as unsupervised, since it does not require any labeled training data.

The experimental studies and the analysis of the proposed methods in Chapter 3 and

Chapter 4 are provided in Chapter 5. The thesis is concluded with a summary of the

contributions and future work in Chapter 6.
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CHAPTER 2

AN OVERVIEW OF IMAGE SEGMENTATION METHODS

2.1 Introduction

Image segmentation is one of the most widely studied research areas in the literature.

This is due to it is critical position between the representation and the recognition

tasks.

Segmentation process is approached in wide range of perspectives, depending on the

application domain. Studies in the literature can be grouped in several ways. In the

early studies, they are commonly categorized as region based and edge based systems,

depending on whether the segmentation algorithm is based on similarity or dissim-

ilarity. Recent studies categorize segmentation systems as top-down and bottom-up

methods. Early studies are based on bottom-up segmentation methods, which process

information extracted from the image. These systems are also referred as image based

segmentation methods. The problem related to these systems is that, they lack seman-

tics. In other words, the regions obtained by a bottom-up segmentation do not neces-

sarily correspond to the objects or object parts. In order to solve these shortcomings,

in the last decade top-down segmentation methods have emerged. These methods

integrate semantic information into the segmentation process, so that a semantically

meaningful segmentation is obtained. Majority of the studies employ class labels as

semantic information, where each image pixel is assigned a label [10, 83, 54]. This

process is referred as semantic segmentation, multi-class segmentation or image la-

beling [10, 54, 60] in the literature. Nevertheless, the level and the form of semantic

information may vary depending on the problem domain.
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The organization of the thesis is as follows; first we discuss general issues and prob-

lems about the image segmentation problem. Then we give an overview of the state

of the art segmentation systems, and elaborate the topics that are closely related to the

proposed system in this thesis.

2.2 Domain Dependence in the Segmentation Process

Image segmentation is formulated in various forms in the literature. Construction of

the segmentation systems depends on the problem domain and the type of available

information. When the segmentation is formulated as a labeling process, a large num-

ber of training data is required. However, a labeled dataset with sufficient statistics is

not always available. Even if it is available, the probabilistic models may not discrim-

inate the object regions due to large within class variances. On the other hand, some

type of prior information related to a given problem is generally available. And uti-

lization of this information would improve segmentation performance considerably.

This prior information, which may be available in any form, is referred as domain

specific information and any problem for which some domain specific information is

available is referred as domain specific problem.

Domain specific problems arise in a wide range of areas, such as medical image pro-

cessing, remote sensing, document image analysis etc. From another point of view,

long time studies reveals valuable information related to a given problem domain,

which can later be employed as domain specific information. For instance, in the re-

mote sensing studies, researchers discovered that certain low level features are more

informative for sea detection, while other features are more informative in land cover

classification [1, 112, 22]. Moreover, if illumination information is available in some

computer vision applications, it is utilized to obtain shades in the image [6, 126],

which is further employed during recognition tasks such as building detection, ur-

ban detection etc. Similarly, in medical imaging, spatial information among body

parts, shape information and statistical information known a-priori is utilized in the

segmentation process [38, 57, 56].

Domain specific information may arise in different forms and it may be directly re-
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lated to the image content. It may be related to objects in the image or background

of the image. For example, in an image processing task on a production line of a

company, generally background have a standard color and illumination condition.

Here, the problem is to segment foreground object as accurately as possible so that,

problematic products are eliminated. In such a problem, segmentation accuracy of

foreground object can be increased by introducing information related to the back-

ground.

The main goal of this study is to propose a segmentation framework, which can in-

tegrate various forms of domain specific information into the segmentation process.

Since we are mainly interested in the level of available information and its integration

into the segmentation process, segmentation studies in the literature are categorized

with respect to the type and level of the information. In the following sections the

segmentation methods are overviewed under three major headings;

• Bottom-up segmentation, which does not employ any information,

• Top-down segmentation, which employs a labeled set of training data,

• Segmentation fusion, which combines multiple segmentation outputs.

2.3 Bottom-Up Segmentation

Bottom-up segmentation is also referred as image based approach since it determines

image regions directly by processing low level image features such as intensity, color

and/or texture. This low level information from image pixels and their spatial prox-

imity is considered for determining homogeneous regions in bottom-up segmentation

approaches.

Segmentation problem is formulated in various forms by bottom-up approaches. Main

categories in the bottom-up approach can be listed as; region based and edge based

methods [52, 106, 5, 35, 82, 55], clustering methods which estimate mixture densi-

ties [28, 4, 59, 15, 31], spectral clustering methods [103, 42, 29, 102], and methods

formulating segmentation as an energy minimization process [86, 8, 62, 67, 68, 32].
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2.3.1 Thresholding Based Segmentation

Thresholding based segmentation is the simplest method of image segmentation. De-

pending on the type of threshold or the similarity measure, thresholding methods

can be categorized into several groups such as; global thresholding, local (dynamic)

thresholding, multiple thresholding. The critical step in the thresholding based seg-

mentation is determining the threshold. This is usually achieved by histogram shape

analysis, mixture modeling or clustering methods. Among these methods Otsu’s

thresholding method, which selects a threshold that minimizes intra-class variance,

is the most popular thresholding based image segmentation method [52].

2.3.2 Region Based Methods

Region based segmentation methods define a similarity criterion and group image

pixels based on this criterion. Region splitting and merging and region growing are

well known region based segmentation systems [52]. Major problem in region split-

ting and merging is determining the split and merge threshold values. On the other

hand, the region growing methods suffer from the selection of the initial seeds. Var-

ious solutions to these problems are proposed and novel region based segmentation

systems are introduced in the literature [5, 35].

2.3.3 Edge Based Methods

Edge based segmentation methods are based on detecting the discontinuities in the

image. Initially the edges are detected then boundaries are extracted by linking the

edges [52]. Gradient operators, adaptive local operators are in this group. Edge based

approaches are employed in the recent studies such as [82, 55]. The main problem of

the edge based methods is that the detected edges may not provide a closed boundary,

hence a post processing is required.
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2.3.4 Morphological Methods

Morphological image processing techniques model image as topographic data [52].

Watershed segmentation, which is a well known morphological image segmentation

system, is based on detecting regional minimum, catchment basin and watershed lines

by morphological erosion and dilation operations [52]. Watershed segmentation out-

puts closed boundaries, however it generally provides over-segmented results. Water-

shed segmentation is used in many application areas, such as medical image process-

ing [56, 87, 48] and remote sensing [6]. Gaetano et al. [48] propose an Edge, Mark

and Fill strategy which automatically generates markers by morphological operators

in order to obtain a better initial watershed segmentation. Nguyen et al. [88] propose

incorporating prior information into watershed segmentation by deriving an energy

function while defining the watershed line.

Recently, Arbelaez propose formulating image segmentation as a contour detection

problem by constructing a hierarchical region tree using the output of a contour de-

tector [9]. Initially, they obtain contours by processing local and global cues together.

Brightness, color and texture are employed as local cues and eigenvectors are em-

ployed as global cues for contour detection. Once contour signal is obtained, seed

points with minimum contour response are determined and watershed transform is

employed to find fine regions. These regions are later merged iteratively, meanwhile

a hierarchy of regions is obtained. They compare the system with state of the art seg-

mentation systems and obtain very good segmentation results. One drawback of their

system is the high computational complexity due to its hierarchical structure.

2.3.5 Variational Methods

Variational methods formulate image segmentation as a minimization of a function

which consists of a data term and a smoothness term. Mumford-Shah proposes a

continues solution by cartoon model [86] for modeling image. Mumford-Shah func-

tional attracts the attention of many researchers in this area [8, 62]. Similarly, active

contour models, level set methods formulate segmentation by differential equation

[66, 24, 125]. Variational methods are suitable for incorporating prior information
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into the segmentation process, through the cost functions. As a result, this group of

segmentation methods are employed simultaneously for object detection and segmen-

tation [39, 40, 37].

2.3.6 Clustering Based Methods

Clustering methods basically estimates the mixture density of the image pixels or re-

gions. Clustering algorithms, such as k-means [59], fuzzy c-means [15], mean-shift

[28] are used for image segmentation by estimating region similarities on intensity,

color or texture values. However, density estimation methods do not group pixels

with respect to their spatial relations, which is a very critical criterion in segmenta-

tion. Deng and Manjunath propose solving this problem by a two stage segmentation

process. They propose JSEG [31] algorithm, which first performs color quantiza-

tion and then applies a spatial segmentation method. In the first stage, a color-map

is obtained where each pixel is replaced with its representative color-map label. In

the second stage, a homogeneity criterion is employed on color-map and J-image is

obtained which is further utilized by a region growing algorithm to obtain final seg-

mentation.

Comaniciu and Meer propose using Mean-Shift algorithm for image segmentation.

They employ color values and spatial relations simultaneously for image segmen-

tation [28]. In this method, a bandwidth for both feature values referred as range

bandwidth and a bandwidth for neighborhood referred as spatial bandwidth is set

initially. The algorithm is run in an expectation-maximization framework, where it

starts with a set of initial means, which are updated iteratively until a pre-defined

criterion. Unfortunately, Mean-Shift segmentation is quite sensitive to initial means

and parameters; range bandwidth and spatial-bandwidth. Determining right values

for these parameters require further observations or cross-validation which may not

be possible at some problem domains. Nevertheless, Mean Shift is utilized in a large

number of studies in the literature. Especially, most of the comparative segmentation

studies, studies on segmentation evaluation measures, consensus segmentation stud-

ies employ Mean Shift. Sometimes, it is employed at the pre-processing step of a

segmentation system to find super pixels or to find and initial partition.

14



Achanta et al. [4, 3] propose method called SLIC (Simple Linear Iterative Clustering)

based on k-means clustering of super-pixels. The algorithm starts with a set of initial

seeds, and iteratively moves these seeds to the lowest gradient position in a 3 × 3

neighborhood. It obtains compact superpixels by limiting the search space for seed

centers, meanwhile keeping the computational complexity small.

2.3.7 Spectral Clustering Methods

Shi and Malik propose a spectral clustering method, called Normalized Cuts [103]

which models image segmentation as a graph partitioning problem. In their formula-

tion, the nodes of graph correspond to image pixels and the weights of edges corre-

spond to similarity between two pixels, and segmentation is formulated as finding the

minimum cut of the graph. Minimum cut problem penalizes large segments, hence

the cost function of a cut is normalized by dividing the cost by segment sizes. This

minimization problem is approximated as a generalized eigen value problem.

Felzenszwalb and Huttenlocher propose the Efficient Graph-Based Image Segmen-

tation method [42] which also models image segmentation as a graph partitioning

problem. Similar to Normalized Cuts, nodes correspond to pixels and edge weights

correspond to dissimilarity between neighboring pixels. Each region is represented

by a connected component in a graph. Quality of a segment is measured by compar-

ing edge weights in the same component with that of between two components. A

segmentation is considered as "good" if it has low weight edges between two vertices

in the same component and high weight edges between vertices in different compo-

nents. The algorithm starts with each pixel as a distinct region and two regions are

merged if their difference (minimum weight edge between two regions) is smaller

than their internal differences (largest weight in the minimum spanning tree of the

component). The advantage of the method is that it provides regions that obey global

properties defined by the merging criterion and too coarse or too fine regions are

avoided. Moreover, the algorithm is fast in practice compared to the Normalized Cuts

Segmentation.

Cour et al. propose Multiscale Normalized Cut method [29]. They construct a graph

at several scales and define relations among neighboring scales. In this method, short
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range and long range dependencies are modeled simultaneously. Contrary to other

multi-scale approaches, this approach does not find the optimal graph cut iteratively,

but it formulates segmentation as a constrained multiscale graph cut problem.

Sharon et al. propose Segmentation by Weighted Aggregation (SWA) method which

formulates image segmentation as an algebraic multi grid method for solving Nor-

malized Cut criterion [102]. In this method, pixels are represented by the nodes and

coupling of pixels are represented as edges weights. Initially, half of the pixels are

selected as the seed nodes and strongly coupled nodes are merged to obtain nodes of

the next scale. At the new scale, properties of each node and edge weights are esti-

mated. At each iteration, a set of seed nodes are selected and the process is continued

recursively. At the output of the algorithm, a hierarchy of regions is obtained. The

method has the power of extracting the salient regions at different scales, which may

correspond objects of different sizes. Since a subset of nodes are selected at each

iteration, the method is computationally more efficient than normalized cut image

segmentation.

2.4 Top-Down Segmentation

Top-down segmentation approach is also referred as class based segmentation. In this

approach segmentation is directly based on the properties of well defined class(es).

Segmentation problems constructed in top-down approach are generally supervised

problems, where initially certain image properties or system parameters are learned

from a labeled dataset.

Most of the supervised segmentation studies in the literature assign a label to all the

pixels in the image. For this purpose, a pixel-wise labeled dataset is required to train

the segmentation system. These systems are referred as image labeling, multi-class

segmentation, object based image segmentation, detection driven segmentation or

class driven segmentation in the literature. In most of the methods, the algorithm is

trained before the segmentation takes place.
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2.4.1 Template or Fragment Based Systems

Among the top-down segmentation methods, template-based or fragment-based rep-

resentation of image receive attention. For example; Ullman and Borenstein [19]

proposed a top-down segmentation system where an object class is represented as a

set of fragments which are first localized and then their relative position is formulated

as a global constraint to obtain the final segmentation. The main problem in this ap-

proach is that, modeling a large variability of shapes within an object class may not

be possible in most of the practical problems. Hence, this approach can be employed

for a limited number of object classes.

2.4.2 Knowledge Based Systems

This group of studies employ high level information in the form of ontologies or de-

scription logics [10, 11]. Thus, it is assumed that the domain knowledge is available

a priori in these studies. Relations between low level visual features and high level

semantic concepts as well as relations among concepts are modeled by using the

ontologies. Athanasiadis et al. [10] propose a graphical representation for their on-

tology. Their ontology consists of concepts corresponding to the nodes of the graph,

relations among these concepts corresponding to the edges of the graph. Concepts are

provided a priori while relations are learned from a training set. An Attributed Re-

lation Graph (ARG), which carries both low-level visual information and high level

fuzzy candidate label information in its nodes and semantic similarity information

in its edges, is constructed. Once the ARG is constructed, a semantic segmentation

is obtained either by semantic watershed which employs watershed segmentation on

ARG or by recursive shortest spanning tree (RSST) algorithm. Berka et al. [13]

employ similar representation using ARG. However, they estimate the dissimilarity

between image regions using an expert system. They introduce semantic information

as rules of an expert system. By means of the rules, they introduce reasoning to visual

context analysis. The rules are defined on fuzzy membership values of regions. The

membership of regions, the relative positions to their neighbors and their neighbors’

membership values are considered to find a dissimilarity measure between two re-

gions. Although robust systems can be built using knowledge based and rule based
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systems, they require detailed expert knowledge.

2.4.3 Aspect Models

Aspect models also known as Topic or bag of words model were originally proposed

for the text data. These models are introduced to computer vision literature by Fei Fei

and Perona in [80]. The idea is based on the Latent Drichlet Allocation (LDA) [17]

or Probabilistic Latent Semantic Analysis (pLSA). In this model, it is assumed that

each image patch corresponding to a visual word is generated independently given its

corresponding latent topic. Although the assumption holds for text documents, in the

case of images, spatial information is essential. Hence, initial studies barely based on

latent topic models [80] are later followed by studies that integrates spatial relations

into the topic models [23, 123]. In [23] image is represented hierarchically and it is

assumed that over-segmented and homogeneous image patches are assigned to same

latent topic. While in [123] latent topics are modeled via Markov Random Fields

which is widely used for representing spatial relations.

2.4.4 Graphical Models

The studies combining segmentation and recognition processes become popular in

the recent years. For this purpose graphical models such as Markov Random Fields

(MRF) and Conditional Random Fields (CRF) are employed in image segmentation

[71, 16]. While MRF, as a generative model, is mostly utilized by bottom-up ap-

proaches [67, 68, 32], CRF, as a discriminative model, is utilized when higher level

information is available. The approaches based on Markov Random Fields based

approaches are explained in section 2.4.4.1, and the CRF methods are explained in

section 2.4.4.2.

2.4.4.1 Markov Random Fields

In this section we review the literature, related to the segmentation fusion and domain

specific segmentation systems proposed in this study. Hence, this section introduces
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the foundations of this thesis. Additionally, some algorithms given in this section are

adapted to the proposed systems.

Markov Random Fields are widely used for segmentation of images starting from the

pioneering work of Geman and Geman [49], who are inspired by energy minimization

of physical systems, which can be modeled by the Gibbs Distribution.

Early studies employed the MRF model for bottom-up segmentation [77, 120]. Re-

cently, MRF models are also applied to the top-down segmentation problems [75,

105, 53].

Segmentation problem is defined as the process of assigning labels to a set of sites,

where labels correspond to the indexes of homogenous regions in the unsupervised

segmentation problem. Let s be a set of m discrete sites:

s = {s1, ..., sm}, (2.1)

and labels are discrete values as follows:

fsi ∈ L = {1, ...,M}. (2.2)

Let F be a family of random variables defined on s, where each site is assigned a label

and the joint event F = f is a realization of F where f = {fs1 , ..., fsm} is called a

configuration of F.

Image segmentation can be formulated as a labeling process, where image pixels cor-

respond to sites and region indexes correspond to labels. In other words, segmentation

is a mapping f : s → L. This process is formulated by Bayes Theorem as follows;

let x be the observations. Then, segmentation is the the process of estimating the

configuration f which maximizes the a posteriori probability (MAP)

f ∗ = arg max
f∈V

P (F = f |x), (2.3)

where V is the set of all configurations V = Lm. The posterior probability can be

computed using the Bayes rule:

P (f |x) =
p(x|f)P (f)

p(x)
, (2.4)
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(a)Neighborhood (b)Cliques

Figure 2.1: (a) Neighborhood (b)Unary and pairwise cliques defined for the neigh-
borhood defined over the window

where p(x) is the probability density function of x, P (f) is the a priori probabilities

of configurations f , and p(x|f) is the likelihood densities of observations x. In order

to find the MAP solution, one needs to derive the prior probabilities and the likelihood

functions.

MRF model provides a probabilistic framework for modeling spatial and contextual

dependencies. For this purpose, first a neighborhood system for s is defined as;

N = {Nsi |∀si ∈ s}, (2.5)

whereNsi is the collection of sites neighboring to si. The sites s and the neighborhood

relation N is used to form a graph. In this graph, a set of cliques, C is defined. A

clique is a subset of s. A clique of one site, c1, is referred as singleton clique while

clique of two sites, c2, is referred as doubleton clique. The singleton and doubleton

cliques for a given neighborhood is depicted in Figure 2.1. While generally, cliques

consisting of maximum two sites are employed, a clique can contain more than two

sites as well. The collection of all cliques defined on s and N is C = C1 ∪ C2 ∪ ....

The labeling process, f , is an MRF process if it satisfies two properties:

• Positivity: P (F = f) > 0, ∀f ∈ U .

• Markovianity:

P (Fsi = fsi |Fsj = fsj , sj ∈ s, sj 6= si) = P (Fsi = fsi |Fsj = fsj , sj ∈ Nsi).

The Markov Property states that the conditional probability of an event at site

si, given all the remaining sites can be completely defined in terms of the con-

ditional probability of the event at si given the events at the neighbors of si.

An MRF process can be modeled by Gibbs distribution as stated in Markov-Gibbs
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equivalence by Hammersley-Clifford theorem [14]. This theorem states that, F is

an MRF on s with respect to N if and only if the probability distribution P (F =

f) on the configurations is a Gibbs distribution with respect to N . And the Gibbs

Distribution of the configurations f with respect to N is as follows:

P (f) =
−1

Z
× e−

1
T
U(f), (2.6)

where, Z is a normalizing constant, T is a global control parameter and U(f) is the

energy function, which has the following form:

U(f) =
∑
c∈C

Vc(f) =
∑
{si}∈C1

V1(fi) +
∑

{si,sj}∈C2

V2(fsi , fsj) + ..., (2.7)

where, the energy term is defined on the cliques of the graph defined by s and N .

MRF energy is formulated as follows:

U = Udata + Usmooth, (2.8)

where generally, the data term corresponds to the unary potential V1 and the smooth

term corresponds to pairwise and higher order potentials V 2, ...

The data term (the unary potential or the singleton potential) measures the compati-

bility between the observed data xsi and the assigned label fsi . It is usually assumed

that the image features are drawn from a Gaussian Distribution. And the unary po-

tential is modeled as the negative log likelihood of a label fs being assigned to site s.

Therefore, the data function is usually modeled as follows:

V1(fs) =
∑
s∈S

ln(
√

2πσfs) +
(xs − µfs)2

2(σfs)
2

, (2.9)

where, σfs and µfs are the model parameters of the region index fs which is assigned

to the site s.

Smoothness term ensures that the labeling process reflects the spatial consistency

in the image. In other words, it is a measure of piecewise smoothness in the im-

age. This is accomplished by defining a smoothness criteria between neighboring

pixels(superpixels). In this representation, definition of the neighborhood relations

is a critical issue. Majority of the studies in the literature model the MRF energy
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over pairwise relations which is modeled by Potts Model [12, 95]. Potts model is the

simplest discontinuity preserving model which is adapted from statistical physics, as

follows:

VC = δ(fsi , fsj) =

+1 if fsi 6= fsj

0 otherwise.
(2.10)

Various versions of Potts model are encountered in the literature. One direct modifi-

cation is contrast sensitive Potts model [70], where the function takes a value, based

on the level of difference between two neighboring sites. On the other hand, a group

of studies propose higher order MRF energy by introducing a third term which is

utilized for modelling long range dependencies in the image.

Image segmentation systems, which employ the MRF model consists of two major

steps:

• Constructing the MRF energy function

• Minimizing the MRF energy

In the next subsection, we overview the literature for these steps.

Contruction of the MRF Energy Function

Early studies developed on the MRF based image segmentation are employed for tex-

tured images. In 1987, Won and Derin proposed a Markov Random Fields model for

segmenting the noisy textured images [120]. Their system consists of three levels of

random fields which they refer as region process, texture process and noise reduction.

At the lowest level, some noise is introduced to the image during image formation

and recording. In the middle level, texture process which is modeled by MRF takes

place and texture patterns are formed. In the highest level, region process is modeled

by MRF and each image pixel is assigned a region label. MRF energy formulated in

this view is minimized by using simulated annealing.

Lakshmanan and Derin propose an MRF based image segmentation system for gray

scale images [77]. They assume that the number of regions and corresponding mean

gray-level for each region is known. Then, they propose a simultaneous parameter
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estimation and segmentation system based on MRF model. They employ simulated

annealing in an expectation-maximization framework, to optimize the energy func-

tion.

Most of the early studies on MRF based image segmentation methods concentrate on

textured images. Panjwani and Healey propose to use color features in their MRF

model [92]. They develop an agglomerative hierarchical clustering method which

models image regions as Gaussian Markov Random Field model, for segmentation.

Their main contribution is to model spatial relations as interactions within and be-

tween (R,G,B) color planes.

Göktepe et al. propose an unsupervised image segmentation method based on MRF

model for textured images [51]. They obtain an initial coarse segmentation by hier-

archical self organizing map and improve this segmentation by minimizing the MRF

energy using simulated annealing. The energy function consists of two parts;

• first order gray level Potts model for modeling region geometry,

• higher order gray level MRF model for texture filling in those regions.

Kato propose a multi-layer MRF model for image segmentation at multiple resolu-

tion [67]. An MRF model is employed at each layer with a different feature and a

combined MRF model is employed at a special layer, which interacts with all levels

and obtain a final segmentation based on combination of features from those layers.

Deng and Clausi propose an MRF based segmentation method similar to the work of

Lakshmanan and Derin [77], which simultaneously estimates MRF model parameters

and obtains image segmentation [30]. They refer to the first energy term as feature

modeling and the second term as region labeling and minimize this energy by using

simulated annealing. Their contribution is to introduce the variable weighting pa-

rameter between the two components of the energy function. This variable weight

ensures that feature modeling is emphasized at initial iterations of simulated anneal-

ing, so that MRF model parameters are learned. As the number of iterations increase,

the variable weight function ensures that emphasize is given to the region labeling.

Kato et al. propose an image segmentation system based on MRF, which combines
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color and texture features [68]. They propose employing CIE-L*u*v color features

and Gabor filters by putting them into one multivariate normal mixture, whose modes

correspond to clusters of pixels with homogeneous color and texture properties. They

employ expectation maximization to optimize the MRF energy, which starts with an

initial labeling and estimates model parameters during maximization step, and con-

tinue with the expectation step which finds an estimate for labeling using maximum

likelihood with current model parameters.

Kohli et al. [70] propose a higher order clique potential; P n Potts model which is

defined for a clique of size n and takes a value γk if all the sites in the clique are

assigned to same label, and it is assigned a value γmax otherwise, where γmax > γk.

Higher order potential functions are expected to model long range dependencies in

the image. Kohli et al. also proposed region based consistency potential which takes

group of pixels and measure the level of consistency among the labeling of pixels in

this region.

Flach and Schlesinger propose incorporating shape priors into MRF based segmenta-

tion [45]. For this purpose, they adopt probabilistic shape priors from level-set based

models and introduces a shape prior function into the Potts interactions.

MRF Energy Minimization

Most of the initial segmentation studies based on MRF employ Simulated Anneal-

ing (SA) for minimizing the MRF energy function [51, 120, 77]. Theoretically, if

provided with right parameters and iterates sufficiently, it gives global optimum.

However, in practice, depending on the size of the problem, SA may provide local

optimum and it is computationally prohibitive for real world problems. Derin and

Elliott propose employing dynamic programming for minimizing the MRF energy

function[32].

Besag [14] propose Iterated Conditional Modes (ICM) for minimizing the MRF en-

ergy, which is a deterministic algorithm based on the idea of optimizing local energy

iteratively. ICM achieves global minimum if the energy function is convex. However,

generally, the MRF energy functions may not be convex and the ICM ends up with a

local minimum.
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a b c d

Figure 2.2: Types of moves: (a → b) is standard move, (a → c) is α-β-swap and
(a→ d) is α-expansion. (Taken from [21])

Later, together with the advance in graphical methods, algorithms for minimizing

MRF energy as a graph optimization problem are proposed. Boykov et al. [21] pro-

pose to minimize MRF energy function using graph cut methods; expansion and

swap. These methods are computationally more efficient than the classical methods

and provide approximate solutions. Contrary to the classic algorithms such as simu-

lated annealing, where the label of only one pixel is changed at an iteration, in swap

and expansion moves the label of a set of pixels is changed at once. Types of moves

are explained in Figure 2.2 which is taken from the study of Boykov et al. [21].

Steps of the Swap and Expansion algorithms are given in Algorithm 1 and Algorithm

2, respectively. At each iteration of the algorithm a graph is constructed whose struc-

ture is determined dynamically by the current partition and the α (and β) label(s). The

optimal expansion(swap) move is decided by the minimum cut method of [20] on this

graph. The structure of the graph for finding the optimal swap move is provided in

Figure 2.3. The vertices of the graph are the two terminals α and β and the set of

pixels Pα and Pβ which represents the set of pixels labeled as α and β respectively.

Each pixel is connected to the terminals α and β by t-links and neighboring pixels

are connected by n-links. Finding the minimum cut in this graph reveals the labeling

with the minimum energy.

Similarly, the graph for expansion moves, which is provided in Figure 2.3, is dynam-

ically determined. The set of vertices of this graph includes the terminals for α, ᾱ,

the image pixels P and the auxiliary nodes, which are created at the boundaries be-

tween image partitions. Each pixel is connected to the terminals α, ᾱ by t-links and

to its neighboring pixels by n-links. Finding the minimum cut in this graph reveals
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the labeling with the minimum energy.

The minimum cut method employed in the swap and expansion algorithms are pro-

posed in [20]. In this method, two search trees are built, one from the α terminal and

the other from the β or ᾱ terminal as shown in Figure 2.4. In this graph, the internal

nodes of the trees are passive nodes, while the outer nodes are the active nodes which

enable the trees to grow by acquiring new children. The algorithm consists of three

stages which iteratively repeats:

• "growth": search trees generated from the terminal nodes grow until they touch.

As the trees touch a path p is constructed between the terminals.

• "augmentation": p is augmented and some edges become saturated and the

tree(s) break into forest(s).

• "adoption": trees are restored. The nodes which are left without parents due

to saturated edges are referred as the orphan nodes. They look for parents in

the same tree with them. If they can not find a parent, they become free nodes.

Similar case hold for the children of the orphan nodes.

The algorithm stops when the trees can not grow, which implies that the maximum

flow is achieved.

Algorithm 1 Swap Algorithm
Start with an arbitrary labeling f

Set success = 0

for each pair of labels {α, β} ⊂ L do

Find f̂ = arg minE(f ′) among f ′ within one α-β swap of f

If E(f̂) < E(f), set f = f̂ and success = 1

end for

If success = 1 go to 2

Return f

Boykov et al. explained the details of the algorithm thoroughly in [21, 73, 20] and

they also provide the source code on web which is also employed in our experiments.

Image segmentation based on MRF model is formulated as a Belief Propagation
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Algorithm 2 Expansion Algorithm
Start with an arbitrary labeling f

Set success = 0

for each label α ⊂ L do

Find f̂ = argminE(f ′) among f ′ within one α-expansion of f

If E(f̂) < E(f), set f = f̂ and success = 1

end for

If success = 1 go to 2

Return f

(a)Graph for finding the
optimal Swap move

(b)Graph for finding the
optimal Expansion move

Figure 2.3: The graphs are dynamically constructed at each cycle of (a) Swap and (b)
Expansion algorithm. (Taken from [21])

Figure 2.4: Example of search trees in the min-cut method of [20]. In this figure, s
and t correspond to the terminal nodes α and ᾱ in the Expansion method, and α and
β in the Swap method. (Taken from [20])
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(BP) problem, where messages among neighbors are computed iteratively and finally

a belief vector is obtained for each site. Segmentation corresponds to the labeling

which minimizes the individual belief vector at each node. Felzenswalb et al. pro-

posed an efficient belief propagation method for minimizing MRF energy in early

vision problems [44]. They propose modeling message updates over a bipartite graph

which brings both memory and time gain. They also propose a hierarchical structure

which reduce the number of message passing iterations.

In case of loopy graphs standard Belief Propagation may fail to converge, Kolmogorov

and Wainwright propose a modified version of BP to avoid the problems caused by

the loops [116, 72]. Their method, referred as Tree-reweighted message passing,

converts a graph with loops into a spanning tree and then applies the standard BP on

this tree.

Szeliski et al. analyze and compare the available energy minimization methods of

graph cuts, loopy belief propagation and tree re-weighted message passing together

with ICM experimentally. They compare the performance of these methods both

interms of the solution quality and runtime. They point out that the modern energy

minimization methods perform much better than the ICM method and they come very

close to computing the global minimum. They run experiments on three benchmarks

and they report that different algorithms perform better in different methods.The au-

thors provide their codes online as mentioned in [108].

2.4.4.2 Conditional Random Fields

Conditional Random Fields model [76] is the discriminative form of Markov Random

Fields. Let X be a random variable over the observed image data and F be the

random variable over the labels. While MRF estimates the posterior P (F |X), by first

inferring the likelihood P (X|F ) and the prior P (F ), CRF directly infers P (F |X). A

given graphical model G = (V,E) is a CRF, if, when conditioned on X , the random

variable fsi obey the Markov property with respect to the graph. Hence, Markovianity

in CRF is defined as follows:

P (fsi |X, fS−si) = P (fsi |X,FNsi
). (2.11)
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(a) (b)

Figure 2.5: Graphical representation of a)MRF and b)CRF.

This implies that the label at each site is globally conditioned on the observation X .

Graphical representation of CRF and MRF is shown in Figure 2.5. The corresponding

energy function of the MRF model is as follows:

E(f ;x) =
∑
s∈S

ψs(fsi ;xsi) +
∑
sj∈Nsi

ψsisj(fsi , fsj). (2.12)

And the corresponding energy function of CRF model is as follows:

E(f ;x) =
∑
s∈S

ψs(fsi ;X) +
∑
sj∈Nsi

ψsisj(fsi , fsj ;X). (2.13)

Shotton et al. propose a CRF based supervised segmentation method whose energy

function consists of terms related to shape-texture, color, edge and location properties

[105]. Shape-texture features are employed in the form of textons which are learned

by a set of filter-banks. And they are boosted with appearance information and inte-

grated into the CRF energy by a multi-class logistic classifier. Later, they proposed

[104] semantic texton forests, which are ensembles of decision trees that act directly

on image pixels. Semantic textons are more efficient than employing filter-banks to

obtain textons.

Gould et al. propose a multi-class segmentation system which employs relative loca-

tion information [54]. Relative location probability map is learned from the training

data. In this map each superpixel casts a vote for where it would expect to find pixels

of every class given its location and predicted label. Hence, in this approach an initial

prediction is obtained by using appearance features by employing the Adaboost algo-

rithm and then relative location probability map is utilized given the initial prediction.

Gould et al. train their system both with a logistic regression function and with a CRF
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model. CRF model is more advantageous compared to the logistic regression classi-

fier since it also models pairwise relations.

In another study, Gould et al. propose a CRF model for decomposing a scene into ge-

ometrically and semantically meaningful regions [53]. For this purpose, they employ

color and texture features of [105] and train a set of logistic classifiers for semantic

classes and geometric classes separately. They train multi-class logistic classifiers

for modeling both pairwise relations among semantic classes and pairwise relations

among geometric classes. Location of the horizon is also modeled in their CRF func-

tion. In this method, model parameters for each CRF term are learned separately and

the CRF energy is minimized iteratively; pixel-region association variables are up-

dated, then, the model parameters are optimized and finally the energy is estimated.

If the energy decreases, then the change is accepted and the process continues until

the convergence.

Ladicky et al. [75] propose integrating co-occurrence statistics by using a higher or-

der term in the conditional random field model for concurrent detection and segmen-

tation. For this purpose, they introduce a higher order potential term which models

association costs between labels. First, the model parameters are learned on a training

set and then segmentation and detection processes are performed simultaneously by

taking into account the label association costs.

2.5 Segmentation Fusion Systems

The segmentation fusion systems are analyzed in two groups. The first group is the

segmentation systems which combine the top-down and the bottom-up approaches,

while the second group is the segmentation systems which combine a set of initial

segmentation outputs.

2.5.1 Combination of Bottom-Up and Top-Down Segmentation

In the recent years, researchers propose to combine the top-down and bottom-up seg-

mentation methods, in order to overcome the limitations of top-down segmentation
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and compensate for the lack of semantics in the bottom-up segmentation.

In order to obtain semantically meaningful segmentation Borenstein and Ullman pro-

posed combining bottom-up and top-down segmentations [18] by defining a com-

bination score function. As a bottom-up approach they employ a hierarchical seg-

mentation method and obtain a hierarchy of homogeneous image regions at multiple

scales. As top-down segmentation they learn shapes of certain objects from a training

dataset. For this purpose, a fragment bank is constructed from a training dataset and

fragments are labeled as figure or ground. Given a new image, a subset of the stored

fragments are employed to find top-down segmentation. Results of the top-down and

bottom-up segmentation is unified by means of maximizing a score function. The

score function measures both the consistency between final segmentation and the re-

sult of top-down segmentation, and the consistency between parent-child labeling in

the bottom-up segmentation hierarchy.

Kumar et. al. propose an object category specific MRF model, called OBJCUT, for

simultaneous object recognition and segmentation [74]. Prior shape information is

represented by pictorial structure [43], which is a probabilistic model for represent-

ing the objects as the collection of rigid parts and their relations. Information from

pictorial structure is integrated to MRF energy via latent variables and segmentation

is obtained by minimization of MRF energy via graph-cut.

Prasad et al. [96] propose a method which learns the class specific edges for object

detection. Then, they integrate this information into the OBJCUT segmentation [74]

by modifying the algorithm in two ways. The MRF energy of OBJCUT is modi-

fied to use only class specific edges and its boundary term is modified to encourage

segmentation along high contrast regions.

Levin and Weiss propose to integrate both low level and high level cues into a CRF en-

ergy [79]. They suggest an energy function, which consists of two terms for top-down

and bottom-up learning models. The term for top-down learning consists of a frag-

ment mask on the image which is used to find the maximal correlation locations. The

term for the bottom-up learning defines affinity weights such that the energy function

is minimized if the labeling discontinuities align with the image discontinuities.
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2.5.2 Consensus Segmentation Systems

For a given image, consensus segmentation systems combine a set of initial segmen-

tation outputs to obtain a final segmentation. The multiple segmentation outputs can

be obtained either by varying the parameter set of the same segmentation method or

by running different segmentation algorithms.

The consensus segmentation systems can be categorized into two groups. The first

group adapts the ensemble clustering methods while the second group employs graph

methods to combine a set of initial segmentations.

2.5.2.1 Consensus Segmentation by Ensemble Clustering

Ensemble clustering methods are proposed to overcome the inherent problems of

clustering such as the scale-invariance and the parameter selection [110]. Moreover,

they have been studied commonly is the last decade [50, 117, 107].

Let X = {x1, x2, ..., xN} be a set of N objects, and P = {P1, P2, ..., PM} be a set of

clusterings ofX . Ensemble clustering is the process of finding a consensus clustering

P ∗ which optimally represents the ensemble P . P ∗ may be directly selected from

P or it may be a new clustering which satisfies some consensus criteria among the

clusterings in P .

Since unsupervised segmentation bares the similar problems, ensemble clustering

based consensus segmentation systems are proposed to overcome similar problems

of image segmentation. General ensemble clustering methods that are employed to

image segmentation are reviewed and evaluated by Franek et al. [46]. Here, ensemble

clustering methods that are commonly adopted to image segmentation problem will

be explained:

Best of K (BOK) selects the best or most representative partition among the initial

partitions in P which maximizes (minimizes) a criterion function as follows:

P ∗ = arg min
P

M∑
i=1

ψ(Pi, P ). (2.14)
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Here, if ψ is a distance measure, then the criterion function is minimized. If it is a

similarity measure, then P which maximizes ψ is selected.

Best One Element Move (BOEM) [124] starts with an initial partitioning and itera-

tively test each label for each object xn. Label of an object is updated if a pre-defined

criterion function as in Eq. 2.14 is minimized (maximized). Zheng et al. proposed

employing symmetric difference distance (sdd) [124]. Let πi and πj be two partitions,

n00 is the number of pairs of elements co-clustered in both partitions, n11 is the num-

ber of pairs not co-clustered in either partition, n01 is the number of pairs of elements

co-clustered in the first partition but not in the second and n10 is the number of pairs

that are co-clustered in the second partition but not co-clustered in the first partition.

They define symmetric difference distance as follows:

d(πi, πj) = n01 + n10. (2.15)

The advantage of this distance function is that it is computable in linear time. Never-

theless, other distance functions can be used as well.

2.5.2.2 Consensus Segmentation by Graphs

Graph based consensus segmentation systems initially constructs a region adjacency

graph (RAG) whose nodes represent pixels (super-pixels) and edge weights represent

similarity (dissimilarity) relations [25, 118]. Edge weights between two nodes are

determined based on the outputs of initial segmentations. Generally, edge weights are

formulated as the relative frequency of co-occurrence of two pixels (super-pixels).

Fred and Jain proposed constructing a co-association matrix whose entry (i, j) is the

relative frequency of two pairs xi and xj occurring in the same cluster among the

initial clusterings [47]. They employ this matrix as a similarity measure and apply

hierarchical agglomerative clustering algorithm to obtain consensus partition.

Wattuya [118] et al. proposed employing Random Walker [55] to obtain a consen-

sus segmentation. They initially, construct RAG whose weights are determined by

Gaussian weighting:

wij = exp(−β × (1− nij
M

)) (2.16)
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where, nij is the number of initial segmentations that assign xi and xj into the same

partition. In this way, edges correspond to similarity, where a high value of wij indi-

cates that xi and x)j are very similar. Next, by means of removing a set of edges with

low weight, they determine seed regions. And then, they employ Random Walks to

get consensus segmentation.

Strehl and Ghosh [107] proposed hypergraph based consensus segmentation meth-

ods. In the hypergraph representation, the set of initial partitionings is represented as

a hypergraph and each partition is represented by a hyperedge. Their Cluster-based

Similarity Partitioning Algorithm constructs a N × N similarity matrix and employ

graph partitioning algorithm METIS [65] to obtain consensus partition. The Hyper-

Graph Partitioning Algorithm assumes that all hyperedges have the same weight, and

formulate segmentation as a min-cut problem such that the hypergraph is cut in k

connected components of approximately the same dimension. They use hypergraph

partitioning package HMETIS [64]. The third algorithms of Strehl and Ghosh is the

Meta-Clustering Algorithm, which considers partitions as vertices of a meta-graph.

Edge weights, indicating similarity between vertices are determined by the Jaccard

measure. This graph is partitioned via METIS [65] and finally each object is assigned

to the most associated meta-cluster.

2.6 Benchmark Datasets for Performance Evaluation of the Segmentation Meth-

ods

Traditional bottom-up segmentation methods partition an image into the homoge-

neous regions, but do not provide labels for the extracted regions. On the other hand,

semantic segmentation systems that employ top-down approaches assign class labels

to all image pixels. Therefore, in order to evaluate the performance the bottom-up

segmentation methods ground truth segmentations are sufficient, while pixel labels

are required to evaluate performance of the top-down segmentation methods.

In 2001 Martin et al. constructed Berkeley Segmentation dataset which consists of

300 natural images. All images have 5 − 7 groundtruth segmentations which are

labeled by human subjects [84]. 200 images are used as training set and 100 images
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are used for testing by supervised segmentation systems. Later, an additional set of

images with their ground truth labels are added and currently number of images in

this dataset is 500. Majority of the studies that compare segmentation or boundary

detection systems and studies on segmentation evaluation criteria apply their system

on the initial dataset with 300 images [114, 93, 113, 58, 122]. A benchmark together

with the dataset is also available online [91].

MSRC object recognition dataset constructed by the Criminisi et al. [119] in 2004

consists of 591 natural images with ground truth segmentations. Images in this dataset

belong to 23 classes. Since region labels are available in this dataset, it is employed

by both segmentation [9] and labeling systems [105, 75, 121].

PASCAL VOC dataset is constructed by Everingham et al. in 2005 with four classes

to be used in classification and detection problems. Later the dataset is expanded to

20 images and ground truth information for segmentation problems is included. As it

provides ground truth for various problems, it is used in many studies in the literature

[78, 83, 53].

2.7 Evaluation of Segmentation Systems

Evaluation of a segmentation system is a crucial task, because of many reasons: First

of all there may be no ground-truth available to compare the result of a segmenta-

tion algorithm to a true segmentation. Secondly, mathematical distance metrics, such

as the sum of squared error is not always consistent with our human perception of

segmentation. Thirdly, segmentation results in a highly non-linear boundaries among

the regions and it is not possible to define a measure of goodness for the output of

segmentation.

In spite of the above mentioned difficulties, there are some probabilistic methods to

measure the "quality" of a segmentation partition which will be summarized in the

subsequent sections.
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2.7.1 Mutual Information

In information theory, the mutual information is a measure of the mutual dependence

of the two random variables. The mutual information of two discrete random vari-

ables X and Y can be defined as:

I(X;Y ) =
∑
y∈Y

∑
e∈X

p(x, y)log

(
p(x, y)

p(x)p(y)

)
, (2.17)

where p(x, y) is the joint probability distribution function of X and Y , and p(x) and

p(y) are the marginal probability distribution functions of X and Y respectively. In

Pattern Recognition, Mutual Information is used for estimating similarity of two clus-

ters. Wattuya et al. propose employing Normalized Mutual information to estimate

segmentation performance, whose formula is as follows:

φ(NMI)(Sa, Sb) =

∑|Sa|
h=1

∑|Sb|
l=1 |Rh,l|log n×|Rh,l|

|Rh|×|Rl|√∑|Sa|
h=1 |Rhlog

|Rh|
n

∑|Sb|
l=1 |Rl|logRl

n

, (2.18)

where, Sa and Sb are two segments, n is the image size, Rh and Rl are regions from

Sa and Sb, Rh,l is the common part of the two regions. NMI takes values in the range

[0, 1].

2.7.2 Variation of Information

Variation of information is a measure of distance between two clusterings. In case of

evaluating segmentations, given a segmentation S and its ground truth segmentation

S ′, variation of information (VOI) is estimated by equation 2.19

V OI(S, S ′) = H(S) +H(S ′)− 2I(S, S ′), (2.19)

where, H and I represent entropy and mutual information respectively. Arbeleaz em-

ploy VOI and other measures like PRI and precision-recall to compare performance

of various systems [9]. The application of this measure in the case of several ground

truth segmentations is unclear and it is not widely used in segmentation evaluation.

36



2.7.3 Consistency Error

Martin et al. proposed a segmentation error measure which is based on estimating

the level of consistency between two segmentations [84]. Given two segmentations,

one of which may be a ground truth segmentation, consistency error measure is es-

timated by Eq. 2.20. In this equation, for each segment S1 in the first segmentation

and the segment S2 in the second segmentation which contains the same pixel pi are

compared. Either there is a refinement relation between two segments, or there are

overlapping pixels in two segments.

E(S1, S2, pi) =
|R(S1, pi) \R(S2, pi)|

R(S1, pi)
(2.20)

In Eq. 2.20, "\" is set difference operator which is non-symmetric. Using this local

error measure, two error measures are defined first one is Global Consistency Error

(GCE), which is provided in equation 2.21, and second measure is Local Consistency

Error(LCE), which is given below:

GCE(S1, S2) =
1

n
min

{∑
i

E(S1, S2, pi),
∑
i

E(S2, S1, pi)

}
, (2.21)

LCE(S1, S2) =
1

n

∑
i

min {E(S1, S2, pi), E(S2, S1, pi)} . (2.22)

GCE and LCE take values in the range [0,1] where values close to 0 indicates high

segmentation performance. There are only two misleading cases; first one occurs if

image has only one region, in which case consistency error return 0 and the other

one occurs if there are N regions, where all pixels are assigned to different regions,

in which case again consistency error is 0. In other words, if there is a refinement

relation between two regions then consistency error is zero. Consistency errors are

informative if two segmentations have approximately the same number of regions.

2.7.4 Probabilistic Rand Index

Probabilistic Rand Index (PRI) takes pixels in pairs and measures the ratio of com-

patibly labeled pixels in segmentations Stest and ground truth segmentations Sk as
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follows:

PR(Stest, {Sk}) =
1(
N
2

)∑
i<j

[cijpij + (1− cij)(1− pij)], (2.23)

where, N is the number of pixels in image, cij is the event of a pair of pixels i and

j having the same label in image Stest and pij is the ground truth probability of two

pixels having the same label estimated over all ground truth segmentations of the

image. PRI takes values in the interval [0,1], where values close to 1 indicates high

segmentation performance. PRI is meaningful even if two segments have different

number of regions.

Unnikrishnan et al. proposed Normalized Probabilistic Rand Index [113] where the

expected value for pij , which is the expected value of two pixels having the same

label estimated over all the ground-truth segmentations, as follows:

Normalized index =
Index− Expected index

Maximum index− Expected index
. (2.24)

PRI can be employed with more than one ground truth segmentations and it gives

meaningful results even if the segmentations have different number of regions. For

this reason, it is often used in evaluation of segmentation systems [93, 9].

2.7.5 Precision, Recall and F-score

Precision and recall are boundary based segmentation evaluation measures. Given

a segmentation in the form of boundaries and corresponding ground truth, precision

estimates the fraction of true positives; that is the fraction of pixels that are labeled

as contour which are also labeled as contour in the ground truth segmentation. Recall

is defined as the fraction of ground truth contour pixels that are labeled as contour in

the segmentation result. F-score is the harmonic mean of precision and recall, which

is defines as,

F = 2× precision× recall
precision+ recall

. (2.25)
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Precision and recall measures are extensively used in the classification and recogni-

tion literature. They are, also, used for evaluating segmentation systems, especially,

for boundary based methods [41, 9].

2.8 Chapter Summary

In this chapter, an overview of the image segmentation systems is provided with re-

spect to the level and type of the available information about the data sets. Image

segmentation systems are categorized based on the methodologies to integrate the in-

formation into the segmentation process. In this respect, the segmentation studies are

categorized as top-down, bottom-up and fusion based systems and various methods

in these categories are reviewed. Later, the segmentation bechmark datasets are ex-

plained. The chapter is concluded by reviewing the performance measures for image

segmentation.
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CHAPTER 3

SEGMENTATION FUSION UNDER UNSUPERVISED

MARKOV RANDOM FIELDS

In the previous chapter, the application of the MRF model on both the supervised and

unsupervised segmentation problems are reviewed [120, 77, 92, 51, 68, 69, 30, 70,

45, 54, 105, 75]. It is monitored that the MRF energy function is very convenient for

integrating available information in a quantitative way into the segmentation process.

In this chapter, it is assumed that for a given segmentation problem, no prior infor-

mation and no labeled dataset is available. Hence, only the bottom-up methods are

employed in this chapter, and an unsupervised segmentation method which utilizes

the MRF energy for fusing a set of segmentation outputs is proposed.

3.1 An Unsupervised MRF Model For Segmentation Fusion:Boosted-MRF

In this thesis, the MRF model is utilized to construct a segmentation fusion system,

called Boosted-MRF. In this system, information fusion is realized by re-defining the

pairwise potentials of the MRF energy function to model the consensus among a set

of segmentation outputs.

The Boosted-MRF segmentation system consists of four major modules as provided

in Figure 3.1. First a region adjacency graph(RAG) is formed in the RAG Construc-

tion module to represent the image. Then, the edge weights of the RAG is determined

in the Segmentation Fusion module to achieve the consensus among a set of segmen-

tation outputs, and they are integrated into the system in the RAG Update module.

Finally, MRF energy of the RAG is minimized in the Boosted-MRF Energy Mini-
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Figure 3.1: System Architecture of Boosted-MRF

mization module to obtain a final segmentation.

3.1.1 RAG Construction

The image is first over segmented and the set of super-pixels S = {si} is obtained.

Then, this set is used to form the Region Adjacency Graph (RAG) G = (V,E).

The nodes of RAG, V , are the super-pixels S and first order neighborhood system

is applied for determining the edges, E. Thus, the nodes corresponding to a pair of

super-pixels, si and sj , which share a boundary are connected by an edge with weight

wij = 1.

3.1.2 Segmentation Fusion and Boosted RAG Construction

In the Segmentation Fusion module, for a given image, an ensemble λ = {P1, ..., PN}
of N segmentations is obtained. The segmentation maps can be extracted by either

at the output of different segmentation methods or by varying the parameter settings

of the same method. Then, at each segmentation Pn, each super-pixel of the RAG is

labeled by the index of the segment that it belongs. During the labeling process, the

label of a super-pixel is determined by the label of the most overlapping region. A

sample image and labeling of its super pixels is depicted in Figure 3.2.

The edge weight between a pair of adjacent super-pixels is updated based on the
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Figure 3.2: Labeling Process of super pixels: Each super pixel is assigned to the label
of the maximum overlapping region with that super pixel. First image is a sample
image from Berkeley Segmentation Benchmark [84]. Super pixels are depicted in
colors while the boundaries of a segmentation is depicted in white.

relative frequency of co-occurrence of this pair in the ensemble of segmentations.

The relative frequency of co-occurrence is estimated by counting the number of co-

occurrence if this super-pixel pair which falls into the same segment in all of the

segmentation maps, which is estimated with the following equation:

f(si, sj) =
1

N

N∑
n=1

δ(lnsi
, lnsj

), (3.1)

where δ is the Kronecker delta function, lnsi
is the label of super pixel si in the initial

segmentation Pn. Finally, the edge weights in the initial RAG is updated to obtain the

Boosted-RAG as follows,

wij = α× f(si, sj), (3.2)

where α is a free parameter of the proposed system that is used to scale edge weights

in the range [0, α].

Note that, the edges in RAG are updated by estimating the relative frequency of the

co-occurrence of neighboring super pixels having the same label over N segmenta-

tions. Therefore, when there is a high frequency of co-occurrences, this corresponds

to a high consensus among the segmentation methods, whereas, low frequency of

co-occurrences indicate conflicting results of different segmentation methods. Incor-

porating the degree of consensus into the pair-wise potentials emphasizes the regions

with high consensus, while suppressing the conflicting results. Based upon the up-

dated weights, a new RAG is obtained whose edge weights posses information from

ensemble of segmentations, hence this new RAG is referred as Boosted-RAG.
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3.1.3 MRF Energy Minimization

Final segmentation is obtained by minimizing the following energy function:

E(x) =
∑
si∈S

ψi(lsi) +
∑

si∈S,sj∈Nsi

wij,×ψij(lsi , lsj), (3.3)

where the first term, singleton potential, is modeled by assuming that the image fea-

tures are drawn from Gaussian Distribution and color features are employed for this

term. The second term, pairwise potential is modeled as the weighted Potts model,

where the weight function is estimated by equation 3.2 and ψ is the Potts model.

Steps of the algorithm are given in Algorithm 4. First, a set of baseline segmen-

tations, {P1, ..., PN} is obtained. Then, a set of super pixels, S, are obtained by

over-segmentation, and RAG is constructed. The first baseline segmentation, P1, is

employed to estimate model parameters, (µli ,Σli) for each region index li ∈ L. After

that, equation 3.2 is utilized to obtain Boosted-RAG. Finally, MRF energy minimiza-

tion starts at line 8 of the algorithm by initializing a random labeling and minimizing

MRF energy by α expansions of [21] at lines 10− 13.

3.2 Complexity Analysis

The complexity of the proposed segmentation fusion system is determined by the

MRF energy minimization method. The steps of the Expansion method are the lines

9-14. The lines between 9 and 14 is a cycle of the Expansion method. At each

cycle the algorithm iterates |L| times, one for each label li ∈ {L}. The worst case

complexity of line 11 is reported as O(mn2|C|) in [20] where |C| is the cost of the

minimum cut, n is the number of nodes and m is the number of edges in the graph.

The expansion algorithm is guaranteed to terminate in O(|P |) cycles, where P is the

number of the image pixels. In practice, the algorithm terminates in a few cycles. So,

the computational complexity of Boosted-MRF is O(|L|mn2|C|).

On the other hand, the complexity of the BOK method depends on the distance metric

employed. If Symmetric Difference Distance (SDD), as explained in Section 2.5.2.1,
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Algorithm 3 Steps of Boosted-MRF

1: Obtain all {P1, ..., PN}
2: Obtain super pixels, S,

3: Construct RAG for S

4: for each region index li do

5: estimate model parameters (µ,Σ) from P1

6: end for

7: Estimate edge weights by eq. 3.2 to obtain Boosted-RAG

8: Initialize a random labeling l

9: success = 0

10: for each label α ∈ L do

11: find l̂=arg min E(l′) among l′ within one α expansion of l

12: if E(l̂) < E(l), set l = l̂ and success = 1

13: end for

14: if success = 1 go to 10

15: return l

is employed, then the complexity of the BOK method is O(K2MN), where K is the

number of initial segmentations, and M ×N is the number of image pixels.

In practice the running times of BOK is only slightly better than the Boosted-MRF

method. This is mainly because, the Boosted-MRF constructs the RAG over super-

pixels while the BOK method estimates SDD over the pixels.

3.3 Chapter Summary

In this chapter, a segmentation fusion system based on the MRF model is proposed.

The proposed system called the Boosted-MRF, first obtains a set of segmentation

outputs by a set of bottom-up segmentation methods. Then, these outputs are used

to estimate the relative frequency of co-occurrence for the neighboring super-pixels

which have the same label in the ensemble. This information is incorporated in the

smoothness term of the MRF energy. Finally, segmentation output is obtained by

minimizing the MRF energy by the graph-cut based energy minimization method,
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expansion.
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CHAPTER 4

A DOMAIN SPECIFIC IMAGE SEGMENTATION SYSTEM

WITH MARKOV RANDOM FIELDS

In the previous chapter, it is assumed that no prior information for a given segmenta-

tion problem is available and an unsupervised segmentation scheme is proposed. In

this chapter, it is assumed that, prior information about the segmentation problem is

available. The prior information, which is referred as domain specific information,

is not in the form of a labeled dataset, but provides more general information for

the given segmentation problem. The MRF model is utilized to incorporate various

prior contextual information or constraints in a quantitative way into the segmenta-

tion process. In this chapter, a new segmentation scheme, which is referred as domain

specific segmentation, is introduced. The chapter starts with the explanation of the

domain specific information. Then a new segmentation fusion method which is en-

hanced with the domain specific information is introduced.

4.1 Domain Specific Information

Domain Specific Information (DSI) is prior information for a given problem which

is related to the characteristic properties of the problem domain. The characteristic

properties may be related to the appearance, shape(s), shape(s)’ relations, location,

object(s) or object(s)’ relations. The most critical part of the suggested segmentation

fusion method is to formally define and integrate the domain specific information into

the segmentation process.
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4.1.1 Information Utilization in Segmentation Problem

In the image processing literature, the level of information is somehow quantified

between high and low, where the low level information refers to the image features

and high level information refers to pixel labels corresponding generally to semantic

classes. There is a large number of studies dealing with the problem of relating low

level and high level information in the literature. This problem is called the semantic

gap problem and general attitude in bridging this gap is to train a segmentation system

by introducing the semantic labels corresponding to low level image features. For this

purpose, top-down and bottom-up approaches are combined and segmentation and

recognition tasks are taken up cooperatively as described in Chapter 2.

The information that is integrated into the segmentation process varies enormously.

At one end, a labeled training set is employed to learn model parameters of a seg-

mentation method. At the other end, unsupervised approach is taken and no prior

information is employed. In between these two approaches, there is another group

of segmentation studies which employ prior information. The prior information is

usually related to shape, appearance or location, and the studies generally employ

one or two types of prior information. Nevertheless, depending on the problem do-

main, prior information shows great diversity, and for a given problem more than two

types of prior information may be available. Moreover, higher level information than

shape, appearance and locality may be available. For example, if expert knowledge

for a given problem provides information about the existence of certain objects and

their relative positions, corresponding object detectors can be utilized and neighbor-

hood relations in the MRF energy function can be defined such that the segmentation

process is encouraged to segment the related regions as neighbors.

In this study, an unsupervised segmentation fusion method, which employs the MRF

model for utilizing information from a collection of DSI simultaneously to guide the

segmentation process, is proposed.
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4.1.2 Types of DSI

DSI arises in various forms in the real world problems. Depending on the available

information, DSI may be related to a whole image or part of an image. Forms of DSI

can be categorized into four groups as follows:

• DSI Related to Low Level Region Features: DSI related to color, texture,

intensity information is in this group. Since, this information is directly related

to the low level image features, it is also referred as the low level DSI. Expert

knowledge regarding illumination conditions or surface reflectance can be con-

sidered in this group. Similarly, information related to the colors of objects or

color of the image background is an example of DSI in this group.

• DSI Related to Primitive Shapes: Prior information stating that certain shapes

are expected in a given image is in this category. Specific shapes are extracted

by shape detectors to segment related image parts. This group of information

may be considered as mid level DSI. It is one step closer to the high level

information compared to the low level DSI.

• DSI Related to Object(s) in the Image: Prior information related to existence

of the objects in a given image is in this group. In order to represent this type

of information, domain expert provides a higher level information about the

existence of the object(s) in the given problem domain and object detectors are

employed to segment corresponding image parts. This type of DSI is referred

as the high level DSI.

• DSI Related to Spatial Constraints: DSI related to location and relative posi-

tion are in this group. If DSI is related to location, then it may be employed in

specific problems where segmentation with locally varying scales is required.

This information is utilized to obtain segmentation outputs whose scale spa-

tially changes. If DSI is related to relative positions of shapes or objects in

the image, then DSI is utilized to define neighborhood relations. DSI related

to location information is considered as low-level DSI, while DSI related to

pair-wise relations is considered as high-level DSI.
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4.1.3 Formalization of Domain Specific Information

Let DS = {dsm} be a set of DSI related to a given problem domain. Each dsm is a

DSI in one of the four forms, as described in the previous section. Each DSI related

to low level region features, primitive shapes and objects are utilized separately to

obtain an incomplete partition of the image. This partition is referred as domain

specific map, DSMm .

Initially, each dsm is represented by a predicate as follows:

P (∪si) =

 TRUE if ∀si satisfies property ℘

FALSE otherwise
(4.1)

where, the property ℘ poses DSI about either low level region features, primitive

shapes or objects and S = {si} is the set of image pixels(super-pixels). If DSI is

related to the low level region features then then the definition of the predicate is

straightforward. If DSI is related to primitive shapes or objects, then the property is

defined as the response of image pixels to a shape or object detector. In this way,

two regions can be obtained as satisfying or unsatisfying the property ℘. A set of

predicates may be utilized simultaneously to segment an image into more than two

regions. In that case, a set of predicates {Pm} are applied on the image to obtain the

corresponding DSM, as follows:

DSMm = {{rt, lm}| rt = (∪si) s.t. Pm(∪si) = TRUE, ∀rt ∈ I}, (4.2)

where, lm is the label assigned to the set of super-pixels rt which satisfy the predicate

Pm. Once, the DSMs are obtained, DSI related to spatial constraints are utilized to

integrate information gathered from the DSMs into the segmentation process, as will

be explained in section 4.2.1.2.

4.1.4 Constraints and Flexibilities

DSI refers to a wide range of prior information and it can be applied to broad areas

of image processing. However, the critical issue in the application of DSI on various
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areas is the sound mathematical definition of DSI, so that corresponding DSM can

be gathered. A DSM is an incomplete partitioning of the image where certain parts

of the image is labeled as having specific characteristic which is defined by a predi-

cate. For example a predicate may be defined as "The super-pixel belongs to a face."

and a corresponding DSM can be obtained by partitioning the image into two regions

where the first region consists of super-pixels which satisfy the predicate while the

second region consists of super-pixels which do not satisfy the predicate. This ex-

ample points out that the available DSI should be represented as a predicate which

can be employed to obtain a DSM. For example, prior information indicating that

’A given dataset consists of funny pictures.’ may not be represented mathematically,

hence it may not be employed as DSI. On the other hand, prior information related to

the intensity, texture, shape, location and object can all be formulated mathematically

and corresponding DSMs can be obtained.

4.2 Domain Specific Image Segmentation with Markov Random Fields

Domain specific image segmentation is a new scheme in image segmentation which

is based on the incorporation of available domain information into the segmentation

process. Integration of domain information into a segmentation/classification process

is not novel. However, studies with domain information either utilize one or two of

the shape, appearance and location information during segmentation [37, 38, 39, 56,

57], or they employ DSI in a pre-processing or a post-processing step to eliminate

the regions with certain characteristics before feeding the segmentation output to a

classifier [101, 100]. In the latter case, sometimes certain bias is introduced into the

system since the regions are directly eliminated, which in the further processes causes

decrease in the system performance. On the other hand, in this study a domain aware

segmentation is proposed by constraining the segmentation process using DSI such

that the segmentation output can be directly fed to a classifier.

In this chapter, a novel segmentation system, which integrates domain specific infor-

mation in various forms into the segmentation process, is introduced. In this system,

domain information is introduced in a fuzzy form and the steps of the segmentation

process is adjusted to extract regions which comply with the DSI. In order to inte-
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grate the DSI into the segmentation process in a fuzzy form, MRF is employed, and

an MRF based domain specific image segmentation system, DS-MRF, is introduced.

The proposed system is an unsupervised segmentation system which integrates se-

mantic information into the segmentation process by means of available DSI. DS-

MRF, not only integrates DSI but it also fuses information from the output of a set

of segmentation methods. So, DS-MRF performs information fusion in two perspec-

tives:

• Bottom-up Information Fusion is realized by the fusion of information from the

output of a set of bottom-up segmentation methods.

• Top-down Information Fusion is realized by the fusion of information from a

set of DSMs which are obtained by employing available DSI.

4.2.1 System Architecture of the DS-MRF Model

The system architecture of the DS-MRF method is depicted in the block diagram of

Figure 4.1. As it is seen from the figure, the image is first over-segmented to create

a Region Adjacency Graph. Next, a set of bottom up segmentation (BUS) maps and

domain specific maps (DSM) are created. Information from BUS and DSM are used

to update RAG as domain specific (DS-RAG). Finally, the MRF energy function of

the domain specific RAG is minimized to obtain the segmented image.

4.2.1.1 RAG Construction

A bottom-up segmentation method from the literature is employed to over-segment

the image. A region adjacency graph(RAG) is obtained. Each segment (super-pixel)

forms a node of the RAG. Super-pixels having a boundary are connected by an arc

with weight wij = 1 in the RAG.

4.2.1.2 Segmentation Fusion for Domain Specific RAG Construction

Segmentation fusion module consists of two submodules:
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Figure 4.1: System Architecture of DS-MRF.

• Low Level Information Fusion

• DSI Fusion

which operate cooperatively to update the RAG as domain specific RAG (DS-RAG).

Low Level Information Fusion module employs a set of bottom-up segmentations(BUS)

and estimates the relative frequency of co-occurrence of each pair of super-pixels in

the same region over the outputs of these bottom-up segmentations. While, the DSI

Fusion module generates DSMs as described in section 4.1.3 and two sets of DSM

pairs are defined; DSMconnect and DSMdisconnect. The DSMconnect set consists of

pairs of DSMs which indicate constraints that are utilized for connecting neighboring

regions, while the DSMdisconnect set consists of pairs of DSMs which indicate con-

straints that are utilized for dis-connecting a pair of neighboring regions. The Seg-

mentation Fusion module defines three types of neighborhood relations using these

maps and the set of DSM pairs, and updates the unit weights of the RAG to generate

a domain specific RAG:

• Standard Neighborhood is defined between two spatially adjacent super-pixels

which are not labeled as having a domain specific property by the Domain Spe-

cific Maps. If one of the neighboring super-pixels is labeled by some DSM

while the other neighbor is not labeled by any DSM, then they are considered
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as standard neighbors. The set of standard neighbors is represented as Nstd.

The edge weights in Nstr are kept as wij = 1.

• Strong Neighborhood is defined between two adjacent super-pixels, which

are labeled by a pair of DSM pairs in the set of DSMconnect. The set of strong

neighbors is represented as Nstr. The edge weights between the strong neigh-

bors are updated by the relative frequency of si and sj having the same label in

the set of BUS maps and it is computed as,

f(si, sj) =
1

B

B∑
b=1

δ(lbsi , lbsj ), (4.3)

where δ is the Kronecker delta function which is equal to 1 when si and sj

have the same labels, lbsi and ljsj in the bottom-up segmentation map BUSb. In

this way, the super-pixels with strong neighborhood relations are encouraged

strongly to have similar labels.

• Weak Neighborhood is defined if DSI related to spatial relations which indi-

cates relative positions between shapes and objects is available. Two adjacent

super-pixels, which are labeled by a pair of DSMs in the set of DSMdisconnect

are defined as weak neighbors. Definition of weak neighborhood enables the

system to integrate shape relations and object relations into the segmentation

process. Certain shapes or objects known to appear as neighbors are defined by

corresponding DSMs and they are defined as weak neighbors. The set of weak

neighbors is represented as Nweak and the weight wij is set as β ≤ 0.

Note that, the above information fusion procedure creates three types of neighborhood

relations for the domain specific RAG; {Nstd}, {Nstr} and {Nweak}.

4.2.1.3 Domain Specific Energy Minimization

Recall from the Eq. 2.8 that there are two terms in the MRF energy function: The

first term is defined as,

Udata =
∑
si∈S

ψi(lsi) (4.4)

and it is modeled as negative log likelihood using color features.
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The second term is the smoothness term which is defined as the weighted Potts model.

The weight function for a pair of super-pixels si and sj is set as follows:

wij =


f(si, sj) if (si, sj) ∈ Nstr

β if (si, sj) ∈ Nweak

1 otherwise

(4.5)

where, si represents super-pixels as MRF sites. β is a constant such that β ≤ 0.

The first condition of the Usmooth function estimates the weight of pairwise energy

between a pair of strong neighbors, while the second condition estimates the weight

of energy for a pair of weak neighbors and the third condition estimates the weight of

energy for a pair of standard neighbors. So, the smoothness term of the MRF energy

function is estimated with the following formula:

Usmooth = α× (
∑

si∈S,sj∈Nstrsi

f(si, sj)× ψij(lsi , lsj) +
∑

si∈S,sj∈Nweaksi

β × ψij(lsi , lsj) +
∑

si∈S,sj∈Nstdsi

ψij(lsi , lsj))

(4.6)

where, α is a constant which scales the pairwise potential weights in the range [0, α]

and ψ is the Potts model. Finally, the energy function is minimized by the graph-

cut based method of Boykov et al. [21]. They formulate the energy function for a

configuration (ls1 , ..., lsn) as follows:

U(ls1 , ..., lsn) =
∑
si

U si(lsi) +
∑
sj<si

U si,sj(lsi , lsj), (4.7)

where U si(lsi) is the data term for a pixel (super-pixel) si which is assigned to label

lsi and U si,sj(lsi , lsj) is the smoothness term defined for neighboring pixels (super-

pixels) si and sj whose labels are lsi and lsj respectively. Kolmogorov and Zabih

[73] state that the necessary and sufficient condition for the energy function for graph

representability is regularity, and this energy function is regular if and only if each

term of the pairwise potential satisfies the following condition:

U si,sj(0, 0) + U si,sj(1, 1) ≤ U si,sj(0, 1) + U si,sj(1, 0). (4.8)

In our energy function, the strong neighborhood relation and the standard neighbor-

hood relation satisfy the regularity condition while the weak neighborhood relation
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satisfies the condition only if the β variable is set as 0. For negative values of β, the

expansion algorithm is not guaranteed to find the global optimum. On the other hand,

the data term is usually sufficient for ensuring that the different labels are assigned

to a pair of weak neighbors. Hence, β is set as 0, and the MRF energy function of

DS-MRF is minimized by the Expansion algorithm of Boykov et al.

The steps of the DS-MRF method is provided in Algorithm 4.

Algorithm 4 The Steps of DS-MRF

1: Obtain all {BUSi}
2: Obtain DSM (s) by utilizing DSI

3: Obtain superpixels, S,

4: Construct RAG for S

5: for each region index li ∈ {L} do

6: estimate model parameters (µ,Σ) from BUS1

7: end for

8: Obtain DS-RAG from RAG

9: Initialize a random labeling l

10: success = 0

11: for each label li ∈ {L} do

12: find l̂ = argminE(l′) among l′ within one α expansion of l

13: if E(l̂) < E(l), set l = l̂ and success = 1

14: end for

15: if success = 1 go to 10

16: return l

4.2.2 Complexity Analysis

The computational complexity of the DS-MRF method is determined by the energy

minimization steps, which correspond to lines 10− 15 in Algorithm 4. Lines 10− 15

is a cycle of the Swap/Expansion algorithm and Lines 11 − 14 is an iteration. The

computational complexity of the Expansion algorithms is explained in the Chapter 3

asO(|L|mn2|C|), where L is the number of labels li ∈ {L}, n is the number of nodes,

m is the number of edges andC is the cost of the minimum cut. On the other hand, the
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computational complexity of the Swap algorithm isO(|L|2mn2|C|), since the number

of cycles depends on the number of α− β pairs. Swap and expansion algorithms are

very efficient compared to the classic methods Simulated Annealing(SA) and Iterated

Conditional Moves(ICM). This is mainly because, swap and expansion algorithms

make large moves by changing the labels of a set of pixels at each step, while SA and

ICM make simple moves by changing the label of a single pixel at each step.

4.3 Chapter Summary

In this chapter, domain specific information is introduced and its types are explained.

Constraints and the flexibilities of domain specific information is discussed. An MRF

based domain specific system, DS-MRF, is introduced. Formulation of the segmenta-

tion problem in the domain specific perspective is explained and the domain specific

energy function is optimized to obtain a partition.
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CHAPTER 5

EXPERIMENTS

5.1 Experiments on the Boosted-MRF Method

The performance of the Boosted-MRF method is evaluated on a commonly used seg-

mentation benchmark. The behavior of the method on different settings is monitored

and the observations are provided.

5.1.1 Dataset

The proposed system is employed on the Berkeley Segmentation Dataset and Bench-

mark [84], which is widely used in image segmentation literature [118]. The dataset

consists of 300 color images and each image has 5-7 ground truth segmentations.

5.1.1.1 First Experimental Setup

In the first experimental setup, the Efficient Graph Based Segmentation [42] is em-

ployed as baseline segmentation method. The algorithm has three parameters: smooth-

ing parameter (σ), threshold function (k) which determines the scale of the seg-

mentation where larger values of k results in larger regions and minimum area size

(minArea). These parameters are set based on the study of Wattuya et al. [118].

Hence, 24 baseline segmentations are obtained for the following parameter settings;

σ = {0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, k = {150, 300, 500, 700} and minArea = 1500.

Super pixels are obtained by Mean Shift segmentation [28] by setting parameters
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(a) (b)

Figure 5.1: Performance comparison of the Boosted-MRF method and the baseline
EG segmentation methods by PRI and GCE: Performance of baseline methods are
plotted in green, performance of the Boosted-MRF method plotted in red. Images are
ranked in (a) ascending PRI, (b) ascending GCE values for each method.

hr = 2, hs = 2, minArea = 25, so that the super-pixels are very small. And

initial segmentation is obtained by Mean Shift segmentation for hr = 2, hs = 2,

minArea = 500. The sensitivity of the method to the initial segmentation is ana-

lyzed in subsequent sections.

The only parameter of the proposed method, α, is set as {2, 5, 8}. For each image,

segmentation result which maximizes the ANMI over 24 initial segmentations is se-

lected as the output segmentation.

The contribution of the proposed system is observed by comparing its performance

with the performances of the baseline segmentation methods. For this purpose, Proba-

bilistic Rand Index(PRI) and Global Consistency Error (GCE) of all images are sorted

in the ascending order for each segmentation system and displayed in Figure 5.1. In

this figure, the performance of the EG segmentations are plotted in green while the

performance of the Boosted-MRF segmentation is plotted in red. Performance in-

crease achieved by the Boosted-MRF segmentation is observed both by the increase

in PRI values and by the decrease in GCE values in these graphs.

Similarly, Normalized Mutual Information (NMI) for each image is estimated for both

the proposed system and for the baseline segmentation systems. The sorted NMI for

300 images are obtained for each baseline segmentation and for the Boosted-MRF

segmentation. The ranked images vs. NMI graph is given in Figure 5.2 (a).
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(a) (b)

Figure 5.2: Performance comparison of the Boosted-MRF method and the baseline
EG segmentation methods by MI and ANMI: Performance of the baseline methods
are plotted in green, performance of the Boosted-MRF method plotted in red. (a) MI
vs. image-rank for baseline segmentations and the Boosted-MRF segmentation. (b)
parameter settings (each parameter setting corresponds to a distinct baseline segmen-
tation method) vs. ANMI. In this graph, performance of the Random Walker Based
segmentation fusion [118] in plotted in blue.

As a final comparison in this setup, performance of the proposed system is compared

to the Random Walker based combination of segmentations [118]. For this purpose,

Average Normalized Mutual Information (ANMI) is estimated over 300 images and

the results are as depicted in Figure 5.2 (b). In this graph, the performances of 24 base-

line segmentations are plotted in green, the performance of Random Walker Based

system is plotted in blue and the performance of the Boosted-MRF segmentation is

plotted in red.

5.1.1.2 Second Experimental Setup

In the second experimental setup, Mean Shift segmentation [28] is employed as base-

line segmentation method. Its range and spatial bandwidth parameters are set as

{2, 3, 4, 5, 6} and minArea is again set as 1500. Hence, 25 baseline segmentations

are employed. The super-pixels and the initial segmentation parameters are set as in

the first experimental setup. α is again set as {2, 5, 8} and for each image, segmen-

tation result which maximizes ANMI over 25 initial segmentations is selected as the

output segmentation.
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(a) (b)

Figure 5.3: Performance comparison of the Boosted-MRF method and the MS base-
line segmentation methods by PRI and GCE: Performance of baseline segmentation
methods are plotted in green, performance of the Boosted-MRF method plotted in
red. Images are ranked in (a) ascending PRI, (b) ascending GCE values for each
method.

.

In this experiment, performance of the Boosted-MRF segmentation is compared to the

performance of baseline segmentations and to the performance of classic MRF model,

which assigns wij = 1 for all neighbors. ANMI is estimated for the Boosted-MRF

segmentation, for each baseline Mean Shift segmentation and for the Classic MRF

segmentation over 300 images and the results are provided graphically in Figure 5.4.

5.1.2 Visual Inspection of the Sample Segmentation Results

Sample segmentation results are provided in Figure 5.5 for visual inspection. The im-

ages in the first column are the baseline segmentation results with the lowest ANMI

and the images in the second column are the baseline segmentation results with the

highest ANMI. The images in the third column are the segmentation results of the

Boosted-MRF method. Corresponding PRI, GCE and ANMI values are also pro-

vided for each image. It is observed in the first, third and fifth sample images that

performance of the Boosted-MRF segmentation is at least as high as the performance

of the best baseline segmentation result. On the other hand, in case of weak baseline

segmentations as in the second sample image, considerable performance increase is

achieved by the Boosted-MRF segmentation. Also, it is worth pointing out that, the
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(a) (b)

Figure 5.4: Performance comparison of the Boosted-MRF method and the baseline
MS segmentation methods by MI and ANMI: Performance of the baseline methods
are plotted in green, performance of the Boosted-MRF method plotted in red. (a) MI
vs. image-rank for baseline segmentations and the Boosted-MRF segmentation. (b)
parameter settings (each parameter setting corresponds to a distinct baseline segmen-
tation method) vs. ANMI. In this graph, performance of the calssic MRF method is
plotted in blue.

performance measures may not be sensitive enough in case of very small regions,

such as the tree branches in the fourth image. Although, PRI and ANMI indicates

lower performance for the Boosted-MRF segmentation, visual inspection reveals that

the Boosted-MRF method segments the image at least as accurate as the baseline

segmentation with the highest ANMI.

5.1.3 Comparison of the Boosted-MRF Method with a Consensus Segmenta-

tion System

Performance of the Boosted-MRF method is compared with the state of the art con-

sensus segmentation system, namely Best of K (BOK). BOK selects the best baseline

segmentation, P ∗ ∈ {P1, ..., PK} by minimizing the symmetric difference distance,

SDD [124] which is defined as follows:

d(Pi, Pj) = n01 + n10 (5.1)

where n01 is the number of pair of pixels that are in the same region in Pi but not in
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PRI=0.94, GCE=0.21, ANMI=0.78 PRI=0.96, GCE=0.19, ANMI=0.83 PRI=0.97, GCE=0.16, ANMI=0.84

PRI=0.45, GCE=0.03, ANMI=0.29 PRI=0.97, GCE=0.01, ANMI=0.76 PRI=0.99, GCE=0.01, ANMI=0.84

PRI=0.91, GCE=0.17, ANMI=0.67 PRI=0.96, GCE=0.08, ANMI=0.83 PRI=0.96, GCE=0.08, ANMI=0.83

PRI=0.94, GCE=0.13, ANMI=0.79 PRI=0.97, GCE=0.08, ANMI=0.88 PRI=0.91, GCE=0.06, ANMI=0.83

PRI=0.93, GCE=0.34, ANMI=0.73 PRI=0.94, GCE=0.23, ANMI=0.78 PRI=0.95, GCE=0.21, ANMI=0.80

Figure 5.5: Images in the first and the second column are the baseline segmentations
with the lowest and the highest ANMI respectively and the images in the third column
are the Boosted-MRF segmentations.
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(a) (b)

Figure 5.6: Comparison of baseline EG segmentation methods, corresponding
Boosted-MRF segmentation and the BOK algorithms by PRI and GCE: The per-
formance of baseline segmentations are plotted in green, while the performance of
the Boosted-MRF method is plotted in red and the performance of BOK is plotted in
blue.

.

Pj and n10 is the number of pair of pixels that are in the same region in Pj but not in

Pi.

Performance of the BOK segmentation is compared to the Boosted-MRF segmenta-

tion both in the first and in the second experimental setup. Performance of the Effi-

cient Graph Based baseline segmentations, corresponding Boosted-MRF segmenta-

tion and the BOK segmentation are compared via PRI and GCE in Figure 5.6. In this

figures, PRI values of Boosted-MRF and BOK are very close while the GCE value

for Boosted-MRF indicates higher performance compared to the BOK segmentation.

Performance comparisons for the same set of segmentations by NMI and ANMI are

provided in Figure 5.7, where the performance increase achieved by Boosted-MRF is

monitored more clearly.

Performance of the baseline Mean-Shift segmentations, corresponding Boosted-MRF

segmentation and the BOK segmentation are compared via PRI and GCE in Figure

5.8 and via Normalized Mutual Information and ANMI in Figure 5.9. Comparisons

in this experimental setup are consistent with the comparisons in the first experimen-

tal setup. Again the PRI values are very close achieving the highest baseline seg-

mentation result, while the GCE and NMI of Boosted-MRF are slightly better than

those of the BOK. Although, average normalized mutual information of BOK is not
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(a) (b)

Figure 5.7: Comparison of baseline EG segmentations, corresponding Boosted-MRF
segmentation and the BOK algorithms by NMI and ANMI: The performance of base-
line segmentations are plotted in green, while the performance of the Boosted-MRF
method is plotted in red and the performance of BOK is plotted in blue.

.

higher than all the baseline segmentations, Boosted-MRF achieves a better ANMI

value compared to the BOK and the baseline segmentations.

BOK is selected as the state of the art consensus segmentation system, since it is com-

monly used in the literature and it is faster compared to the other methods such as Best

One Element Move (BOEM). Main disadvantage of BOK is that, it selects the "best"

segmentation among an ensemble of segmentations. But, it does not provide a better

segmentation than the best segmentation in the ensemble. On the other hand, BOEM

can provide a better segmentation, but it is computationally too expensive. Besides,

the Boosted-MRF method gets a better solution than the best ensemble segmentation

without a very high computational cost. The computational complexity analysis for

the BOK and the Boosted-MRF are provided in the subsequent sections.

5.1.4 Sensitivity of the Boosted-MRF Method to α

Recall that, α defines the neighborhood weights in the range [0, α], hence its a critical

parameter of Boosted-MRF. In this experiment, sensitivity of Boosted-MRF to the α

parameter is analyzed. For this purpose, Boosted-MRF is run by setting α as {2, 5, 8}
and the PRI and GCE values for the corresponding segmentations are reported in

Table 5.1. In a fourth run of Boosted-MRF, for each image three segmentation outputs
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(a) (b)

Figure 5.8: Comparison of baseline MS segmentation methods, corresponding
Boosted-MRF segmentation and the BOK algorithms by PRI and GCE: The per-
formance of baseline segmentations are plotted in green, while the performance of
Boosted-MRF is plotted in red and the performance of the BOK is plotted in blue.

.

(a) (b)

Figure 5.9: Comparison of baseline MS segmentation methods, corresponding
Boosted-MRF segmentation and the BOK algorithms by NMI and ANMI: The per-
formance of baseline segmentations are plotted in green, while the performance of
the Boosted-MRF method is plotted in red and the performance of the BOK is plotted
in blue.

.
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Table 5.1: Performance of the Boosted-MRF for three different values of α

α PRI GCE

2 0.7755 0.1882
5 0.7967 0.1939
8 0.7875 0.1945

α selected by Mutual Information 0.7982 0.1853

for each value of α is obtained and the one which maximizes the mutual information

is selected. For this purpose, mutual information between each segmentation output

and the set of baseline segmentations is estimated and then the segmentation which

has the maximum sum of mutual information is selected. The highest performance is

obtained by selection based on mutual information.

5.1.5 Sensitivity of the Boosted-MRF Method to the Initial Segmentation

In this experiment, the performance of the Boosted-MRF method is examined for var-

ious initial segmentations. If the method starts with an over-segmentation, it reduces

the number of regions during energy minimization by swap/expansion. The parame-

ters of the initial segmentation should ensure that the initial segmentation has at least

two partitions. Hence, if the parameters of the baseline segmentations are selected

such that at least two regions are extracted for each image, then one of the baseline

segmentations can be employed as the initial segmentation. Otherwise, another seg-

mentation whose parameters ensures that each image is segmented into two regions, is

employed as the initial segmentation. In the second experimental setup, where Mean

Shift segmentation method is employed for baseline, setting minArea parameter as

1000 resulted in having a segmentation output with only one region for at least one

image in the dataset. Therefore, the minArea parameter is set as 500, and hr and hs

are set as {2, 4, 6} to obtain 9 initial segmentations. Segmentation performance for

each initial segmentation is provided in Table 5.2. In this table, it is monitored that

the Boosted-MRF method is not sensitive to the initial segmentation.
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Table 5.2: Performance of the Boosted-MRF for nine initial conditions

Parameters for initial segmentation PRI GCE

hr = 2,hs = 2, minArea = 500 0.7491 0.1691
hr = 2,hs = 4, minArea = 500 0.7503 0.1762
hr = 2,hs = 6, minArea = 500 0.7520 0.1730
hr = 4,hs = 2, minArea = 500 0.7493 0.1676
hr = 4,hs = 4, minArea = 500 0.7520 0.1743
hr = 4,hs = 6, minArea = 500 0.7522 0.1758
hr = 6,hs = 2, minArea = 500 0.7502 0.1672
hr = 6,hs = 4, minArea = 500 0.7547 0.1708
hr = 6,hs = 6, minArea = 500 0.7585 0.1738

5.1.6 Comparison of the Boosted-MRF with the State of the Art Segmentation

Systems

Segmentation performance of the Boosted-MRF method is compared with the state

of the art segmentation systems by PRI in Table 5.3. The segmentation performances

of the state of the art methods are reported in the study of Kampa et al. [63]. The

Boosted-MRF outperforms most of the state of the art systems, only the Contour De-

tection and Hierarchical Segmentation method [9] performs better than the Boosted-

MRF. However, due to the high computational complexity of the contour detection

based segmentation system its application on certain problems such as for high reso-

lution images is not efficient. On the other hand, Boosted-MRF can be efficiently em-

ployed in large size images. Note that, the performance of the Boosted-MRF method

is sensitive to the performance of baseline segmentation outputs. The reported per-

formance of the Boosted-MRF in Table 5.3 is obtained by employing a set of EG

segmentation outputs as described in Section 5.1.1.1.

5.2 Experiments on the DS-MRF Method

The DS-MRF method is proposed for the problems where class labels are not avail-

able, but a generic set of domain specific information can be received from a domain

expert. Hence, effectiveness of the proposed system can be observed only on prob-

lems for which some domain specific information is available. In this thesis, the
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Table 5.3: Comparison of the Boosted-MRF to the state of the art segmentation sys-
tems.

Method PRI

meDDT [63] 0.77
CDHS [9] 0.81

Mean Shift [28] 0.76
NCuts [103] 0.72

EG [42] 0.78
Boosted-MRF 0.80

DS-MRF method is applied on two such problems; first one is a dataset consisting of

outdoor images with vegetation and the other one is the building detection problem

from remote sensing.

5.2.1 An Application on Outdoor Images with Vegetation

The DS-MRF method is employed on a dataset consisting of outdoor images with

vegetation. Vegetation detection is a common problem in the computer vision, which

may arise in various application areas, such as outdoor navigation in robotics, or

image retrieval system on an animal or plant dataset. In this problem, color band in-

formation is utilized as domain specific information to distinguish vegetation regions

which are chlorophyll-rich.

5.2.1.1 Dataset

A subset of the Microsoft Research Cambridge Object Recognition Image Database

(MSRC) [119] is utilized in this experiment. All images in this dataset have pixel-

wise ground truth segmentations. The dataset is widely used for recognition and

segmentation problems in the literature. The images in the dataset are categorized as

belonging to a certain object class such as building, grass, tree, cow, horse etc. In our

experiments, 115 outdoor images consisting of animal (cow, horse, sheep) and flower

images are used. Sample images are provided at Figure 5.10. Common characteristic

of these images is that they all have vegetation in the background.
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Figure 5.10: First row: Sample images from the MSRC dataset [119], Second row:
NDI thresholding results of the sample images.

5.2.1.2 Domain Specific Information

Normalized Difference Vegetation Index (NDVI) is used to detect vegetation regions,

[1]. This index is a normalized ratio of red and near-infrared reflectance. Similar to

NDVI, [85] propose Green-Red Vegetation Index (GRVI) as follows;

GRV I =
ρgreen − ρred
ρgreen + ρred

(5.2)

where, ρgreen and ρred are reflectances of visible green and visible red respectively.

Motohka et al. propose that the types of land covers can be categorized into three by

GRVI thresholding; green vegetation has GRV I > 0 while soils have GRV I < 0

and water/snow has GRV I ≈ 0. GRVI is also referred as Normalized Difference

Index (NDI) in the literature and it is widely used for vegetation detection, [97]. In

this study, GRVI thresholding similar to Motohka’s method is applied to segment

background regions of outdoor images. GRVI thresholding results for sample images

are given in Figure 5.10. In our problem, exact detection of land cover is not crucial

but an approximate clustering of image pixels belonging to similar land covers can

be very beneficial. In Figure 5.10, thresholding of all four images provide valuable

information. Hence, GRVI thresholding is employed to obtain the domain specific

map (DSM).
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5.2.1.3 Experimental Setup and Quantitative Results

The DS-MRF method is applied on the dataset and its segmentation performance is

compared with the state of the art segmentation systems; Mean Shift Segmentation

(MS) [28], Contour Detection and Hierarchical Image Segmentation (CDHS) [9],

Multiscale Normalized Cuts (Mult. NCut)[29], Efficient Graph Based Segmentation

(EG) [42] and ROI-SEG [35]. DS-MRF is compared with these systems from the the

literature via two measures; global consistency error (GCE) and probabilistic rand

index (PRI).

During the RAG construction for the DS-MRF, super-pixels are obtained by the Mean

Shift segmentation method. For this purpose, the range bandwidth and spatial band-

width parameters are set as 2. In the Segmentation Fusion Module, BUSs are ob-

tained by Mean Shift segmentation. The parameters of the MS method is set based

on [93, 113]. Spatial bandwidth and range bandwidth parameters are varied with

{3,7,11,15}. Total of 16 different segmentation results are obtained. The DSI related

to this problem states that ’Each image has vegetation.’ DSM corresponding to this

DSI is obtained by thresholding the NDVI and strong neighborhood relation is de-

fined between the adjacent super-pixels that are partitioned into the same region by

DSM. There is no DSI related to the spatial constraints. Hence, two types of neigh-

borhood relations appear in the MRF framework; standard neighborhood and strong

neighborhood, but weak neighborhood relation does not appear in this experiment.

The DS-MRF system is compared with the state of the art unsupervised segmentation

approaches; Mean Shift Segmentation (MS) of [28], Contour Detection and Hier-

archical Image Segmentation (CDHS) of [9], Multiscale Normalized Cuts of [29],

Efficient Graph Based Segmentation (EG) of [42] and ROI-SEG of [35]. Parameters

of each algorithm are adjusted to have segmentations with at least 3 and at most 5

regions, so that a fair comparison can be done among these methods.

Mean Shift, [26], is run with various values of spatial bandwidth and range bandwidth

parameters by adopting the study of [93]. Minimum region size parameter of MS is

adjusted for each image such that the number of regions remains in the interval of

[3,5]. Cour’s Multiscale Normalized Cut method, [29, 33] is run by setting its only
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parameter, number of regions, as {3,4,5}. Efficient Graph Based Segmentation, [34]

is employed, whose merge threshold coefficient, k, is set based on the size and the

resolution of the image. Large values of k results in larger regions. In our experi-

ments k is set as {5,8,11}. Contour Detection and Hierarchical Image Segmentation

(CDHS) is employed by adjusting its contour threshold parameter, which takes values

in the range [0,1], to obtain coarse or fine segmentation results. In our experiments,

threshold is adjusted to have segmentations with number of regions in [3,5] for each

image. Publicly available code for ROI-SEG method of Donoser and Bischof is em-

ployed. They propose setting Maximally Stable Extremal Region Detection distance

to 25, hence we employed the algorithm for three values of MSER detection distance;

{15,25,30}. Each algorithm is run with various parameters and the segmentation re-

sults with the highest PRI are reported in Table 5.6.

Additional to the state of the art methods, proposed method is also employed without

DSI, which is also reported in the same table as DS-MRF w/o DS info. Finally, the

proposed system is compared with the supervised segmentation method of [69]. They

proposed a supervised segmentation method, which takes supervision interactively.

For each image, a set of pixels are labeled for 3-5 classes. The PRI and GCE values

are reported as ’Supervised Seg.’ in Table 5.6. In this table, considering both PRI and

GCE, best segmentation performance is obtained by DS-MRF.

Performance comparisons are also plotted in Figure 5.11. In Figure 5.11 (a) is the

PRI values sorted in ascending order for all algorithms and Figure 5.11 (b) is the

GCE values sorted in ascending order. In these figures, the contribution of the DS-

MRF method is observed both by the increase PRI and by the decrease in GCE.

5.2.1.4 Visual Inspection of the Sample Segmentation Examples

While considering the performance of various segmentation systems, visual inspec-

tion of the segmentation results is very important, since the performance measures

may be insufficient to evaluate the visually meaningful results. Segmentation results

for sample images from the MSRC dataset are given in Figures 5.12-5.15. In these

figures, the original images are provided at the first row. Segmentation results for

EG, Multiscale NCut, Mean Shift, ROI-SEG, CDHS and DS-MRF are given at the
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Table 5.4: Comparison of EG, Multiscale NCut, Mean Shift, ROI-SEG, CDHS, Clas-
sic MRF and DS-MRF performances on MSRC images

Method PRI GCE

EG 0.65 0.22
Multiscale NCut 0.62 0.30

Mean Shift 0.67 0.20
ROI-SEG 0.72 0.17

CDHS 0.75 0.17
DS-MRF w/o DS info (Boosted-MRF) 0.76 0.17

Supervised Seg. 0.76 0.18
DS-MRF 0.78 0.15

(a) (b)

Figure 5.11: Performance comparison of DS-MRF with state of the art segmentation
method by PRI and GCE: (a) PRI vs. ranked image and (b) GCE vs. ranked image
on MSRC image dataset.

74



second, third, fourth, fifth, sixth and seventh rows, respectively. PRI and GCE values

for each image are also provided.

Depending on the level of information provided by the domain specific information,

increase in the performance changes. In the MSRC dataset, the domain specific infor-

mation provides information about the background and this brings about an increase

in the segmentation performance of the whole image. If the background can be seg-

mented accurately by the domain specific information, foreground object(s) can also

be segmented more accurately. This is observed clearly in the first image of Figure

5.12, second and fourth image of Figure 5.13, first and third images of Figure 5.14

and the first and third images of Figure 5.15, where background is segmented as a

single region.

Visual inspection reveals the insufficient conditions in performance estimation by

PRI and GCE. These two measures are not sensitive to tiny objects in the foreground.

For example second image in Figure 5.12 contains very small animals on a smooth

background. Most of the segmentation techniques do not segment animals at all, only

EG and DS-MRF segment this detailed image accurately. However, PRI and GCE

values are not informative in these examples. In other words, in case of small objects

which correspond to a small number of pixels PRI and GCE are not sensitive enough

for evaluating segmentation performances.

5.2.2 Application of DS-MRF on the Airport Segmentation Problem

Remote sensing has been a popular research area in the last decade. Images captured

by satellites such as Geoeye, Ikonos, QuickBird provide multi spectral high resolution

images. Image processing methods in the computer vision literature turn out to be

insufficient on remote sensing applications. This is due to the fact that objects in

remote sensing images are complex and they have heterogeneous properties in terms

of size, form, spectral behavior and etc.
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EG PRI=0.89
GCE=0.07

PRI=0.69
GCE=0.14

PRI=0.79
GCE=0.16

PRI=0.64
GCE=0.14

M. NCut PRI=0.68
GCE=0.09

PRI=0.71
GCE=0.17

PRI=0.63
GCE=0.22

PRI=0.54
GCE=0.40

MS PRI=0.51
GCE=0.15

PRI=0.76
GCE=0.34

PRI=0.77
GCE=0.18

PRI=0.83
GCE=0.16

ROI-SEG PRI=0.57
GCE=0.05

PRI=0.72
GCE=0.12

PRI=0.87
GCE=0.12

PRI=0.82
GCE=0.17

CDHS PRI=0.84
GCE=0.09

PRI=0.67
GCE=0.08

PRI=0.85
GCE=0.14

PRI=0.82
GCE=0.16

DS-MRF PRI=0.68
GCE=0.08

PRI=0.72
GCE=0.15

PRI=0.81
GCE=0.16

PRI=0.85
GCE=0.08

Figure 5.12: Sample Segmentation Results, from the MSRC Dataset.
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EG PRI= 0.79
GCE=0.10

PRI= 0.76
GCE=0.01

PRI= 0.58
GCE=0.23

PRI=0.74
GCE=0.01

M. NCut PRI=0.70
GCE=0.19

PRI=0.59
GCE=0.11

PRI=0.66
GCE=0.47

PRI=0.57
GCE=0.14

MS PRI=0.66
GCE=0.10

PRI=0.80
GCE=0.10

PRI=0.79
GCE=0.25

PRI=0.44
GCE=0.14

ROI-SEG PRI=0.73
GCE=0.23

PRI=0.85
GCE=0.07

PRI=0.74
GCE=0.32

PRI=0.55
GCE=0.11

CDHS PRI=0.84
GCE=0.10

PRI=0.92
GCE=0.07

PRI=0.65
GCE=0.23

PRI=0.89
GCE=0.05

DS-MRF PRI= 0.92
GCE=0.07

PRI=0.92
GCE=0.04

PRI=0.65
GCE=0.21

PRI=0.89
GCE=0.05

Figure 5.13: Sample Segmentation Results, from the MSRC Dataset.
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EG PRI=0.73
GCE=0.03

PRI=0.33
GCE=0.02

PRI=0.80
GCE=0.12

PRI=0.64
GCE=0.10

M. NCut PRI=0.62
GCE=0.09

PRI=0.78
GCE=0.26

PRI=0.80
GCE=0.15

PRI=0.52
GCE=42

MS PRI=0.92
GCE=0.07

PRI=0.90
GCE=0.15

PRI=062
GCE=0.15

PRI=0.51
GCE=0.37

ROI-SEG PRI=0.96
GCE=0.03

PRI=0.86
GCE=0.11

PRI=0.93
GCE=0.04

PRI=0.53
GCE=0.29

CDHS PRI=0.93
GCE=0.11

PRI=0.86
GCE=0.07

PRI=0.89
GCE=0.11

PRI=0.51
GCE=0.34

DS-MRF PRI=0.91
GCE=0.05

PRI=0.89
GCE=0.08

PRI= 0.85
GCE=0.09

PRI=0.69
GCE=0.24

Figure 5.14: Sample Segmentation Results, from the MSRC Dataset.

78



EG PRI=0.82
GCE=0.11

PRI=0.81
GCE=0.09

PRI=0.76
GCE=0.10

PRI=0.55
GCE=0.25

M. NCut PRI= 0.69
GCE=0.16

PRI=0.68
GCE=0.11

PRI=0.52
GCE=0.47

PRI=0.50
GCE=0.48

MS PRI=0.61
GCE=0.11

PRI=0.60
GCE=0.10

PRI=0.71
GCE=0.11

PRI=0.63
GCE=0.11

ROI-SEG PRI=0.70
GCE=0.08

PRI=0.58
GCE=0.06

PRI=0.68
GCE=0.11

PRI=0.60
GCE=0.21

CDHS PRI=0.77
GCE=0.13

PRI=0.56
GCE=0.12

PRI=0.59
GCE=0.31

PRI=0.62
GCE=0.27

DS-MRF PRI=0.87
GCE=0.11

PRI=0.85
GCE=0.13

PRI=0.88
GCE=0.12

PRI=0.58
GCE=0.32

Figure 5.15: Sample Segmentation Results, from the MSRC Dataset.
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5.2.2.1 Dataset

The airport dataset used in this study consists of 10 images from Geoeye and Ikonos.

They are in 4m resolution and multi spectral images of 4 bands; R,G,B and NIR.

Each image has a ground-truth where airport is segmented as region of interest (ROI)

in which runway(s) and taxiroute is segmented as another region. A sample image

and its ground-truth segmentation is provided in Figure 5.16 (a) and (b) repsectively.

5.2.2.2 Domain Specific Information

In this set of experiment, we employ two DSIs. The first one has the property,

p1 = there− is− at− least− one− runway − at− airport.

Runways can be represented by regions bounded by parallel lines. Parallel line

bounded region (PLBR) detection result for a sample image is given in Figure 5.16

(c) and this result is utilized as domain specific map DSMplbr.

The second DSI has the property,

p2 = there− is− vegetation− area− adjacent− to− runway.

For vegetation detection, Normalized Difference Vegetation Index (NDVI) is uti-

lized [1]. his index is based on the fact that, plants absorb visible light in the range

[400,700] nanometers while, they reflect near-infrared light in [700-1100] nanome-

ters. NDVI is calculated as follows:

NDV I =
NIR− V IS
NIR + V IS

, (5.3)

where VIS and NIR stand for the spectral reflectance measurements acquired in the

visible (red) and near-infrared regions respectively. These reflectance values are ra-

tions of the reflected radiation over incoming radiation in each spectral band. Hence

they are in the range [0,1] and therefore, NDVI varies between -1 and 1. For a given

image, its NDVI is obtained and a threshold is determined by Otsu method [2]. Pix-

els having an NDVI value greater than this threshold is labeled as vegetation. NDVI

thresholding result of a sample airport image is provided at Figure 5.16 (d) and this
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(a) Original Image (b) Groundtruth (c) PLBR Detection (d) NDVI thresholding

Figure 5.16: (a) An airport image and (b) its groundtruth segmentation, (c) parallel
line bounded region detection result and (d) ndvi thresholding result.

output is utilized as domain specific map DSMvegetation.

Segmentation fusion module determines the types of neighborhood relations between

each pair of neighboring super-pixels to generate a domain specific RAG by fusing

the information received from the bottom-up segmentation maps and domain specific

maps. Two sets are defined on the available domain specific maps, DSMplbr and

DSMvegetation as follows:

DSMconnect = (DSMplbr, DSMplbr), (5.4)

DSMdisconnect = (DSMplbr, DSMvegetation). (5.5)

Each neighboring pair of super-pixels si and sj in a bottom-up segmentation map is

assigned by one of the following neighborhood relations:

• Strong Neighborhood is defined between a pair of super-pixels which are both

labeled as belonging to a parallel line bounded region by DSMplbr.

• Weak Neighborhood is defined between a pair of super-pixels one of which

is labeled as belonging to a parallel line bounded region by DSMplbr and the

other one is labeled as vegetation by DSMvegetation.

• Standard Neighborhood is defined between a pair of super-pixels which are

spatial adjacent and are not labeled as strong or weak neighbors.
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5.2.2.3 Domain Specific MRF Energy

The CIELab color features are employed in the data term of the MRF energy function,

which is modeled assuming that the features are drawn from Gaussian distribution.

The smoothness term for a pair of super-pixels si and sj is weighted by wij , which is

defined as follows:

wij =


f(si, sj) if (si, sj) ∈ Nstr

β if (si, sj) ∈ Nweak

1 otherwise

(5.6)

where, si represents super-pixels as MRF sites and lsi is the label assigned to that

super-pixel. β is constant such that β ≤ 0. The first condition of the Usmooth function

estimates the pairwise energy between a pair of strong neighbors, while the second

condition estimates the energy for a pair of weak neighbors and the third condition

estimates the energy for a pair of standard neighbors. So, the smoothness term of the

MRF energy function is estimated with the following formula:

Usmooth = α× (
∑

si∈S,sj∈Nstrsi

f(si, sj)× ψij(lsi , lsj) +
∑

si∈S,sj∈Nweaksi

β × ψij(lsi , lsj) +
∑

si∈S,sj∈Nstdsi

ψij(lsi , lsj))

(5.7)

ψ is the Potts model which decreases energy when neighboring super-pixels have

the same label.β is set as 0, hence the smoothness term is estimated over the set

of standard and strong neighbors. Finally, the energy function is minimized by the

expansion algorithm of [21].

5.2.2.4 Experimental Setup

The segmentation performance of DS-MRF is compared with state of the art segmen-

tation methods; MS, M-NCut, EG and ROI-SEG. Since the extraction of the contour

map is very expensive on the high resolution images, CDHS is not employed in this

experiment.

MS segmentation is employed by setting spatial and range bandwidth parameters as

{3, 7, 11, 15} and 16 segmentation outputs are obtained. A set of EG segmentation
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outputs is obtained by setting the smoothing parameter as σ = {0.4, 0.5, 0.6, 0.7}, k
value for the merging threshold as {150, 300, 450, 600}. minArea parameter is set

as 500 in both MS and EG segmentation methods. For each image, an MS and an

EG segmentation output is selected among various outputs by employing Normalized

Mutual Information (NMI). For this purpose, NMI among all MS segmentation out-

puts is estimated and the output which has the minimum sum of NMI over all MS

segmentation outputs is selected. The EG segmentation output is selected similarly.

The number of regions parameter of M-NCut segmentation is set for each image as

the average number of regions of MS and EG segmentation outputs of that image.

ROI-SEG’s MSER detection distance is set as {15, 25} and its minimum region area

size parameter is set such that each image has approximately the same number of

regions as the average number of regions of MS and EG segmentation outputs of that

image.

In DS-MRF segmentation, MS segmentation is employed for obtaining BUS outputs.

Spatial and range bandwidth parameters are assigned to values {3,7,11,15} and 16

segmentation outputs are obtained for Low-Level Information Fusion in the segmen-

tation fusion module.

DS-MRF segmentation results for sample airport images, together with segmentation

results of four other systems MS, ROI-SEG, Multiscale NCut, EG are given in Figures

5.18-5.26.

5.2.2.5 Experimental Results and Quantitative Evaluation

The performance metric employed in this experiment is referred as precision in re-

gion of interest and it measures the accuracy of segmentation in the region of interest.

For a given segmentation S1 and its ground-truth segmentation S2, precision in region

of interest is estimated as follows; for each region in S2 set of corresponding pixels

{pa} in S1 and their corresponding labels {la} in S1 are determined. For each label

in {la}, its precision is estimated. Mean precision of all regions in S2 is estimated as

the segmentation precision of that image. Since the metric is directly predefined on

region of interest, recall is very close to 1. Precision and recall provide an estimate

that is close to human perception and F-score is the harmonic mean of precision and
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Method F-score Mean Precision

EG 0.44 0.29
Mean Shift 0.47 0.32

Multiscale NCut 0.48 0.32
ROI-SEG 0.31 0.19
DS-MRF 0.53 0.36

Table 5.5: Comparison of EG, Multiscale NCut, Mean Shift, ROI-SEG and DS-MRF
performances on airport images

recall. F-score and mean precision values for each algorithm are provided in Table

5.5. DS-MRF segmentation results for sample airport images, together with segmen-

tation results of four other systems MS, ROI-SEG, Multiscale NCut, EG are given in

Figure 5.25. In this figure, only region of interest that is, image regions belonging to

airport by ground-truth is displayed to simplify visual inspection.

It is expected that an ideal segmentation algorithm obtains regions corresponding to

objects or object parts. It is also expected that the image is not over-segmented or

under-segmented. Visual inspection of segmentation examples shows that the seg-

mentation result of DS-MRF is semantically more meaningful than other segmenta-

tion results. For example, in the first image of Figure 5.25 although precision of Mul-

tiscale N-Cut segmentation is the highest, it is clearly observed that airport regions

are represented with less number of regions by DS-MRF and regions of DS-MRF are

semantically more informative.

Segmentations with larger regions of airports are considered as more advantageous.

Hence, the number of regions corresponding to airports are also monitored at each im-

age. Although, the performance of DS-MRF and Multiscale N-Cut are close in Table

5.5, DS-MRF partitions the airport into a smaller number of regions than Multiscale

N-Cut does.

5.2.3 Segmentation for Building Detection

The vast amount of building detection and segmentation studies can be categorized

with respect to many criteria, such as the type of sensors, the dimension of input
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Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.17: A sample airport image and its segmentation by five algorithms.

Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.18: A sample airport image and its segmentation by five algorithms.

Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.19: A sample airport image and its segmentation by five algorithms.
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Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.20: A sample airport image and its segmentation by five algorithms.

Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.21: A sample airport image and its segmentation by five algorithms.

Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.22: A sample airport image and its segmentation by five algorithms.
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Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.23: A sample airport image and its segmentation by five algorithms.

Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.24: A sample airport image and its segmentation by five algorithms.

87



Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.25: A sample airport image and its segmentation by five algorithms.

88



Original Image DS-MRF Multiscale NCut

ROI-SEG EG MS

Figure 5.26: A sample airport image and its segmentation by five algorithms.

data, the degree of supervision etc. In this study, since an unsupervised segmentation

algorithm for a single monocular optical image is proposed, we focus on the state of

the art unsupervised segmentation methods, which employ characteristic features for

buildings, such as color and features which capture rectangular shape.

In the building detection applications various domain cues are available. Generally,

rectangularity of the buildings [98, 61] and shadow information [89, 61, 6] is utilized

during the feature extraction step. In majority of these studies, first, the image is

over-segmented and then the available information is processed on the super-pixels to

detect buildings [126]. The initial segmentation is usually obtained by Watershed or

Mean Shift segmentation methods [6, 126].

Domain specific information is usually employed in a stepwise manner, where certain

image parts are eliminated and the rest is processed for detection of urban areas. That

is, domain specific information is employed for elimination of certain regions such

as shadows or vegetations in many studies [126, 89]. However, domain information

does not necessarily provide hundred percent reliable information. In other words,

89



thresholding techniques for vegetation detection or shadow detection methods do not

provide exact information. Hence, elimination of certain image parts may result in

loss of information.

In our approach domain specific information is represented in a fuzzy form by means

of MRF energy. In this way, stepwise elimination of image regions is avoided. In-

stead of processing available information step-by-step, all information is unified via

MRF energy while obtaining an initial segmentation before detection takes place.

Generally, in a detection problem, image is first over-segmented and then regions are

labeled as belonging to certain object(s) or background. Hence, quality of initial par-

titioning is very important. If semantically meaningful regions are obtained in the

first segmentation then performance of object detection is increased. Therefore, the

goal in this experiment is to obtain semantically meaningful over-segmentations.

5.2.3.1 Dataset

The dataset consists of 18 images from two satellites; QuickBird(61cm) and Geoeye-

1(50cm). All images have four multispectral bands (R,G,B and NIR) and each band

has a resolution of 11 bits. Sample images from the dataset are given in Figure 5.27.

In this dataset which is also utilized by Şenaras [101] in a building detection system,

various illumination conditions are covered. Each image in this dataset has a cor-

responding ground-truth segmentation which consists of two regions; building and

background. Since only buildings are segmented in the ground-truth segmentation,

precision in region of interest and Overall Segmentation Quality (OSQ) [100] is em-

ployed for evaluating segmentation performance.

5.2.3.2 Domain Specific Information

Visual cues; rectangularity, shadow and vegetation are employed as domain specific

information in the proposed DS-MRF system. Initially all DSI is employed separately

to obtain a corresponding DSM. Later, information from all DSMs are processed

together in RAG update module.
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Figure 5.27: Sample images from the building image dataset.

As the first DSI, rectangularity is used since rectangular regions are strong candidates

for buildings. For this purpose, Senaras’s robust rectangle detection method [101] is

utilized. In this method, first all the lines in the image are detected by Line Segment

Detector [115]. Next, for each pair of lines a perpendicularity check is done. Later

each perpendicular line pair, line1 and line2, is fit to a rectangleR = {P1, P2, P3, P4}
by finding the fourth corner, P4 by Eq. 5.8 and 5.9..

P4(x) = (m2 × P1(x)− P1(y))− m1 × P2(x)− P2(y)

m2 −m1

(5.8)

P4(y) = m1 ×
P1(y)−m2 × P1(x)

m1 −m2

−m2 ×
P2(y)−m1 × P2(x)

m1 −m2

(5.9)

where, m1 and m2 are slopes of line1 and line2 respectively, P3 is the intersection of

the lines and P1 and P2 are the end points of line1 and line2 respectively.

At the end of this process, a binary map is obtained which is employed as the domain

specific map of rectangles,DSMrectangles. A sample image together with its rectangle

detection result is provided at Figure 5.28.

Vegetation information is utilized as the second DSI. For vegetation detection, Nor-

malized Difference Vegetation Index is used. This index is based on the fact that,

plants absorb visible light in the range [400,700] nanometers while, they reflect near-

infrared light in [700-1100] nanometers. NDVI is calculated as follows:
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Figure 5.28: Sample image and its DSMrectangles.

Figure 5.29: Sample image and its DSMvegetation.

NDV I =
NIR− V IS
NIR + V IS

, (5.10)

where VIS and NIR stand for the spectral reflectance measurements acquired in the

visible (red) and near-infrared regions respectively. These reflectance values are ra-

tions of the reflected radiation over incoming radiation in each spectral band. Hence,

they are in the range [0,1] and NDVI varies between -1 and 1.

For a given image, first histogram of NDVI values are computed. Then, a threshold-

ing method such as Otsu [2] is used to partition the image into vegetation and non-

vegetation regions. This partition is used as a domain specific map DSMvegetation. A

sample image and its DSMvegetation is provided in Figure 5.29.
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Figure 5.30: Sample image and its DSMshadow.

The third DSI is shadow. It is well-known that objects with some elevation such as

buildings, trees, bridges etc. has an adjacent shadow region. Therefore, the regions

adjacent to shadow regions are candidates of buildings. The shadows are illuminated

as a result of atmospheric scattering of sunlight. Rayleigh scattering is considered

as the most effective phenomena for modeling shadow [94]. Majority of the studies

employ thresholding methods on color or NIR bands [99], [111], [27] while other

studies form false color images to detect shadowed regions [7], [109]. In this study, a

robust multi-spectral false color shadow detection method, suggested by Teke et. al.

[109] is used to generate the Domain Specific Map for the shadow property. In this

algorithm, NIR, R and G bands of the image is used to generate a false color image.

Then, the image is converted toHSI color space and ratiomap is obtained as follows:

Ratiomap =
S − I
S + I

, (5.11)

where S is the normalized saturation and I is the normalized intensity. Ratiomap

is binarized by Otsu thresholding to obtain the domain specific map. This map in-

cludes both shadows and vegetation, hence vegetation areas are subtracted to obtain

the shadow map which is utilized as domain specific map, DSMshadow. A sample

image and its DSMshadow is depicted in Figure 5.30.

Segmentation fusion module determines the types of neighborhood relations between

each pair of neighboring super-pixels to generate a domain specific RAG by fusing

the information received from the bottom-up segmentation maps and domain specific
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maps. For this purpose, the regions obtained at the output of bottom up segmentation

algorithms are labeled if they overlap with the labeled regions on a DSM. Recall that

the region labels in the DSMs correspond to the properties of rectangularity, shadow

and vegetation. The set of DSMconnect and DSMdisconnect are defined as follows:

DSMconnect = {(DSMrectangular, DSMrectangular)}, (5.12)

DSMdisconnect = {(DSMrectangular, DSMshadow), (DSMrectangular, DSMvegetation)}.
(5.13)

Each neighboring pair of super-pixels si and sj in a bottom-up segmentation map is

assigned by one of the following neighborhood relations:

• Standard Neighborhood is defined between two spatially adjacent super-pixels

which do not have any labels obtained from the Domain Specific Maps. If

one of the neighboring super-pixels is labeled by some DSM, m, while the

other neighbor is not labeled by some DSM, n, which appears as (m,n) in the

DSMconnect or DSMdisconnect, then they are considered as standard neighbors.

The set of standard neighbors is represented as Nstd. The edge weights in Nstr

are kept as wij = 1 and the smoothness term is estimated by the Potts model.

• Strong Neighborhood is defined between two adjacent super-pixels, which

are labeled by two DSMs that appear in the set of DSMconnect. For example,

if several super-pixels remain inside of a rectangle, then, they are likely to be a

part of a rectangle, forming a strong neighborhood. The set of strong neighbors

is represented as Nstr. The edge weights between the strong neighbors are

updated by the relative frequency of si and sj having the same label in the set

of BUS maps and it is computed as,

f(si, sj) =
1

B

B∑
b=1

δ(si, sj), (5.14)

where δ is the Kronecker delta function which is equal to 1 when si and sj

have the same labels. The smoothness term for a pair of strong neighbors is

estimated by the weighted Potts model. In this way, the super-pixels with strong

neighborhood relations are encouraged strongly to have similar labels.
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• Weak Neighborhood is defined between two adjacent super-pixels, which are

labeled by two DSMs that appear as pairs in the set of DSMdisconnect. In the

building segmentation problem, two neighboring super-pixels one of which is

detected as belonging to a rectangle region and the other one is detected within

a vegetation or shadow region, are in this group. The set of weak neighbors is

represented as Nweak. The smoothness term between a pair of weak neighbors

is estimated by the Kronecker delta function.

Note that the above information fusion procedure creates three types of smoothness

terms for the domain specific RAG, each of which is defined over one of the neigh-

borhood sets of {Nstd}, {Nstr} and {Nneg}.

5.2.3.3 Domain Specific MRF Energy

The first term is defined as,

Udata(x) =
∑
si∈S

ψi(lsi) (5.15)

and it is modeled as negative log likelihood using CIELab color features.

Smoothness term for a pair of super-pixels si and sj is weighted as follows:

wij =


f(si, sj) if (si, sj) ∈ Nstr

β if (si, sj) ∈ Nweak

1 otherwise

(5.16)

where, si represents super-pixels as MRF sites and lsi is the label assigned to that

super-pixel. β is a constant such that β ≤ 0. The first condition of the Usmooth

function estimates the pairwise energy between a pair of strong neighbors, while the

second condition estimates the energy for a pair of weak neighbors and the third

condition estimates the energy for a pair of standard neighbors. So, the smoothness

term of the MRF energy function is estimated with the following formula:

Usmooth = α× (
∑

si∈S,sj∈Nstrsi

f(si, sj)× ψij(lsi , lsj) +
∑

si∈S,sj∈Nweaksi

β × ψij(lsi , lsj) +
∑

si∈S,sj∈Nstdsi

ψij(lsi , lsj))

(5.17)
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Here, ψ is the Potts model which decreases energy when neighboring super-pixels

have the same label.β is set as 0, hence the smoothness term is estimated over the set

of standard and strong neighborhood pairs. Finally, the energy function is minimized

by the expansion algorithm of [21].

5.2.3.4 Experimental Setup

In order to observe the contribution of the domain specific information on the per-

formance of the unsupervised segmentation methods, the proposed domain specific

building segmentation system is compared with the popular unsupervised segmenta-

tion methods, namely, watershed segmentation (WS), SLIC (Simple Linear Iterative

Clustering) [4], Efficient Graph Based Segmentation (EG)[42] and Mean Shift seg-

mentation (MS) [28]. In our experiments 10 satellite images from the QuickBird are

employed. The size of the images are 500 × 500 with 60 cm spatial resolution and

consist of 4 bands; red, green, blue and near infra-red.

Since segmentation is considered as a pre-processing step of a classification task,

it is important to minimize the information loss due to the smoothing affect of the

segmentation method. This requires over-segmentation with the cost of fragmentation

of the objects in the scene.

MS’s spatial and range bandwidth parameters are set as {3, 4, 5, 6, 7} and minimum

region size (minArea) is set as {100, 250, 400}. A set of EG segmentations is ob-

tained by setting the smoothing parameter as σ = {0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, k value

for the threshold function as {150, 300, 450, 600} and theminArea = {100, 250, 400}.
For each minArea value, a corresponding MS and EG segmentation is selected

among various outputs by employing Normalized Mutual Information (NMI) [36,

118]. NMI among all MS segmentations with same minArea value, NMI is esti-

mated and the segmentation which maximizes mutual information is selected. Pa-

rameter selection for EG is handled similarly.

Parameters for SLIC and WS are determined based on the results obtained by MS,

EG and DS-MRF. SLIC has only one parameter, numReg which is determined based

on the average number of regions obtained by the other three algorithms, MS, EG
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and DS-MRF. Watershed segmentation has a threshold parameter, which determines

the level of suppression for shallow minima to avoid the over segmentation. This

threshold value is set to {20, 30, 40, 50, 60, 70, 80, 90, 100} and a set of segmenta-

tions is obtained. Later, the performance of WS is monitored for threshold values of

{20, 50, 100} which are also selected based on the average number of regions.

In the proposed domain specific building segmentation method, bottom-up segmen-

tation partitions are obtained by the Mean Shift method, which is run with spatial and

range bandwidth set as {3, 4, 5, 6, 7}, minArea = {100, 250, 400} and α is set as 3.

5.2.3.5 Experimental Results and Quantitative Evaluation

In this experiment, the objective is to obtain an over-segmentation of a given image

which can further be used for building detection. Therefore, representation of build-

ing regions is the critical issue in this problem. For features, to be highly representa-

tive of a building, they should be extracted from various parts of the building. Hence,

buildings should be represented as large regions as possible without increasing false

alarm.

In our experiments, two metrics are employed for performance evaluation. The first

metric is the Precision in Region of Interest, P − roi , which is defined based on

the precision value, commonly used in the image processing literature. The second

metric is the Overall Segmentation Quality, OSQ, which is specifically defined for

evaluating building segmentation performance by Senaras et. al. [100].

Precision in region of interest, P − roi, measures the accuracy of segmentation in

the region of interest. For a given segmentation S1 and its ground truth segmentation

S2, precision in region of interest is estimated as follows; for each region in S2 , the

set of corresponding pixels {pa} in S1 and their corresponding labels {la} in S1 are

determined. For each label in {la}, its precision is estimated as follows;

Precision =
tp

tp+ fp
, (5.18)

where tp is the number of true positive pixels and fp is the number of false positive

pixels.
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For the building segmentation problem, each building region in the ground truth data

is considered separately while estimating the precision. Then, P − roi is estimated

as the mean value of the precisions over all the buildings covered under the region of

interest.

Overall Segmentation Quality, OSQ, is a boundary based metric, which is defined

by two equations. The first equation, which is referred as Segmentation Fitting, is as

follows:

SF =
|φ(Db)

⋂
ϑG|

|φ(Db)|
, (5.19)

where D = {si}Ni=1 is a segmentation of a given image, I . In the ground truth of I ,

pixels are marked as building or background. The number of pixels in a segment si

is represented as Mi, and the number of pixels corresponding to buildings in si are

represented as M b
i . And building segments are defined as Db = {si : M b

i > λMi},
where λ ∈ R. φ(.) defines the set of pixels in the boundaries of segments and ϑG is

the set of boundary pixels in the ground truth image and |.| is the set cardinality.

The second equation is the Ground Truth Coverage,GTC which is defined as follows:

GTC =
|φ(Db)

⋂
ϑG|

|ϑG|
. (5.20)

SF measures the accuracy of regions in representing buildings, while GTC measures

the quality of representing buildings in the ground truth. In other words, SF is a

measure of precision in representing building boundaries and GTC is a measure of

recall for building boundaries in the ground truth. Using these two functions, OSQ is

defined as follows:

OSQ = 2
SF ×GTC
SF +GTC

. (5.21)

The segmentation results are observed in three groups, based on minArea values.

minArea determines the scale of the segmentation result, and for a fair comparison

the segmentation algorithms should be in approximately similar scales. P − roi and

OSQ for all algorithms at three scales are reported in Table 5.6.
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Table 5.6: Comparison of DS, MS, WS, SLIC

minArea = 100 minArea = 250 minArea = 400

Method P-roi OSQ P-roi OSQ P-roi OSQ

WS 0.06 0.67 0.12 0.58 0.16 0.41
SLIC 0.40 0.79 0.31 0.66 0.18 0.42
EG 0.28 0.83 0.22 0.77 0.18 0.70
MS 0.44 0.92 0.31 0.81 0.24 0.75

Classic-MRF 0.18 0.84 0.13 0.75 0.11 0.69
Boosted-MRF 0.49 0.97 0.35 0.89 0.27 0.82

DS-MRF 0.52 0.99 0.38 0.93 0.31 0.90

Careful inspection of this table, reveals that regardless of the value assigned tominArea,

the DS-MRF method achieves an OSQ of at least 0.90. It is also observed that the seg-

mentation performance is higher for smaller values of minArea, which implies that

over-segmentation is favored. Nevertheless, the objective of a segmentation algorithm

is to obtain a semantically meaningful partitioning by avoiding over segmentation as

much as possible. Moreover, increase in the number of regions obtained in the seg-

mentation process also increases the complexity of a following recognition/detection

process.

5.2.3.6 Sensitivity of the DS-MRF Method on the DSI

In this experiment, the effect of DSI on the DS-MRF is monitored. For this purpose,

the DS-MRF is run several times, each time with a different set of DSI. First, it is

assumed that no DSI is available, then it is assumed only one of rectangular shape,

shadow and vegetation is available. Later, it is assumed that DSIs are available in

pairs, and finally it is assumed that all three DSI is available. In all the runs, Mean

Shift segmentation is employed for bottom-up segmentation with minArea = 250

and α is set as 3. Corresponding P-roi and OSQ values are reported in Table 5.7.

In these runs, no significant contribution is observed if only one DSI is available.

Even, compared to the no DSI case, a decrease in the P-roi is observed in the runs

with only one DSI. On the other hand, in these runs of DS-MRF, weak neighborhood
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Figure 5.31: Performance comparisons by P-roi and OSQ.
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Table 5.7: The effect of available DSI on the performance of DS-MRF

DSM P-roi OSQ

{} 0.3499 0.8878
{DSMrectangles} 0.3275 0.8875
{DSMshadow} 0.3320 0.8846

{DSMvegetation} 0.3248 0.8716
{DSMshadow, DSMvegetation} 0.3461 0.8895
{DSMrectangles, DSMshadow} 0.3658 0.9180

{DSMrectangles, DSMvegetation} 0.3493 0.8917
{DSMrectangles, DSMshadow, DSMvegetation} 0.3858 0.9313

is included only if rectangular shape information is available together with at least one

of the shadow or the vegetation information. Hence, in the last three rows of Table 5.7,

weak neighborhood relation is utilized, while in the other rows it is not employed. The

contribution of weak neighborhood relation is significantly observed in the fifth and

the seventh rows, where both rectangular shape and shadow information is available.

5.2.3.7 Visual Inspection of the Sample Segmentation Examples

Sample segmentation results of the DS-MRF method and the other five methods MS,

EG, WS, SLIC and Classic-MRF are provided in Figures 5.32, 5.33, 5.34, 5.35, 5.36,

5.37 and 5.38 for visual inspection.

Figures 5.32, 5.33 and 5.34 are the segmentation outputs of the same image with three

different values of the minArea parameter. In these figures, segmentation results of

the six algorithms are provided for minArea values of 100, 250 and 400 respectively.

The results in Figure 5.32 are highly over-segmented. For this reason, the contribution

of DS-MRF in terms of improving the semantical meaning can not be monitored. On

the other hand, the contribution of the DS-MRF method can be clearly observed in

Figure 5.33 and 5.34. The main objective of a building segmentation method is to

obtain a segmentation which partitions buildings into small number of regions (so

that the building regions are not partitioned into multiple regions), while keeping

false positives as small as possible. It is also desired that the non-building parts are
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DS-MRF Classic MRF

MS EG

WS SLIC

Figure 5.32: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 100 on sample image 1.
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DS-MRF Classic MRF

MS EG

WS SLIC

Figure 5.33: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 250 on sample image 1.
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DS-MRF Classic MRF

MS EG

WS SLIC

Figure 5.34: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 400 on sample image 1.
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DS-MRF Classic MRF

MS EG

WS SLIC

Figure 5.35: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 250 on sample image 2.
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MS EG

WS SLIC

Figure 5.36: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 250 on sample image 3.
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MS EG

WS SLIC

Figure 5.37: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 250 on sample image 4.
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DS-MRF Classic MRF

MS EG

WS SLIC

Figure 5.38: Comparison of DS-MRF, Classic MRF, MS, EG, WS and SLIC for
minArea = 250 on sample image 5.
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not partitioned into many regions. Considering these objectives, the advantage of

the DS-MRF method can be most clearly observed in Figure 5.34. In this figure,

MS or EG generates under-segmented images for minArea = 400, while DS-MRF

obtains a less under-segmented image which can be further employed for building

classification/recognition.

More examples are provided in Figures 5.35, 5.36, 5.37 and 5.38 forminArea = 250

on other images from the dataset.

5.3 Chapter Summary

Performance of DS-MRF is compared to state of the art segmentation systems through

three experimental setups. In the first experiment, DS-MRF, EG, Multiscale NCut,

MS, ROI-SEG, CDHS and DS-MRF algorithms are applied on a subset of MSRC

dataset, which consists of outdoor images with vegetation. Thus, NDI is employed as

DSI for vegetation detection. Algorithms are compared through PRI and GCE mea-

sures and satisfactory results are obtained. In the second experiment; DS-MRF, EG,

Multiscale NCut, MS and ROI-SEG are applied on airport images. In this experiment,

the goal is to obtain an oversegmentation which can later be used for airport detec-

tion. For this application domain, NDVI is employed as DSI on vegetation and PLBR

is employed as DSI on runway. Performance of the algorithms are compared through

precision in region of interest and f-score measures, and it is quantitatively observed

that DS-MRF performed better than other algorithms. Besides, performance increase

by DS-MRF is also observed in visual analysis. In the third experiment, the proposed

system is applied on urban area images, where the goal is to obtain superpixels which

can later be used for building detection. Three distinct DSI that is employed in this

domain are; rectangularity of buildings, NDVI related to vegetation and shadow. In

this experiment, performance of DS-MRF is compared with EG, SLIC and MS which

are commonly used for obtaining superpixels. Here again, performances are com-

pared via precision in region of interest and f-score and it is observed that DS-MRF

outperforms state of the art algorithms both quantitatively and visually.
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CHAPTER 6

CONCLUSION

In this thesis, two segmentation fusion methods, namely, Boosted-MRF and Domain

Specific Segmentation (DS-MRF), are proposed using the Markov Random Fields

(MRF) framework. Basically, Boosted MRF fuses the outputs of multiple segmen-

tation outputs under the smoothing term of an unsupervised MRF model. On the

other hand, DS-MRF employs expert information about the domain in order to fuse

the multiple segmentation outputs. Both methods do not employ any labeled training

data. Therefore, the suggested methods are considered as unsupervised segmentation.

However, since DS-MRF incorporates some generic domain specific information, it

may be considered as a special case of semantic segmentation.

The suggested segmentation fusion methods utilizes the MRF model is slightly differ-

ent then the available studies in the segmentation literature, such as [70, 54, 53, 105,

75, 78, 120, 51, 92, 30, 32, 67, 68, 69, 96, 60]. In these studies, the image is either

partitioned without assigning the class labels, or the pixels are labeled by a predefined

index. The latter problem is referred as the semantic segmentation, and studies in this

group assume that a labeled dataset is available. However, the available information

does not necessarily appear in the form of a class label, but sometimes it appears in a

more generic form, such as “there is a sky region at the top of all the images”. There

are many segmentation studies which incorporate this type of prior information into

the segmentation process [37, 56, 57, 38]. However, majority of these studies incor-

porate one or two types of prior information mostly related to shape, appearance and

location into a single segmentation scheme to improve the semantic content of the

segmentation outputs. The approach suggested in this study, enables us to improve
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the semantic content of the segmentation by fusing the outputs with respect to the

available information. Depending on the type and degree of the available Domain

Specific Information, the segmentation fusion technique is adjusted. If no informa-

tion is available then, the fusion is achieved my maximizing the consensus among the

outputs, defined over the MRF energy function.

On the other hand, if some priori information is available, then, this information is in-

corporated in the MRF energy function by generating a set of Domain Specific Maps.

In this scheme, it is assumed that prior information about the given problem domain

is available. This prior information is referred as domain specific information (DSI),

and provides more general information than specific class labels. Before introduc-

ing the proposed domain specific segmentation, a segmentation fusion method, called

Boosted-MRF is introduced. This method constitutes the basics of the proposed do-

main specific segmentation method.

The Boosted-MRF is an unsupervised segmentation method based on the fusion of

a set of segmentation outputs, is proposed. Segmentation fusion is commonly in-

voked to resolve the parameter selection problem in the unsupervised segmentation

problems, and various methods for segmentation fusion are proposed [25, 55, 47]. A

group of these methods employ ensemble clustering methods while another group of

studies employ graphs for the fusion of segmentation outputs. Although the advantage

of the MRF model in integrating various information into the segmentation process

by means of the MRF energy function is emphasized in the literature [81], as far as we

know the MRF energy function is not employed for the segmentation fusion problem.

In the proposed Boosted-MRF method the relative frequency of co-occurrences of

neighboring pixels in the same region over a set of initial segmentations is estimated

and this information is integrated into the MRF energy through the smoothness term.

The performance of the Boosted-MRF method is analyzed by using two different

types of segmentation methods in the baseline and the performances are compared

to the performance of an ensemble clustering method, called Best Of K (BOK). For

the purpose of comparison, three measures; the Probabilistic Rand Index (PRI), the

Global Consistency Error (GCE) and the Mutual Information are employed. It is

observed that the Boosted-MRF is a powerful method for combining unsupervised

segmentation outputs. It is observed that the resulting segmentation performs better
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than the individual segmentation outputs in the ensemble. Also, the Boosted-MRF

does not require any parameter selection or optimization.

As we mentioned earlier DS-MRF requires a set of Domain Specific Information

(DSI). This information is used to fuse the segmentation outputs in a new MRF en-

ergy function. For this purpose, the architecture and the MRF energy function of the

Boosted-MRF method is updated such that the segmentation process is constrained

by the available DSI. This is accomplished by, defining a logical predicate for the

DSI and generating a corresponding domain specific map (DSM) which is an incom-

plete partition of the image. Then, the DSMs are utilized for defining three types of

neighborhood relations; the standard neighborhood, the strong neighborhood and the

negative neighborhood. Finally, the MRF energy function is updated to include three

types of relations with different smoothing functions.

The proposed DS-MRF methods is employed in two problem domains. The first do-

main is a dataset of outdoor images with vegetation background and DSI related to

vegetation detection is employed in this domain. The second domain is a remote

sensing application for building detection. In this problem, more advanced DSI is

available from the remote sensing literature. Prior information related to the rect-

angular shape of buildings, the shadow and the vegetation information are all well

defined DSI which are commonly used in the building detection problem. Hence,

this type of information is employed for defining the neighborhood relations. It is

observed experimentally by using specific evaluation metrics; precision in region of

interest and the overall segmentation quality, that the integration of DSI in the MRF

model significantly improves the segmentation performance.

The major advantage of the DS-MRF method is that it can be extended to include

various forms of DSI. Nevertheless, it is very critical that the provided DSI is to be

formulated correctly by means of the predicates and corresponding DSMs can be

obtained properly, as the method is very sensitive to the DSI. A representation of

DSM may significantly improve the overall performance of the segmentation if it

reflects the DSI to represent the context of a subset of regions in the map. However,

it may decrease the performance, if the DSI is not valid in the entire image dataset.

Therefore, the design of the DSI, together with the extraction of the DSMs lie at the
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heart of the suggested segmentation fusion method.

6.1 Future Work

The Boosted-MRF and the DS-MRF methods can be extended by incorporating the

segmentation output as a feed-back in the form of a new baseline segmentation output.

In this way, a successive increase in the segmentation performance can be observed.

We are planning to employ the DS-MRF method on other problems in different do-

mains, such as medical image analysis. The application of the DS-MRF method on

different problem domains will probably require the definition of new DSI types and

may be new neighborhood relations.

The application of the DS-MRF method on the building segmentation problem is

extended in [90] to cover the detection performance where the decision fusion method

of Senaras and Ozay [100] is employed with a modification in the pre-processing and

the segmentation steps. We are planning to employ DS-MRF on other remote sensing

problems such as urban detection, coastline detection, airport detection etc.

The DS-MRF method is very suitable for domain specific datasets, such as medical

images, botanical or zoological datasets, criminal datasets etc., where well-defined

set of DSIs is usually available. Prior information related to the shape, appearance

and locality can all be unified by means of the MRF energy function in these domain

specific image analysis problems.

Automatic extraction of domain specific information for a given dataset is also an

interesting research area related to the domain specific segmentation problem. In this

study, it is assumed that this information is provided a-priori. It is formulated math-

ematically and integrated into the segmentation process by means of the proposed

domain specific segmentation method. If domain information can be extracted auto-

matically, domain specific segmentation will probably attract the attention of more

researchers in the future.

On the other hand, the application of the MRF model on segmentation fusion can

be extended in the Boosted-MRF method to include different types of segmentation
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methods, including the MRF method itself, in the baseline segmentation. Moreover,

the fusion function can be formulated such that different reliabilities are assigned to

the baseline segmentation outputs, or a new fusion function can be defined.

Application of the DS-MRF method on a video processing problem would arise inter-

esting forms of domain specific information since deriving higher level information

in the video processing problem is easier. Due to the availability of more domain

specific information, more remarkable results can be obtained in an video processing

application.
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