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ABSTRACT

DROWSY DRIVER DETECTION USING IMAGE PROCESSING

Girit, Arda
M.Sc., Department of Electrical and Electronicgigeering

Supervisor: Assoc. Prdikay Ulusoy

February 2014, 100 pages

This thesis is focused on drowsy driver detectiod the objective of this thesis
Is to recognize driver’s state with high performanbrowsy driving is one of the
main reasons of traffic accidents in which many gkeodie or get injured.
Drowsy driver detection methods are divided intm tmain groups: methods
focusing on driver's performance and methods foauson driver's state.
Furthermore, methods focusing on driver's state diveded into two groups:
methods using physiological signals and methodsgusomputer vision. In this
thesis, driver data are video segments capturea lopmera and the method
proposed belongs to the group that uses compuwtemvio detect driver’s state.
There are two main states of a driver, those ard ahd drowsy states. Video
segments captured are analyzed by making use @eirmpeocessing techniques.
Eye regions are detected and those eye regionsaueé to right and left eye
region classifiers, which are implemented usingfiadl neural networks. The
neural networks classify the right and left ey@psn, semi-closed or closed eye.
The eye states along the video segment are fusddthen driver's state is
predicted as alert or drowsy. The proposed methddsted on 30-second- long

video segments. The accuracy of the driver’s sttegnition method is 99.1%



and the accuracy of our eye state recognition nteith®4%. Those results are

comparable with the results in literature.

Keywords: Drowsy driver detection, traffic accidents, imageoqessing,

artificial neural networks, eye closure rate.
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Oz

GORUNTU ISLEME ILE UYKULU SURUCU TESPITI

Girit, Arda
Yuksek Lisans, Elektrik Elektronik MihendiglBolumu
Tez Yoneticisi: Doc. Drilkay ULUSOY

Subat 2014, 100 sayfa

Bu tez uykulu sirici tespiti Uzerine odaklagtmive surtcunin durumunu
yuksek bir performansla tespit etmeyi amaclamakt&ir ¢cok insanin ygamini
yitirdi gi veya sakatlang trafik kazalarinin ana sebeplerinden biri de uylarag
kullanimidir. Uykulu sirtict tespit yontemleri siiiadn performansina veya
surdcindn durumuna odaklananlar olmak tzere ikigeoba ayrilir. Strdcinin
durumuna odaklanan yontemler de, fizyolojik singall kullananlar veya
bilgisayarla gormeyi kullananlar olmak tzere ikgilir. Bu tezde sirtcu verisi
kamera ile kaydedilen video dilimleridir ve ©6nenileyontem, sdricunin
durumunu tespit etmek icin bilgisayarla gérmeyil&nén yéntemler grubuna
aittir. Strdcunun uyanik ve uykulu olmak tzere dkrumu vardir. Kaydedilen
video dilimleri analiz edilir, gorintisieme teknikleriyle gz bolgeleri bulunur ve
bulunan g6z bolgeleri yapay siniglari kullanilarak olgturulan sg ve sol g6z
siniflandiricilarina girdi olarak verilir. Sinirgkari s& ve sol gozleri acik, yari
aclk ve kapali olmak uzere siniflandirr. Videoindil boyunca bitin g6z
durumlar birlgtirilir ve sutricunin durumu uyanik veya uykulu olmézere

tahmin edilir. Onerilen yontem 30 saniyelik viddbndleri Gizerinde test

Vii



edilmistir. SUrict durumu tespit yonteminin gaas orani %99.1’dir ve g6z
durumu tespit yonteminin bkari orani %94'tir. Bu sonuclar literatirdeki

sonugclarla benzerlik gostermektedir.

isleme, yapay sinir@dari, goz kapalilik orani.
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CHAPTER 1

INTRODUCTION

1.1 Problem Definition And Objective

Traffic accidents is a threatening phenomenon famdn beings. According to
Turkish Statistical Institute, about 1.3 milliorafiic accidents occured throughout
2012 [1]. Many of these accidents result from disvéeing drowsy or asleep. In
Table 1.1, total accidents, accidents involvingtdeand personal injury, number of
persons killed and injured are listed year by yemaween 2003 and 2012.

Table 1.1: Total accidents, number of accidentlinag death and personal

injury, number of persons killed and injured betw@803 and 2012 in Turkey [1]

Accidents
. . Number of
Total involving Number of
Years . ) persons
Accidents death and | persons killed o
o injured
personal injury

2003 455 637 67031 3946 118214
2004 537 352 77008 4427 136437
2005 620 789 87273 4505 154086
2006 728 755 96128 4633 169080
2007 825 561 106994 5007 189057
2008 950 120 104212 4236 184468
2009 1 053 346 111121 4323 201380
2010 1106 201 116804 4045 211496
2011 1228928 131845 3835 238074
2012 1296 634 153552 3750 268079




According to Turkish Statistical Institute, the noen of traffic accidents increases
gradually every year. This is not just a problemoof country, it is rather a
worldwide problem. According to Association for 8dhternational Road Travel,
about 1.3 million persons die in road crashes gaah, which means 3287 deaths a
day [2]. The situation is similar in the United & Statistics show that each year
37000 persons die in road crashes and 2.35 miflreninjured or disabled. Road
crashes cost the United States $230.6 billion par.yOne of the main reasons of
traffic accidents is drowsy driving. According tbet estimation made by US
National Highway Traffic Safety Administration, éagear approximately 100000
traffic accidents arise from driver drowsiness datigue [3,4]. According to
statistics gathered by federal government, in ti®. dt least 1500 persons die and
40000 persons are injured in drowsy driver cragaeh year. These numbers are
most likely an underestimation. Unless someone asgas or survives the car
accident and can testify to the driver's conditibms difficult to detect the driver
being drowsy [4]. 37% of surveyed American adudiisl $hey have dozed off while
driving at least once and 27% said that they daxédvhile driving in the past
year. In the USA, a series of studies by the Nafidmansportation Safety Board
(NTSB) have pointed out the significance of sleeps;as being the reason of
accidents involving heavy vehicles [5]. AccordimmNTSB, 52% of 107 single-

vehicle accidents involving heavy trucks were driowss-related.

Fatigue affects a driver's ability to drive. Withcreasing fatigue, the driver’s
reaction time increases and driver’s ability toidwaccidents decreases. As seen on
Figure 1.1, there is a strong positive correlati@tween hours spent driving and
the number of fatigue-related accidents [6].
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Figure 1.1: The figure displays the strong positbegrelation between hours of

driving and fatigue-related crashes [6].

Adelaide Centre for Sleep Research conducted g stinich shows that drivers
being awake for 24 hours are seven times moreylikehave an accident and have
a driving performance which is equal to a persom Wwas a blood alcohol content
of 0.1g/100ml [6].

The facts and statistics stated make it obviousdh@avsy driving is a significant
problem for human beings. The objective of thissibeis to recognize drivers’
state with high performance. An effective and uUsendly drowsiness detection

system will save people’s lives and make our warliktter place to live.

1.2 Literature Review

Drowsiness detection methods are seperated intontaim categories: methods

focusing on driver’s performance and methods faausin driver’'s state.

1.2.1 Methods Focusing on Driver’'s Performance

In order to detect drowsiness, studies on drivpedormance use lane tracking,

distance between driver’s vehicle and the vehitheant of it; place sensors on



components of the vehicle such as steering whesl pgdal and analyze the data
taken by these sensors. Pilutti and Ulsoy usedcleehateral position as the input
and steering wheel position as the output and thgined a model which can be
useful to detect drowsiness [10] [11]. Some of pihevious studies make use of
driver steering wheel movements and steering gapsan indicator to detect
drowsiness. Some car companies such as NissamfitRRenault [13] used this
technology. Since these systems are too dependtetheocharacteristics of the
road, they can only function well on motorways whionake them work in limited
situations [14]. These systems are affected tochmy the road quality and
lighting. Another disadvantage of these systemsth@t they cannot detect
drowsiness that has not affected vehicle’s sitmagiet. When a driver is drowsy
and the vehicle is in the appropriate lines, tlsgstems cannot detect drowsiness.

1.2.2 Methods Focusing on Driver’'s State

Methods focusing on driver’'s state are separatéml tiwo main groups: methods

using physiological signals and methods using cderpusion.

1.2.2.1 Methods Using Physiological Signals

The methods use physiological signals such as rmaotephalography(EEG),
heart rate variability (HRV), pulse rate and br@aghThe spectral analysis of heart
rate variability shows that HRV has three frequebeaynds: high frequency band
(0.15-0.4 Hz), low frequency band (0.04-0.15 Hz) aery low frequency band
(0.0033-0.04Hz) [15] [16]. Researchers have fouatdtisat LF/HF ratio decreases
and HF power increases when a person goes frotnsgdée to drowsy state [17].
Power spectrum of EEG brain waves is used as acaitod to detect drowsiness;
as drowsiness level increases, EEG power of theaadmd theta bands increases
and beta band decreases[18][19]. EEG-based drosgsdetection methods are not
easily implementable because they require the dtvevear an EEG cap during
driving the vehicle. Devices being distractive Iee tmain disadvantage of this

group of methods.



1.2.2.2 Methods Using Computer Vision

This group of methods are not offensive and doésmake any disturbance to the
driver, that's why these methods are more pereferabhese methods are
seperated into two groups: the ones using infrdh@ahination and the ones using
day illumination. The former find the location dfet eyes and detect eye states by
making use of retinal reflections of infrared way26]. Matsuo and Khiat, who
work for NISSAN, divided driver's condition into dategories: normal (alert),
slightly sleepy, intensely sleepy and drowsy [2bhey used eye closure rate
(ECR), head sway and subsidiary behaviours to tétecdriver’s condition. IR-
based systems work well at night but do not work digring daylight illumination
since sunlight reflections make it impossible ttederetinal reflections of infrared

waves.

Methods using daylight illumination generally finde location of the face and
eyes by making use of computer vision techniqueas/ed State Sensor (DSS),
developed by SeeingMachines, is a commercial ptoguthis group [21]. DSS
uses face tracking and gets information about @y®dening and percentage of eye
closure in order to detect drowsiness. Viola Jamsed the Haar-like features for
face and eye detection and this method is usedamyratudies [9]. Wu et al. uses
adaboost classifier for face detection and usengity image to detect the pupils
of eyes. Then, they take radial-symmetry transfana use support vector machine
(SVM) to find the location of eyes [22]. After fimd) the location of eyes, using
local binary patterns (LBP) and SVM classifier, yh@etermine the eye state.

Flowchart of their system is seen on Figure 2.1.



Input Image

Face Detection

Eye Detection

Crop Left Eye
Image

Eye State
Recognition

Figure 1.2: Flowchart of eye state recognition2#][

Support vector machine is used by Flores et abrder to identify eye state of a
driver [23]. They have used their drowsiness daiactystem as a new module for
Advanced Driver Assistance System(ADAS). In [24kY assumed that eye region
is detected successfully and then they use theegien image to detect whether
the eye is fully open, partially open or fully chms They use singular value
decomposition (SVD) and the term called eigen-eyes$ decide which group the
eye image belongs to. In addition to eye closumynyng data is used as an
indicator of drowsiness in [26]. They merged moatid eye state data to detect
drowsiness. However, Vural et al. states that yaginivhich is assumed to be
predictive of drowsiness, is a negative predictiothe 60-second window prior to
crash [27]. Drivers yawn less in the moments befalleng asleep. They use facial
movements in order to detect drowsiness. Facialemants are extracted by the
help of a toolbox called Computer Expression Rettamgn Toolbox (CERT),
which is a fully-automatic tool for facial expressirecognition [28]. They use
facial action coding system (FACS) and find outethaction units have postive or
negative correlations with drowsiness and then laking use of this action unit
data, they decide whether the driver is drowsylent §29] [30].



1.3 Approach To The Solution

The method we propose belongs to the group whichsies on driver’'s state by
making use of computer vision. Eye closure ratetier words, percentage of eye
closure (PERCLOS) is a reliable measure to detemtvginess [48]. This thesis
makes use of PERCLOS to decide whether the dnivaniideo segment is drowsy
or alert. For every frame in the video segment, &gate estimation is performed.
There are 3 states of an eye: open eye, semi-clegedand closed eye. The
estimations for each frame in a video segment angbned and the driver’s state
IS estimated.

The video segment is extracted to its frames. Adtdraction of the frames of the
video segment, the frames are input to the paleadtaye region extractor. Eye
region extractor firstly finds the candidates fayht and left eye regions and face
by making use of extended version of Viola-Jongerthm, which is available in
Computer Vision System Toolbox of MATLAB [7] [8] [9Among the candidates
of face, the wrong candidates are eliminated byesdetision rules and the face
region is detected. The detected face region id tsselect the valid right and left
eye region among the candidates found by extendesion of Viola-Jones. After
the detection of both eye regions, the eye imagescanverted to grayscale,
resized to [12 18] and histogram equalized. Aftes process, every right and left
eye image is input to neural networks separatelychviare trained with the
subject’s eye region images. For each frame, theutaiof right and left eye neural
networks are both digitized and merged in ordeedbmate the eye state of the
subject. After eye state estimation for all of themes of a video segment is
completed, the mean of the estimated eye statesldslated by assigning “0” to
open eyes, “0.5” to semi-closed eyes and “1” tosetb eyes. The mean value
obtained is called “eye closure point per framed an eye closure point per frame
more than a threshold value means a drowsy dnvieereas an eye closure point
per frame less than a threshold value means andaieer.



Combining the estimations for right and left eyesréases the accuracies for both
eye state and drowsiness detection. Since combimafi the estimations for right
and left eyes is not a common method used in thature, increasing the accuracy
with this method is a contribution of our proposedorithm. Most of the studies
assign eyes only two states: open and closed. Athancontribution, this study
reveals the fact that semi-closed state has anrtamaole in detecting drowsiness
and defining three states instead of two stateseases the accuracy of the
drowsiness detection method proposed.

1.4 Outline

This thesis totally consists of 5 chapters. Theaieder of the thesis is organized

as follows:

Chapter 2 gives background information on some emaigcessing methods and
neural networks. Some background methods of whighlementation is available

on MATLAB are analyzed, as well.

Chapter 3 describes the method we propose to déteutsiness and all of the

steps of the solution are analyzed in this chapter.
Chapter 4 presents the test data, ground truth daferiments and results of the
experiments. The comments are made about the sesuld the results are

compared.

Chapter 5 includes the conclusion and some potetaacs for future studies



CHAPTER 2

BACKGROUND METHODS

In this chapter, background information on somecepits used in our method is

provided.

2.1 Artificial Neural Networks

In computer vision, artificial neural networks ameodels which are capable of
machine learning and pattern recognition. Theyimspired from central nervous
systems and they are systems of interconnectedm&ul neuron consists of input
weights, a summer and an output (activation) fumctiAn example of a neuron

model can be seen in Figure 2.1.

Input-1

f(x)

X
Input-2 > —
P Weight-2 Output
Input-3 .
Weight-3 Bias
1

Figure 2.1: A simple neuron model

Output = f( Input-1*Weight-1 + Input-2*Weight-2 xput-3*Weight-3 + Bias )



A sample neural network with one hidden layer, rgout layer and an output layer
is shown in Figure 2.2. This neural network hase8rans in the input layer, one

hidden layer with 4 neurons and 2 neurons in thpuilayer.

Input Laver Hidden Laver Output Laver

Figure 2.2: A neural network with a hidden layer

Feedforward neural networks are networks in whidbrmation moves only in one
direction from input layers to output layers thrbulgidden layers. There is no

backward connection in this kind of neural networks

Backpropagation (backward propagation of errorg) fisrm of supervised training.
In order to use backpropagation training methode ®ample inputs and
corresponding outputs must be given. Making usdetorresponding outputs, the
backpropagation training algorithm takes a caledarror and adjusts the weights

of layers backwards from the output layer to thmuiriayer.

There are many functions used as activation funstaf neurons. Two examples of
these are linear transfer function (purelin) angédripolic tangent function (tansig).
Characteristic of linear transfer function and #yenbol of a neuron having this

type of activation function are shown in Figure.2.3

10



a = purelin{n)

Figure 2.3: Linear transfer function

Characteristic of hyperbolic tangent sigmoid trangtinction and the symbol of a
neuron having this type of activation function ate@wn in Figure 2.4. This is a
nonlinear function and nonlinear functions oughbé&used for real life problems.
Its formulation is:

tansig(n) = 2/(1+exp(-2*n))-1.

a = ransigin)

Figure 2.4: Hyperbolic tangent sigdnimansfer function

The structure of the neural networks we use argvsho Figure 2.5. They have
216 neurons in the input layer, 1 neuron with parak the activation function in
the output layer and a hidden layer with n neurgsh having hyperbolic tangent

sigmoid transfer function as the activation funatio

11



Inputs: b |2 I3 ..., bis

Weights between input neuron-i and and hidden mejiro

W11, W12, sWin W21 W22  Won ..., W216,1,W216,2 ,...,W216,n
Weight between hidden neuron-i and output neurgmvwvws, . Wy,
Bias values for hidden neurons; by, bs, ... ,by

Bias value for output neuron =0

Output = wx( tansig(la+11xwy 1+12xWp 1+... +1216XW216 9) ) +

Wox ( tansig(+11xwa o+ loxWo ot .. +lo16XWo16 9 ) +

WiX( tansig(R+laixwy i loXwo it ... +1216XWa16 ) )
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W1

W2
[, —» > 74 —» Outpu
bias=(
Whn
l216 —
Waie.r T
L N D
Input Layer Hidden Layer Output Layer

Figure 2.5: The structure of our neural networks
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In the method we propose, we use neural networksder to decide whether an
eye is open, semi-closed or closed. We first ektthe frames of the video
segments to be used for training and for each fraght and left eye regions are
detected. We grayscale, resize and histogram egudie eye region images
cropped from the frames, then we input the eyeoregnages and ground truth

data to neural networks in order to train them.

For the test stage, we first extract the framethefvideo segment to be tested and
for each frame, right and left eye regions are aetk and cropped from the
original frame. We grayscale, resize and histogegpmalize the eye region images
cropped and we input these eye region images tmheetworks we have trained.
Neural networks specified for right and left ey¢iraates the eye state separately
for right and left eye. The eye state estimationigiit and left eye neural networks

are then merged and final estimation for the egess reached.

2.2 Gray-Level Images, Histogram Equalization and Resing an
Image

In computer vision, a gray-level digital image is immage of which every pixel

carries intensity information. Gray-level images atso known as black-and-white
images. Weakest intensity has the color black &mhgest intensity has the color
white. A sample conversion from a colorful imageatgray-level image is seen on

Figure 2.6.

Figure 2.6: Sample rgb2gray conversion

14



Histogram equalization is a method of contrast stdpent by using image’s
histogram. Histogram equalization usually increabesglobal contrast of the input
image. In Figure 2.7, conversion to gray-level dnstogram equalization are

applied consecutively to an eye region image.

Figure 2.7: Eye regioimage converted to gray-level and then histogranakzed

Resizing an image is the operation of fitting theage to a desired size and the
value that pixels will take are computed by diffdrealgorithms. The most
primitive one of these algorithms is nearest-neaghinterpolation in which the
output pixel value is taken only from the value tbé pixel that falls within.
Another algorithm is bilinear interpolation in whiche output pixel value is
computed as the weighted average of pixels in gerast 2-by-2 neighborhood.
The interpolation method we use in our methodolmgypi-cubic interpolation in
which the output pixel value is computed as thegimeid average of pixels in the
nearest 4-by-4 neighborhood. Some examples ofingsaf a gray-scaled frame

extracted from video data are shown in Figure 2.8.

15



Figure 2.8-a: Original gray-level Fig@@8-b: Resized image
image with size [480 640] with size [2320]

Figure 2.8-c: Resized image Figure 2.Bekized image
with size [120 160] with size [24 32]
Figure 2.8: Examples of resized images

In Figure 2.9, there is an example of eye regioage) grayscaled version of it and
resized version of it. The eye region detected diagensions [33 49] and it is
resized to [12 18].

16



Figure 2.9-a: Eye region Figure 3.9-b: Graytexta Figure 3.9-c: Resized image
image with size [33 49] eye region image withwith size [12 18]
size [33 49]

Figure 2.9: An example of resized eye region image

2.3 Viola-Jones’s Object Detector

The method proposed by Viola and Jones is compoiseeak classifiers cascaded
and their output is a strong classifier which destehe target object [9]. For each
stage in the cascade, a weak classifier is traiogeject a certain fraction of the
non-target object patterns and not rejecting amiyqfdhe target object.

The classifiers use Haar features in order to em€acial features. Features used in
[9] are seen on Figure 2.10.

"

Figure 2.10: Haar features used in [9]

For each feature, the value is the difference betviee sum of the pixels in black

regions and the sum of the pixels in white regions.
Rectangle features are computed very rapidly ugiagntegral image which is an

intermediate representation. The integral imadecation pixels (x, y) contains the

sum of the upper left pixels of the original imagelusively. As seen on Figure

17



2.11, the value of the integral image at locatiots The sum of the pixels in
rectangle A, the value at location 2 is A+B, looatB is A+C and at location 4 is
A+B+C+D. Then, the sum within D is computed as 4 + 2 — 3 that means the
sum of the pixels within rectangle D is computedhwiour array references.

Integral image provides the advantage of fast featmaluation.

Adaboost is used to select a small set of featares train the classifiers. The
learning algorithm for weak classifiers is desigrnedselect the single rectangle
feature best separating the positive and negatiaenples. For each feature, the

weak classifier determines the optimal threshold.

original
/ image

Figure 2.11: Integral image

Weak classifiers rejecting non-face regions ancepiteg face regions, are trained
in such a way that their false negative rate apgres 0. Then, they are combined
in a form of a degenerate decision tree which ifedd‘cascade”. Figure 2.12

shows how cascaded weak classifiers with hit ragexhfalse alarm rate=f form a

strong classifier with hit rath? and false alarm raté¥ .

18



stage1 2 N 2
hitrate=h"

h 5 h h > h h 5 |
1-f 1-f 1-f 1-f falsealarms =fﬁ'

input pattern classified as a non-object

Figure 2.12: Cascade of classifiers with N stadé® classifier at each stage is

trained to achieve a hit rate of h and a falseralate of f [7].

2.4 CART-based Face Detection

CART-based face detection method is composed aiadasl weak classifiers and
their output is a strong classifier which deteetsef region. It is composed of weak
classifiers based on the classification and regressee analysis (CART) [34].
Boosting, a powerful learning concept, is usedhashiasic classifier. Many of the
weak classifiers which are simple and inexpensinee agmbined resulting in a
strong classifier. Gentle Adaboost whose algorithishown in Figure 2.13, is used

during training of weak classifiers [34].

Gentle AdaBoost

1. Given N examples (x,,0),... 4500  with xe R e (=1.1]

=

Start with weights w, = /N, i=1, .. N
3. Repeatform=1,.. M
ia) Fit the regression function £ix) by weighted least-squares of v, 10 x, with weighis w,

(€} St we—wpeenpl—v i) L F= 1L L Noand repomnalize weighits so that Tw=1

(|

! I
4. Output the classifiz Erj'ri!l_":_!;.rmi.\]J
Figure 2.13: Gentle Adaboost training algorith#h [
The classifiers use Haar features in order to emdadial features and CART-

based classifiers provide modelling higher-ordepeshelencies between facial
features. The algorithm is an extended versioniofavJones object detection [9],
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the haar-like features are extended and Gentle dafbis used for learning.

Extended features are shown in Figure 2.14. [4§947], only features (1a), (1b),
(2a), (2c) and (4a) have been used. Extending resmtenhanced the power of the
learning system which results in improved objed¢edgon performance.

. Edee features
| am g Q
i =R

(a) (b (c) ()

B IELIRE 2 2

(a) by (c) (dy iel (D (g) (h)

3. Center-surronnd features
Y
n <?
(a) (B
4. Special diagonal line teature

u

Figure 2.14: Features used in CART-based face timtemethod [7]

The implementation of this method is available ion@uter Vision System
Toolbox of MATLAB [36].

2.5 Local Binary Patterns and LBP-based Face Detection

Local binary patterns (LBP) is a feature used fassification in computer vision
and it is a powerful feature for texture classifica. The basic LBP operator is
shown in Figure 2.15. As seen in Figure 2.15, therator assigns a label to every
pixel of an image by thresholding the 3x3-neighloodh of each pixel with the
center pixel value and assigning a binary numbehéoresult. Since {12, 13, 21}
are less than the value of center pixel which istbdy take the value 0. Since {54,
57, 86, 99, 85} are greater than or equal to 58y take the value 1.
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85{ 99| 21 1{1]0
= [Zal 5l aaf ALesho Binary: 11001011
) -'43_4 » l l Decimal: 203
57 12] 13 1lofofs

Figure 2.15: The basic LBP operator (3,1)

Local binary patterns for (8,1), (16,2) and (8,2ighbourhoods are shown in
Figure 2.16.

,[141._ e ]

ol L . A

o Kl B o |of |# o| |of |
(TSR] [ThF

Figure 2.16: Local binary patterns for (8,1), (36&hd (8,2) neighbourhoods

respectively

LBP-based face detection method is composed of vetadsifiers based on a
decision stump [35]. The weak classifiers in thistlmod use local binary patterns
(LBP) to encode facial features unlike the CARTdzhmethod uses Haar features.

LBP features provide robustness against illumimatiariations.

The implementation of this method is available ion@uter Vision System
Toolbox of MATLAB [36].

2.6 ENCARAZ2: A Real-time Eye Detection Method

Castrillon et al. proposed a system called ENCARAZCh includes real-time face
and eye detection [8]. The eyes are detected p#idyeye pair detection process is

shown in Figure 2.17 and it is as follows:
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The face blob boundaries are detected by makingiuses skin colour model. The
elements which are not part of the face are remdneulistically and an ellipse is
fitted to the blob in order to rotate it to a vedli position [8] [37]. After the blobs
are found, different alternatives are used to ddtex eyes. Since eye pixels are
darker than their surrounding pixels, dark areassaarched [38]. Viola-Jones
based eye detector is used to search eyes withienom size [12 16], since the

eye position is roughly estimated it provides fastformance. If eyes could not be
found yet, Viola-Jones based eye pair detector mithimum size [5 22] is used.
Then, detected eye positions are used to norm#igdace region to a standard
size. After normalization of face region, an aréaipe [11 11] around both eyes in
the normalized face image is projected to a Praloipomponent Analysis (PCA)
space and reconstructed. According to the recart&iru error, incorrect eye
detections are identified and eliminated [39]. H{@A space consists of eigeneyes

as an orthogonal basis.

The implementation of this method is available ion@uter Vision System
Toolbox of MATLAB [36].
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Figure 2.17: Eye detection process [8]
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CHAPTER 3

PROPOSED METHOD

3.1 Summary of the System

This thesis makes use of eye closure rate to deeidkher the driver in a video
data is drowsy or alert. Procedure for testingde®iis shown in Figure 3.1. A 30-
second-long video segment is given as input tesyilseem and the system outputs
the decision of our method as drowsy or alert. &ithe video database we use is
30 fps, for every 30-second video, 900 frames ateaeted. After the frame
extraction process is completed, all of the frarmes input to the module called
“Right and Left Eye Region Extractor”. In this madeufor each frame, right and
left eye regions are found, then right and left e3gon images are cropped from
the original frames. This module outputs image elected right and left eye
regions and corresponding detection states. Imégeelected right and left eye
regions are converted to gray-level, resized tol]@ and histogram equalized by
the module Eye Region Image Modifier for Neural\Watks. Now, the eye region
images are ready to be input to neural networkssé&histogram equalized gray-
level eye region images are input to right andégé region neural networks which
are trained with the same subject’s eye region @sadptained from different video
segments. For each frame, the outputs of neuralanks$ for right and left eye are
input to the module called “drowsiness evaluatbr'drowsiness evaluator module,
the outputs of the right eye and left eye neurdaloeks are digitized and then
combined in order to estimate whether the eye i3pen (0), semi-closed (0.5) or
closed (1) state. After the estimation proces®mpeted, the mean of the eye
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states found is taken and this value is calle@rage eye state point”. For drowsy
cases, average eye state point exceeds a threstio&land for alert videos it does
not exceed that threshold value. That's how th¢éesyslecides whether the driver
is drowsy or alert. The testing procedure and ailhe modules are explained in
detail in this chapter.
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3.2 Extracting the Frames of a Video Segment

The module called “Frame Extractor” extracts thanfes of a 30-second-long
video segment. Since the video is 30 fps, FrameaEtdr gives 900 frames with

size [480 640] as its output. Frame Extractor'suinpnd output are clearly shown

in Figure 3.2.
30 second Erame Extractor 900 frames with
long video size [480 640]

Figure 3.2: Frame Extractor module

3.3 Extracting Right and Left Eye Regions in a Frame

This module is called “Right and Left Eye Regiortfagtor” and its block diagram
is shown in Figure 3.3. As seen on Figure 3.3s itamposed of modules called
“Face Detector”, “Right and Left Eye Region Cand&taFinder” and “Right and
Left Eye Region Selector”. These modules are erptiain detail in sections 3.3.1,

3.3.2 and 3.3.3 respectively.

Detected
face regio Image of
q Face I 9
» » selected
Detector [ >
right eye
A frame . .
Right eye region
extracted . Right and Left Eye
from video e i
candidates Region Selector ima ¢
segment : > 9e°
Right and Left g selected
Eye Region left eye
»  candidates > region
Finder Left eye
region
candidate! Right eye Left eye
region region
detection detection
state state

Figure 3.3: Block diagram of “Right and Left Eyed®en Extractor” module
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3.3.1 Face Detector

We use face region in order to make elimination mgnoight and left eye

candidates. That is, we use face borders and arelaobse the valid detection of
right and left eye among candidates found. Thetiopthe face detector module is
a frame extracted from video segment and the oufptite detected face region.

The simple block diagram of our Face Detector medsishown in Figure 3.4.

Input
Face Detector — Detected Face

Frame

Figure 3.4: Block diagram of Face Detector module

In order to detect face region of the subjects, tined the methods which are
explained in sections 2.4 and 2.5. Both of the wd$hwve have tried are composed
of cascaded weak classifiers and their output $$r@ng classifier which detects

face region.

We have tested 2 methods on 1800 frames and theegesdts are shown in Table
3.1

Table 3.1: Accuracy of the face detection methods

Method Number of frames Number of frames Success Rate
in which face in which face
region found region could not
detected be detected
successfully successfully
Method-1(CART) | 1794 6 99.7%
Method-2(LBP) 1788 12 99.3%
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Since the first method’s success rate is more thanof the second, we use the
first one for detecting the face of the subjectbe Timplementations of these

methods are available in Computer Vision Systemdmoof MATLAB [36].

This CART-based face detection method is not endagsuccessfully detect the
face region because it does not always find onlg tate and in those cases,
incorrect face detections need to be eliminatede Esetector module includes face
detection method mentioned above and an algorithavoid incorrect detections.

Incorrect detections are eliminated according &ftbwchart in Figure 3.5.

a frame extracted from a

video segment

|

CART-based Face Detection
Method

Detected candidates

for face region

No
Only one face region More than one face Since no
candidate is detected region candidate is —p| Candidate s
found, the
detecte last face
region
detected is
taken as
detected
face region
The candidate is taken as the The candidate of which cente
detected face region is closest to the center of the
frame is taken as detected face
region

Figure 3.5: Flowchart of Face Detector
As seen on Figure 3.5 when just one face regiodidate is detected by the face

detection method we use, the candidate is takeheadetected face region. When

more than one face region candidate exists, théidat® whose center is closest to
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the center of the frame is taken as detected fagmnm. When no candidate is
detected, the last face region detected in theigquevrame is taken as the detected
face.

Some face detection examples of 4 subjects arershofigure 3.6.

Figure 3.6: Sample face detection for subjects @,87d D respectively
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Figure 3.6 (cont’d): Sample face detection for satg A,B,C and D

respectively

An example of elimination between face region cdatiis of subject A is shown in
Figure 3.7. Among face region candidates, the chateiwhose center is closest to
the center of the frame is selected.
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Figure 3.7: An example of elimination between femgion candidates

Since eye state is used as an indicator of drowsjreur objective is to find eye
state after successfully finding eye region. Faggon detected is used to choose
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valid eye region among many eye region candidattes)ly forms a reference in

successfully finding right and left eye regions.

3.3.2 Right and Left Eye Region Candidates Finder

The method explained in section 2.6 is used to tiredcandidates for eye regions
[8]. The block diagram of “Right and Left Eye RegiG@andidates Finder” module
is shown in Figure 3.8.

Rj Right eye region
A frame Right and Left —— candidates

extracted from —» Eye Region

video segment Left eye region

Candidates Finder|—

candidates

Figure 3.8: Right and Left Eye Region Candidatesl&r module

Some examples of right eye region candidates femadhown in Figure 3.9.
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Figure 3.9: Some examples of right eye region ahatds found for
subjects A, B,C and D respectively
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Figure 3.9 (cont'd): Some examples of right eyeaegandidates found
for subjects A, B,C and D respective

In Figure 3.9, 3 right eye region candidates amndébfor subject A, 2 right eye
region candidates are found for subject B, 3 rigyfe region candidates are found
for subject C and 1 right eye region candidat@imtl for subject D.
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Some examples of left eye region candidates fouadlzown in Figure 3.10

Figure 3.10: Some examples of left eye region aatds found for

subjects A, B,C and D respectively
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Figure 3.10 (cont’'d): Some examples of left eygae candidates found

for subjects A, B,C and D respectively

In Figure 3.10, 3 left eye region candidates amndbfor subject A, 2 left eye
region candidates are found for subject B, 4 Iedt egion candidates are found for

subject C and 2 left eye region candidates areddoinsubject D.
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3.3.3 Right and Left Eye Region Selector

“Right and Left Eye Region Selector” is a moduleos# inputs are detected face,
right and left eye region candidates which aredbguts of “Right and Left Eye
Region Candidates Finder” module. The outputs dfjfiRand Left Eye Region
Selector” module are image of selected right eggore image of selected left eye
region, right eye region detection state and lgét egion detection state. Image of
selected right eye region is the selected right reggon image cropped from the
original frame and image of selected left eye regsthe selected left eye region
image cropped from the original frame.

Right eye region detection state is set to “1” ifight eye region is detected
successfully and set to “0” if not. Left eye regidetection state is set to “1” if a
left eye region is detected successfully and s&'td not.

The block diagram of “Right and Left Eye Regione&dbr’ module is shown in
Figure 3.11.

Detected Face — Image of selected
. —> . -
Right and Left right eye region
Right eye region
candidates Eye Region
Image of selected
: Selector ,
Left
eft eye region left eye region
candidates l l
Right eye Left eye
region region

detection state detection sta

Figure 3.11: Right and Left Eye Region Selector uled
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As mentioned in section 3.3.1, the detected fag®mnes used in order to select the
valid right and left eye regions among candidaetected face region’s width is
w and height is h and the regions tagged as R aackIshown in Figure 3.12. R
region is the appropriate region for the right apd L is the appropriate region for
the left eye. The right eye region candidates wigdicmot belong to the region R
will be eliminated and the left eye region candédatvhich do not belong to the

region L will be eliminated.

A
) 4

w/?2

\4

0 SRR

\ Detected

_____ ‘t_______ face region

Figure 3.12: R and L regions of the detected face

The area of the detected face region is wxh.

The area of the detected eye region image is limiteorder to avoid incorrect
detections. After making empiric evaluations, maximpossible eye region area is
found as:

Maximum possible eye region area = (wxHg
Flowchart for selecting valid right eye region amgaight eye candidates is shown
in Figure 3.13.
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Detected Face Region Matrix and right «

region candidates arrived

A 4
Eliminate right eye region candidates wh

area is bigger than maximum possible ey
region area

Eliminate right eye region candidates wh
does not belong to region-R shown in
Figure 3.18

Number of

remaining right

eye region

Set right eye region detection st
variable to “0”.

candidates is 0

Number of Yes

remaining right
eye region
candidates is 1

1)Right eye region candidate is se
the selected right eye region.
2)Set “right eye region detection state’
variable to “1”

1)Right eye region candidate whose uf
right corner is closest to the upper right
corner of the detected face region is set fas
the selected right eye region.

2) Set “right eye region detection state
variable to “1”.

Figure 3.13: Selecting valid right eye region amoagdidates
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As it is shown in Figure 3.13, the right eye regaamdidates whose area is bigger
than the maximum possible eye region area( (w>®)) or the right eye region
candidates whose center is not in region R areirgdited. If all of the right eye
region candidates are eliminated, this means nal vaght eye region could be
found and the right eye detection state variabketsto “0”. If only one right eye
region candidate remained after the eliminationcess, that right eye region
candidate is set as the selected right eye reqidrtlze right eye region detection
state variable is set to “1”. If two or more rigkye region candidates remained
after the elimination process, right eye regiondidate whose upper right corner is
closest to the upper right corner of the detectax fregion is set as the selected

right eye region and the right eye region detecsitate variable is set to “1”.

An example of selecting valid right eye region ag@andidates for subject C is

shown in Figure 3.14.

Figure 3.14: Detected face region and right eyeregandidates

The coordinates of the upper right corner of thiected face region is (206,204),
the width and height of the detected face is 200.
The coordinates of the critical points are showRigure 3.15.
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(206,404) (406,404)

Figure 3.15: Coordinates of the critical points

R = {(x,y) | 206<x<306,254<y<304}

maximum possible eye region area = (wx§ = 5000

There are 3 eye candidates:

Eye candidate 1: center = (274,281) & area = 1350

Eye candidate 2: center = (310,360) & area = 672

Eye candidate 3: center = (339,279) & area = 1650

All of right eye candidates’ area is smaller thamximum possible eye region area.
None of the candidates is eliminated at this stage.

Only candidate 1 is in region R, so it is seleasdhe valid right eye region, it is
shown in Figure 3.16.
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Figure 3.16: Selected right eye region for the gxanm Figure 3.14

Some examples for selecting right eye region ameargdidates are shown in
Figure 3.17, Figure 3.18 for subjects B and D, eetipely.
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Figure 3.17: An example of valid right eye regietestion among
candidates for subject B
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Figure 3.18: An example of valid right eye regi@testion among
candidates for subject D

Selecting procedure for valid left eye region ameagdidates is the same as the
procedure for right eye. Region L is used instefacégion R and upper left corners

are used instead of upper right corners.
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An example of selecting valid left eye region amaagdidates for subject C is

shown below:

Figure 3.19: Detected face region and left eyeoregandidates

The coordinates of the upper right corner of thiected face region is (206,202),
the width and height of the detected face is 2G8.bo

The coordinates of the critical points are showRigure 3.20.
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_______________________ \ Detected

face region

Figure 3.20: Coordinates of the critical points

L = {(x,y) | 307<x<409,253<y<303}

maximum possible eye region area = (wxl§ = 5151
There are 6 eye candidates:

Eye candidate 1: center = (279,264) & area = 247
Eye candidate 2: center = (274,281) & area = 1504
Eye candidate 3: center = (335,279) & area = 1734
Eye candidate 4: center = (307,359) & area = 925
Eye candidate 5: center = (300,386) & area = 2646
Eye candidate 6: center = (316,352) & area = 2752

All of right eye candidates’ areas are smaller thaaximum possible eye region
area. None of the candidates is eliminated atstiige.
Only candidate 3 is in region L, so it is seleciésdthe valid left eye region, which

is shown in Figure 3.21.
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Figure 3.21: Selected left eye region for the exampFigure 3.19

Some examples for selecting left eye region amamgliclates are shown in Figure
3.22, Figure 3.23 for subjects A and B, respecyivel
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candidate

Figure 3.22: An example of valid left eye regioteséon among
candidates for subject A
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Figure 3.23: An example of valid left eye regioteséon among
candidates for subject B
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3.4 Modifying Eye Region Images for Neural Network

After the detection of right and left eye regione eompleted and the selected right
and left eye images are cropped from frames, wd teemodify those eye region
images. The part of the methodology performing thaglification is called “Eye
Region Image Modifier for Neural Networks” module.

The frames extracted from video segments we ar&imgpon, are in RGB format.

Therefore, every pixel in these extracted framas tthree channels. Memory and
time required to train neural networks increasehwitcreasing input size, so we
need to minimize the input size by not decreasing performance. Neural

networks are models of biological neuron systemielieye region image in RGB
format and a gray-level eye region image are coathaRGB format image has
negligible advantage in displaying the eye statkis Tsituation can easily be
observed in Figure 3.24. This is verified by temtsneural networks. In addition,
the size of RGB images are three times the sigeayf-level images, that’'s why we

work with gray-level images instead of images inBRiGrmat.

oS O%
oS O%

Figure 3.24: Selected eye region images(first ramg corresponding gray-
level images(second row)

The eye regions detected have different sizes.'Skdty the eye region images
which are cropped from corresponding frames difiesize. However, the input of
the neural networks must have a standard size.r@lgnenhuman eye regions have
rectangular shape with 2+3 as height-per-widthoratis we mentioned above, we
need to minimize the size of the input of the nenswork, which is eye region

images in our case. After minimization, eye regimages must still include
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enough information about the state of the eyes. ifitap analysis conducted on
eye region images leads us to resize the eye regages to [12 18]. All of the eye

region images to be input to neural networks asezeel to [12 18].

Histogram equalization is useful to minimize théefs of different illumination
between video segments. In order to see if thisuis or not, the neural networks
are trained by gray-level(not histogram equalizaaljl histogram equalized gray-
level eye region images. The neural networks tchimgh histogram equalized
gray-level eye region images give 2% better peréoroe than the neural networks
trained with gray-level(not histogram equalizedg eggion images. This leads us
to use histogram equalized gray-level eye regioages. In addition, illumination
conditions in the video segments used for trairang testing for this decision are
close to each other, if some video segments witlientbfferent illumination
conditions are used, the performance gain of hiatagequalization increases.
Block diagram of “Eye Region Image Modifier for NauNetworks” module is

shown in Figure 3.25.

. . Eye region
Conversior Resizing eye image

to gray-level region image i (histogram

— > o, T eoualed,

Eye image Eye region EYE region gray—llevel
region image image & size
image (gray-level) (gray-level 12x18)

(RGB) & size

12x18

Figure 3.25: Eye Region Image Modifier for NeuratiNorks

Some examples of phases of “Eye Region Image Madi@r Neural Networks”
for some right eye regions are shown in Figure 312& eye images in the rows
belong to subject A, B, C and D, respectively, #mel columns are original eye
region images, gray-level eye region images, geagll eye region images with
size 12x18 and histogram equalized gray-level egéon images with size 12x18,
respectively. The size of the original eye regidatected are 33x49, 36x53, 32x48
and 38x58 for subjects A, B, C and D, respectively.
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Figure 3.26: Some examples of phases of Eye Regiage Modifier for
Neural Networks

3.5 Arranging the Ground Truth Data and the Eye Region
Images Modified

In order to train neural networks, intensity valireshe histogram equalized gray-
level eye region images, each with size 12x18,gandnd truth data are arranged.
At the end of this arrangement process, they adyréo be used for training of

neural network.

The intensity values of the eye region images eagl and transferred to matrices
with size 12x18. Then, these matrices are reshap@d 6x1, all of the matrices
obtained after reshaping are concatenated ancegi@rimages matrix, whose size
is [216 900%N], is obtained.

Since there are 900 frames for each video segriensize of the ground truth data
is 900x1 for each video. The ground truth datadach video is transposed and
matrices with size 1x900 are obtained after thacess. These matrices with size
1x900 are concatenated and ground truth matrix twimicludes ground truth data

for N videos is obtained. Its size is [1 900xN].
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3.6 Training of Neural Networks

As it is shown in Figure 3.27, for each of our 4jsats, two neural networks are

trained; one for right eye and one for left eye.

Eye region images
matrix for right eye

Neural network

A 4

for right eye
Ground truth g y

matrix

A 4

Eye region images
matrix for left eye

A 4

Neural network

for left eye
Ground truth y

matrix

A 4

Figure 3.27: Training of neural networks for rigimd left eye

The time and memory required for training of neumatworks increases with
increasing neuron number. Therefore, we minimizertamber of neurons which
means minimizing both the number of layers andriber of neurons in each
layer. The number of neurons in the input layeioof neural networks must be
equal to the number of intensity values in eyeaegmnages. That's why, there are
216 neurons in the input layer of neural networkedu Since the output of neural
networks for each eye region image is an estimaifagye state, there is 1 neuron
in the output layer. Empirical analysis shows wa th hidden layer is enough for
our case because performance of the neural netwoeksise shows negligible

increment with increasing hidden layer number.

The neural networks we use are feedforward netwathieh suit the objective,
deciding the state of an eye from eye region imaffe. tried to train neural
networks by the backpropagation methods Levenbeagyiardt, resilient and
scaled conjugate gradient [32][33][40][41]. Levertp&larquardt backpropagation
method has outperformed others by about 3%, thdsl@s to use this method in
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training neural networks. Levenberg-Marquardt is/Mast compared to the other

training methods, however, as a disadvantage,etaany requirement is more than
the other methods. Since our problem can be camsgbas a nonlinear problem,
we need to use nonlinear activation functions. Tha&ds us to use hyperbolic
tangent sigmoid function as the activation functadnthe neurons in the hidden
layer. We use the linear transfer function as tttevation function of the neurons
in the output layer. Empirical analysis shows et thur networks need about 10-
14 hidden neurons. Increasing the number of hidwemons beyond this provides

negligible increment in the performance of the aénetworks.

We use the frames of 6 video segments in trairfiegneural networks for subject
A, 4 video segments for subject B, 5 video segmémtsubject C and 4 video
segments for subject D. Since, every video hasf@fies, 5400, 3600, 4500 and
3600 frames are used for training for neural nekwaf subject A, B, C and D

respectively.

The neural network of subject C is shown in Fig@r28. It has 216 inputs, 12
hidden neurons (n=12) with hyperbolic tangent sighfanction and one output

neuron with linear transfer function as the actorafunction.
Hidden Layer Cutput Layer
Input { u z ) [ = 2 | Output
_...-PJ' - gl L E i . =
ST ool el
= | ' ]
12 1

216
Figure 3.28: Neural network of subject C

During the training of neural networks, we randorohpose 60% of the input eye
region images and use that portion for trainingad®enly chosen 20% is used for
validation process during training, remaining 2@#mot used for training. In order
to give an idea of the performance of the trainedral network, a micro test is

done with this remaining 20%.
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Regression plots obtained during the training giirieye neural network of subject
C is shown in Figure 3.29. The results of the mierst done is seen on the third
plot on the Figure 3.29. For the right eye regimmages whose ground truth is “O,
which points out an open eye, all of the neuralvoet outputs are less than 0.3,
except for 2 samples. For the right eye region esaghose ground truth is “0.5”,
which means semi-closed eye, many of the estimatdrthe neural network are
between 0.3 and 0.8. For the right eye region imageose ground truth is “1”,

which means closed eye, many of the outputs agerddhan 0.7.

After analyzing many regression plots and neurélvagk estimations, it has been
observed that generally the estimations for opeesegre less than 0.3. The
estimations for semi-closed eyes are between (30afh and the estimations for

closed eyes are larger than 0.7.
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Training: R=0.99527 Validation: R=0.9754
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Figure 3.29: Regression plots obtained during rhi@ing of right eye
neural network of subject C

Procedure for training a video is shown in Figurg03 First, the video is input to
the Frame Extractor module followed by the analgéithe output 900 frames one
by one and then each frame is labelled accordiray¢ostates as open, semi-closed
or closed. Numerically, open is labelled as O; selmsed as 0.5 and closed as 1.
These values form the ground truth for eye stateeémh frame. After the ground
truth is ready for 900 frames, all of the frames arput to Right Eye Region
Extractor and Left Eye Region Extractor modules asthe output of these
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modules the histogram equalized gray-level imadeggbt and left eyes with size
[12 18] are obtained. The intensity values of gaigkl in the obtained images with
size [12 18] are transferred into a matrix withesj216 1]. For a 30-second video
segment, we have 900 left eye images, 900 rightimnges and ground truth
matrix with size [1 900], which contains correspmigd ground truth values.
Reshaped eye image matrices with size [216 1] @aneatenated and a matrix with
size [216 900] is generated for a 30- second vekgment. Every column of this
matrix is actually the reshaped version of an egyage, which is the output of
Right Eye Region Extractor or Left Eye Region Egtoa modules. As we have
mentioned, 6 video segments are used to train ¢eah networks of subject A.
Each video segment has a right eye image matrix sitte [216 900] and a left eye
iImage matrix with the same size. In order to tth neural networks with 6 video
segments, all of these right eye image matrices@meatenated and a matrix called
eye region images matrix with size [216 5400] isaoled. The same process is
carried out for ground truth values of the eye iegagnd a ground truth matrix with
size [1 5400] is obtained. Every column of eye @agimages matrix actually
consists of the intensity values of right eye insageopped from original frames
and every entry of ground truth matrix is the gmbumnuth for that frame i.e.
whether the subject’s eyes are open (0), semi-@ldeed) or closed (1) in the
original frame. A feedforward backpropagation néuratwork is created. Eye
region images matrix and ground truth matrix arpuinto the created neural
network and the network is trained by Levenberg<dwardt backpropagation
method in which weights and bias values are updaterding to Levenberg-

Marquardt optimization [32] [33].

The same procedure is applied for left eye images laft eye image neural

network is trained.
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3.7 Drowsiness Evaluator

As shown in Figure 3.1, outputs of neural netwankright eye and neural network
for left eye are input to a module called “Drowsisd=valuator” block diagram of

which is shown in Figure 3.31.

Outputs of

right eye —>]

neural '
Drowsiness Subject’s state
network: 5

Evaluator (Drowsy or alert)
Outputs of

left eye

—
neural T T

networks Right eye Left eye

region region

detection state detection state

vector vectol

Figure 3.31: Block diagram of Drowsiness Evaluabamdule for a video
segment

Outputs of right eye neural networks include th@netions of the right eye neural
networks for every frame of the video segment tddsted and its size is 1x900.
Outputs of left eye neural networks include thenestions of the left eye neural

networks for each frame of the video segment teebied and its size is 1x900.

Right eye region detection state vector includesrigiht eye region detection states
for each frame of the video segment to be testddtarsize is 1x900. The elements
of this vector are taken from the outputs of Right Left Eye Region Extractor
module. Elements in this vector takes the valuésf‘tight eye region is
successfully detected in the corresponding frantetakes the values “0” if right

eye region could not be detected in the correspgnidame.
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Left eye region detection state vector includesléfieeye region detection states
for each frame of the video segment to be testddtarsize is 1x900. The elements
of this vector are taken from the outputs of Right Left Eye Region Extractor
module. Elements in this vector takes the values iflleft eye region is
successfully detected in the corresponding frantetakes the values “0” if left eye

region could not be detected in the correspondizaigé.

As we have stated in the previous section, anatysisnany regression plots and
neural network estimations leads us to determieand 0.7 as the threshold
values for the digitization process. A neural netvestimation less than 0.3 means
that the neural network predicts an open eye; asitom between 0.3 and 0.7 means
predicting a semi-closed eye and an estimatiorefatfgan 0.7 means predicting a

closed eye.

After digitization process is completed, eye steg¢émation is done according to
the flowchart shown in Figure 3.32. We have 90@nfa in the video segment to
be tested and at the end of the eye state estm@ataress given in this flowchart,
valid eye state estimation could not be perfornedsbme of the frames. In other
words, some frames are eliminated and we couldgebtany valid information

about the state of the eye in those frames. Howexsdid eye state estimation
could be performed for many of the frames and shatiough to detect whether the

subject is drowsy or alert.

After eye state estimation process is completecafioof the frames of the video
segment, each frame is tagged as open (0), sesaetl®.5), closed (1) and “no
valid estimation”. The mean of the eye states forctv valid estimation could be

performed is taken and this value is named as &aeeye state point”. For
drowsy cases, average eye state point exceedeshdhd value whereas for alert

videos it does not exceed that threshold value.dbsgervations leads us to set this

threshold value as “0.18”. Video segments whoseameeye state point exceeds
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0.18 are detected as drowsy and video segmentvavesage eye state point does

not exceed 0.18 are detected as alert.

Digitization on outputs of right and
left eye neural networks is

completed

l

Right and left eye

No
neural networks
agree on eye state of
a frame
Yes
Both eye regions No

could be detected

successfully

Yes

Valid eye state estimation for the

corresponding frame

\ 4 Y

No valid eye state estimation for the

corresponding frame

Figure 3.32: Flowchart for eye state estimatiorcpdure for a single frame
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CHAPTER 4

EXPERIMENTS AND RESULTS

4.1 Video Data Used in Experiments and Forming the Grond
Truth for Drowsiness

The database used to test the method we proposalad UYKUCU database and
all of the video segments and frames are taken fidfKUCU database [48]. In
this database, subjects have driven a virtual gaulator which displays the
driver’'s view of a car through a computer termimsh. open source multiplatform
video gaméand a steering whéetonstitutes the interface with the simulator. The
video game was maintained such that at random tim@and effect was applied
that dragged the car to the right or left whichcés the subject to correct the
positon of the vehicle. This manipulation type haeken found in the past to
increase fatigue [42]. Driving speed is constanictE of the four subjects
performed the driving task over three hours begigrat midnight. The subjects
fell asleep many times. Video of the subjects’ faweas recorded using a digital
video camera which is 480x640 and 30 fps. The visegments are tagged as
drowsy or alert. Alert video segments are takemftbe first ten minutes of the
driving task. Drowsy video segments are taggedralyaing the condition of the
driver. Every video segment is 30 seconds long.damh subject, the number of

video segments tagged as ground truth is showmloheT4. 1.

! Torcs
%2 ThrustMaster steering wheel
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Table 4.1: The number of video segments taggedaasd truth for each subject

Subject Drowsy Alert
A 9 13
B 25 16
C 28 14
D 14 13

4.2 Forming the Ground Truth for Eye States

We formed ground truth for the eye states for athe 4 subjects. There are three
eye states: open, semi-closed and closed. Corrésppsatate value is assigned to
“0” for eyes which are in open state, “0.5” for eyghich are in semi-closed state

and “1” for eyes which are in closed state. Sonmargdes for subject A are shown
in Figure 4.1.
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Figure 4.-a: Examples of eyes in open state ‘ubject A

Figure 4.-b: Examples of eyes in se-closed state for subjeci

Figure 4.1-c: Examples of eyes in closed statsudibject A

Figure 4.1: Examples of eyes in open, «closed and closed state for subje
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Some examples for subject B are shown in Figure 4.2

Figure 4.2-c: Examples of eyes in closed statsudibject B

Figure 4.2: Examples of eyes in open, semi-closeldctosed state for subject B
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Some examples for subject C are shown in Figure 4.3

| ) | |

Figure 4.3-b: Examples of eyes in semi-closed statsubject C

Figure 4.3-c: Examples of eyes in closed statsdbject C

Figure 4.3: Examples of eyes in open, «closed and closed state for subje
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Some examples for subject D are shown in Figure 4.4

Figure 4.4-c: Examples of eyes in closed statsdbject D
Figure 4.4: Examples of eyes in open, semi-closeldctosed state for subject D
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Since the main objective of this thesis is detgctrowsiness, we just need to form
eye state ground truth for the video segments \eefarstraining. We do not need
to form eye state ground truth for every video seginHowever, we desired to
analyze the success rate of our eye state estimaisowell. That's why, in addition
to the frames we used for training neural netwovks,formed eye state ground
truth for 2700, 3600, 4500 and 3600 frames for exts) A, B, C and D,

respectively.

4.3 Results of the Experiments

As we mentioned in section 3.6, we use the franhié&swideo segments in training
the neural networks for subject A, 4 video segmdntssubject B, 5 video
segments for subject C and 4 video segments fgesub. Since, every video has
900 frames, 5400, 3600, 4500 and 3600 frames aé i training for neural
networks of subject A, B, C and D, respectivelyeTight and left eye region
neural networks of each subjects are trained actwptd the method we explained
in detail in section 3.6. For the method we propdsekes 3.3 seconds to classify

a 30-second-long video segment as alert or drowsy.

4.3.1 Results of the Method for Within Subject Recognitio

In within subject recognition, the system is traineith the video segments of the
subject whose video segments are going to be te€ad eye state detection
method is tested on 2700, 3600, 4500 and 3600 &daonesubjects A, B, C and D,

respectively.

The results of eye state tests performed on subjece listed in Table 4.2 and 4.3.
The eye state estimations and corresponding grauitidl values of subject A are
listed in Table 4.2. For subject A, the numbefraimes for which estimation could

and could not be performed is listed in Table 4.3.
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Table 4.2: Eye state estimations of subject A ithimisubject recognition

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eye Closed eye
Open eye 1756 41 0
Semi-closed eye 119 72 79
Closed eye 15 63 104

Table 4.3: Eye state estimation ratio of subjeat Avithin subject recognition

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
estimation could be 1890 176 183
performed
The number of
frames for which
estimation could not 310 129 12
be performed
Total number of
frames 2200 305 195

The results of eye state tests performed on suBjece listed in Table 4.4 and 4.5.
The eye state estimations and corresponding groutid values of subject B are
listed in Table 4.4. For subject B, the numbefraies for which estimation could

and could not be performed is listed in Table 4.5.
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Table 4.4: Eye state estimations of subject B ithwisubject recognitic

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eye Closed eye
Open eye 1715 3 0
Semi-closed eye 0 0 24
Closed eye 0 1 1339

Table 4.5: Eye state estimation ratio of subjeat Bithin subject recognition

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
estimation could be 1715 4 1363
performed
The number of
frames for which
estimation could not 76 2 440
be performed
Total number of
frames 1791 6 1803

The results of eye state tests performed on subject listed in Table 4.6 and 4.7
The eye state estimations and corresponding grturtid values of subject C are

listed in Table 4.6. For subject C, the numberraimfes for which estimation could

and could not be performed is listed in Table 4.7.
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Table 4.6: Eye state estimations of subject C thiwisubject recognitic

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eye Closed eye
Open eye 1634 15 0
Semi-closed eye 1 4 6
Closed eye 0 1 1723

Table 4.7: Eye state estimation ratio of subjeat @ithin subject recognition

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
' . 1635 20 1729
estimation could be
performed
The number of
frames for which
91 47 978
estimation could not
be performed
Total number of
1726 67 2707
frames

The results of eye state tests performed on subject listed in Table 4.8 and 4.9.
The eye state estimations and corresponding grtruitial values of subject D are
listed in Table 4.8. For subject D, the numberrafifes for which estimation could

and could not be performed is listed in Table 4.9.
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Table 4.8: Eye state estimations of subject D itmwisubject recognition

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eye Closed eye
Open eye 1785 49 12
Semi-closed eye 71 39 110
Closed eye 17 73 736

Table 4.9: Eye state estimation ratio of subjeat Within subject recognition

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
estimation could be 1873 161 858
performed
The number of
frames for which
estimation could not 122 98 488
be performed
Total number of
frames 1995 259 1346

The results of eye state tests performed on ajestghare listed in Table 4.10 and

4.11. The eye state estimations and correspondoung truth values are listed in
Table 4.10. The number of frames for which estiorattould and could not be

performed is listed in Table 4.11.
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Table 4.10: Eye state estimations of all subjetisithin subject recognitic

Estimation of the Ground Truth

method we propose Open eye Semi-closed eye Closed eye
Open eye 6890 108 12
Semi-closed eye 191 115 219
Closed eye 32 138 3902

The accuracy of our method’s eye state estimai®f6.7% for open eyes, 94.4%
for closed eyes and 31.9% for semi-closed eyeseSiami-closed is a transient
state between open and closed states, there amuloer of frames in which eyes
are in semi-closed state. That means low numbeewii-closed states for training
neural networks and neural networks cannot learfi weh low number of
examples. That's the main reason for low accuracgemi-closed eyes. Another
reason is that it is difficult to classify an eyesemi-closed since a semi-closed eye
is both near to an open eye and a closed eye. \rileing the ground truth for
eye states, we had difficulty in classifiying sectosed eyes. High accuracy in
estimations of open and closed eyes means our ché&thaseful and accuracy on
semi-closed eyes can be raised by increasing theeuof semi-closed samples

used for training.

The accuracy of our method’'s eye state estimat®orf4%. The results are

convincing when compared to the other studies @élilerature. In [22], support

vector machine (SVM) is used to classify the eyssopen and closed. The
accuracy of the method proposed in [22] is 90.4% auor eye state detection
method is more accurate than that method. In [@33s are classified as open and
closed according to geometrical computations peréal and 94% accuracy is
obtained. In [23], Flores et al. uses SVM and dfgssyes as open or closed and

95.1% accuracy is obtained. Unlike most studigbénliterature, we categorized
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eyes into 3 states, which makes our approach a meaiistic one and our task a

more challenging one.

Table 4.11: Eye state estimation ratio of all satgjén within subject

Ground Truth
Open eye Semi-closed eye Closed eye
The number of 7113 361 4133
frames for which
estimation could be
performed
The number of 599 276 1918
frames for which
estimation could not
be performed
Total number of 7712 637 6051
frames

Eye estimation is performed for 80.6% of the fragvasich means about every 20
frames out of 100 frames are discarded in decidihgther the subject is drowsy
or alert. Since video segments are 30 fps, thisneil be an obstacle in predicting
drowsiness. For any one second period, we havea®dek, in average, to be used

in drowsiness detection.

For subject A, 10 alert and 6 drowsy videos areduse testing. Our method

estimates all of the videos correctly except falelrt video segment. For subject B,
14 alert and 23 drowsy videos are used for testihg. method estimates all of the
videos correctly. For subject C, 12 alert and 2By videos are used for testing.

Our method estimates all of the videos correctty. $ubject D, 11 alert and 12
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drowsy videos are used for testing. Our methodnmedés all of the videos

correctly.

Totally, 47 alert videos and 66 drowsy videos agedufor testing as seen on Table
4.12. The method makes accurate estimations fafdhle video segments except

for 1 alert video segment.

Table 4.12: Results of drowsiness detection foofalhe subjects

in within subject recognition

Estimation Ground Truth

Alert Drowsy
Alert 46 -
Drowsy 1 66

Drowsiness detection accuracy of our method is %9.This is a high and
convincing result. The study in [44] is tested ba same database with our method
[48]. In this study, facial action coding systenuged and facial actions are used as
indicators of drowsiness. They encode facial astioynmaking use of a robust tool
called computer expression recognition toolbox Wwhieey have trained with many
subjects and they obtain drowsiness detection acgu#9% [28]. The method we

propose has the same accuracy with this method.

4.3.2 Results of the Method for Across Subject Recognitio

In across subject recognition, the system is tchimigh all of the video segments of
the subjects except for the subject whose videmeats are going to be tested.
Our eye state detection method is tested on 27&1W),31500 and 3600 frames for
subjects A, B, C and D, respectively.
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The results of eye state tests performed on subjeae listed in Table 4.13 and
4.14. The eye state estimations and correspondigng truth values of subject A
are listed in Table 4.13. For subject A, the nundddrames for which estimation
could and could not be performed is listed in Tablet.

Table 4.13: Eye state estimations of subject Aacross subject recognition

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eyge Closed eye
Open eye 1348 11 0
Semi-closed eye 222 105 10
Closed eye 221 119 173

Table 4.14: Eye state estimation ratio of subjeat Accross subject recognit

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
estimation could be 1791 235 183
performed
The number of
frames for which
estimation could not 409 70 12
be performed
Total number of
frames 2200 305 195
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The results of eye state tests performed on suBjeute listed in Table 4.15 and
4.16. The eye state estimations and correspondamgng truth values of subject B
are listed in Table 4.15. For subject B, the nundfdrames for which estimation
could and could not be performed is listed in Tables.

Table 4.15: Eye state estimations of subject Boor@ss subject recognition

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eye Closed eye
Open eye 1591 0 20
Semi-closed eye 2 2 796
Closed eye 0 0 72

Table 4.16: Eye state estimation ratio of subjett Bccross subject

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
estimation could be 1593 2 888
performed
The number of
frames for which
estimation could not 198 4 915
be performed
Total number of
rames 1791 6 1803
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The results of eye state tests performed on subjeate listed in Table 4.17 and
4.18 The eye state estimations and correspondimgngrtruth values of subject C
are listed in Table 4.17. For subject C, the nundfdrames for which estimation
could and could not be performed is listed in Tabli8.

Table 4.17: Eye state estimations of subject Ganass subject recognition

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eyge Closed eye
Open eye 945 10 5
Semi-closed eye 28 6 131
Closed eye 0 0 1594

Table 4.18: Eye state estimation ratio of subjett @ccross subject

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
o 973 17 1730
estimation could be
performed
The number of
frames for which
753 51 977
estimation could not
be performed
Total number of
1726 67 2707
frames
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The results of eye state tests performed on subjeate listed in Table 4.19 and

4.20. The eye state estimations and correspondigng truth values of subject D

are listed in Table 4.19. For subject D, the nundidrames for which estimation

could and could not be performed is listed in TabRO.

Table 4.19: Eye state estimations of subject Dcer@sssubject recognitic

Estimation of the Ground Truth
method we propose  Open eye Semi-closed eye Closed eye
Open eye 2 5 11
Semi-closed eye 983 79 452
Closed eye 135 77 393

Table 4.20: Eye state estimation ratio of subjeat Bccross subject recognition

Ground Truth
Open eye Semi-closed eye Closed eye
The number of
frames for which
estimation could be 1873 161 856
performed
The number of
frames for which
estimation could not 122 98 490
be performed
Total number of
rames 1995 259 1346
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The results of eye state tests performed on ajestghare listed in Table 4.21 and
4.22. The eye state estimations and correspondoung truth values are listed in
Table 4.21. The number of frames for which estiorattould and could not be
performed is listed in Table 4.22.

Table 4.21: Eye state estimations of all subjet&cicross subject recognition

Estimation of the Ground Truth

method we propose Open eye Semi-closed eyge Closed eye
Open eye 3886 26 36
Semi-closed eye 1235 192 1389
Closed eye 356 196 2232

The accuracy of our method’s eye state estimat®ola.1% in across subject
recognition. The reason for low accuracy in acresbject recognition is eye
shapes being different from person to person asdibgects’ video segments are
not enough in order to train neural networks fatifferent eye shape. As the eye
shape of subject D is too different from the eyap&s of the other subjects, the
accuracy for subject D is too low. When tests penfxl on subject D are not taken

into account, eye state estimation accuracy is%88.7

83



Table 4.22: Eye state estimation ratio of all sotgjén accross subject recognit

Ground Truth

Open eye

D

Semi-closed eyge

Closed eye

The number of
frames for which
estimation could be
performed

o477

414

3657

The number of
frames for which
estimation could not

be performed

2235

223

2394

Total number of

frames

7712

637

6051

Eye estimation is performed for 66.3% of the frajwesich means about every 34
frames out of 100 frames are discarded in decidihgther the subject is drowsy
or alert. Since video segments are 30 fps, thisneil be an obstacle in predicting
drowsiness. For any one second period, we havea®@ek, in average, to be used

in drowsiness detection.

For subject A, 10 alert and 6 drowsy videos areduse testing. Our method
estimates all of the videos correctly except f@al@t video segments. For subject
B, 14 alert and 23 drowsy videos are used forrtgsand our method estimates all
of the videos correctly. For subject C, 12 aled @ drowsy videos are used for
testing. Our method estimates all of the videosemtly except for 1 drowsy video
segment. For subject D, 11 alert and 12 drowsyodadere used for testing. Our

method estimates all of the drowsy videos corredtbwever, estimates all of the

alert video segments as drowsy.
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Totally, 47 alert videos and 66 drowsy videos aedufor testing as seen on Table
4.23.

Table 4.23: Results of drowsiness detection foofalhe subjects in accross

subject recognition

Estimation Ground Truth

Alert Drowsy
Alert 34 1
Drowsy 13 65

Drowsiness detection accuracy of our method is %7.6 across subject
recognition. As we mentioned, the eye shape ofestili is too different from the
eye shapes of the other subjects. When tests pextbon the subject D are not

taken into account, drowsiness detection accurboyiomethod is 96.7%.

In order to achieve a high and convincing resultaaross subject recognition,
neural networks need to be trained with many sibjadth various eye shapes.
The robustness and accuracy of the method wileame with increasing number of
subjects used in training. As we mentioned in sact.3.1, the study in [44] is

tested on the same database we use and in this &gl action coding system is
used and facial actions are used as indicatorgafginess. In order to encode
facial actions, they use a robust tool called campexpression recognition

toolbox which they have trained with many subjedtsat’s the reason for them

obtaining higher results compared to our resultdrowsiness detection for across
subject recognition.
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4.3.3 Gain of Combining the Estimations for Both Eyes

In this section, we investigate the gain of comgnihe estimations for both eyes
in within subject recognition. The results of eyats tests when only right eyes of

the subjects are considered, are listed in Talk. 4.

Table 4.24: Eye state estimations when only rigleseare considered

Estimation of the Ground Truth

method we propose Open eye Semi-closed eyge Closed eye
Open eye 7239 136 7
Semi-closed eye 305 163 133
Closed eye 68 137 3431

The accuracy of eye state estimation when onlytregres of the subjects are
considered is 93.2%. However, as mentioned in@eeti3.1, this accuracy is 94%

when both eyes are considered and the estimatiercoanbined.

Totally, 47 alert videos and 66 drowsy videos agedufor testing as seen on Table
4.25.

Table 4.25: Results of drowsiness detection whey roght eyes are

Estimation Ground Truth

Alert Drowsy
Alert 44 0
Drowsy 3 66
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When only right eyes are considered drowsinessctiete accuracy is 97.3%.
However, as mentioned in section 4.3.1, this acyuis99.1% when both eyes are

considered and the estimations are combined.

The results of eye state tests when only left @feke subjects are considered, are
listed in Table 4.26.

Table 4.26: Eye state estimations when only ledisegre considered

Estimation of the Ground Truth

method we propose Open eye Semi-closed eye Closed eye
Open eye 7013 158 29
Semi-closed eye 345 190 277
Closed eye 29 154 2903

The accuracy of eye state estimation when only égfts of the subjects are
considered is 91.1%. However, as mentioned in@edti3.1, this accuracy is 94%
when both eyes are considered and the estimatrercoanbined.

Totally, 47 alert videos and 66 drowsy videos aedufor testing as seen on Table
4.27.

Table 4.27: Results of drowsiness detection whé left eyes are considered

Estimation Ground Truth

Alert Drowsy
Alert 42 0
Drowsy 5 66
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When only left eyes are considered drowsiness tiete@ccuracy is 95.6%.
However, as mentioned in section 4.3.1, this aoyuis99.1% when both eyes are

considered and the estimations are combined.

Drowsiness detection accuracies and eye statetibeteaccuracies are shown in
Table 4.28. Combining the estimations for right #ftleyes increases drowsiness
detection accuracy by about 3% and eye state dwieatcuracy by about 2%.
Since combination of the estimations for right daft eyes is not a common
method used in the literature, increasing the amyurwith this method is a

contribution of our proposed algorithm.

Table 4.28: Gain of combining the estimations fght and left eye

Eyes Considered in Drowsiness Detection Eye State Detection
Estimation Process Accuracy(%) Accuracy(%)
Right Eyes 97.3 93.2

Left Eyes 95.6 91.1

Both Eyes 99.1 94

4.3.4 Advantage of Using Three Eye States

We have assigned three states to eyes, howeverckmad eyes are counted as
open eyes in most studies in the literature. Irs $ection, we investigate the

advantage of using three eye states instead of tsm

The results of eye state tests when semi-closeel istaancelled, are listed in Table
4.29 and 4.30. The eye state estimations and gameéng ground truth values are
listed in Table 4.29. The number of frames for wh&stimation could and could

not be performed is listed in Table 4.30.
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Table 4.29: Eye state estimations in two eye siase

Estimation of the Ground Truth
method we propose

Open eye Closed eye
Open eye 7734 66
Closed eye 31 3527

The accuracy of our method’s eye state estimasd®9i1%. This result is higher

than the result obtained for three eye states edseh is 94%.

Table 4.30: Eye state estimation ratio in two epescase

Ground Truth

Open eye Closed eye
The number of frames for 7765 3593
which estimation could be
performed
The number of frames for 584 2458
which estimation could not
be performed
Total number of frames 8349 6051

Eye estimation is performed for 78.9% of the frames

Totally, 47 alert videos and 66 drowsy videos aedufor testing as seen on Table
4.31.
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Table 4.31: Results of drowsiness detection indy® state case

Estimation Ground Truth

Alert Drowsy
Alert 47 7
Drowsy 47 59

Drowsiness detection accuracy is 93.8% for two stgée case, which means that
the result for drowsiness detection is more aceuvalien semi-closed state is
counted as a an eye state. Since the eye staiidetaccuracy is higher in two
eye state case, this is a surprising result. Wheramalyze the video segments in
Table 4.31, which are detected incorrectly by trethod we propose, we observe
that these video segments mostly consist of thedsawith semi-closed as the eye
state. That's the reason for decreasing accuraayrowsiness detection. These
results show that unlike most studies in the Ittes semi-closed state is needed to
be taken into account in order to achieve a higlui@cy in drowsiness detection.
Emphasizing the importance of the semi-closed ststeahe third eye state is

another contribution of our proposed method.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

Eye closure rate is used as the indicator of dnoegs in this thesis. We extract the
video data to its frames and the frames are inpuhe part eye region extractor.
Eye regions found by eye region extractor are gagsl, resized to [12 18] and
histogram equalized. After this process, everytrayhd left eye image is input to
neural networks separately which are trained withdubject’'s eye region images.
The outputs of right and left eye neural networies lzoth digitized and merged in
order to estimate the eye state of the subjecerAdye state estimation process is
completed for all of the frames of the video segimeach frame is tagged as open
(0), semi-closed (0.5), closed (1) and “no valitineation”. We take the mean of
the eye states for which valid estimation couldpeeformed, we call this value
“average eye state point”. Video segments whoseageeeye state point exceeds
the threshold value are detected as drowsy ana\@dgments whose average eye

state point does not exceed the threshold valudetested as alert.

We obtain 99.1% accuracy in drowsiness detectidnclwis a convincing result.
There is a trade-off between neural network’s irpoé and the memory and time
required by neural network. Gray-scaling and regjizihe eye region images to
12x18 gives us the chance to use less neurons uralneetwork. Histogram
equalization increases the performance of eye slatection since it decreases
negative effects arising from illumination variatg Merging the output of right

and left neural networks, in other words, elimingtirames for which right and left
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neural networks do not agree, increases the eye dw@ection accuracy of our

method.

As we mentioned in section 4.3.3, combining th@vestions for right and left eyes
increases the accuracies for both eye state andsoiess detection. Since
combination of the estimations for right and lgfég is not a common method used
in the literature, increasing the accuracy witls timethod is a contribution of our
proposed algorithm.

As we mentioned in section 4.4.4, most of the smidissign eyes only two states:
open and closed. As a contribution, this study ats/the fact that semi-closed state
has an important role in detecting drowsiness afthidg three states instead of
two states increases the accuracy of the drowsdetsstion method proposed.

We are discarding about 20% of the frames in egte ®istimation process. That is,
in 20% of the frames, right and left neural netvgodo not agree. We do not use
that 20% in drowsiness prediction. Since video sagmused are 30 fps, this does
not prevent us from accurately detecting drowsinelesvever, when fps rate of a
video to be tested decreases, this might be agrobrhat’s why, we are planning

to increase this rate as a future study.

Forming the ground truth for eye states was a ehgihg task. During this process,
we managed difficulties in distinguishing semi-édssersus open eyes, and semi-
closed versus closed eyes. For each frame, inogeabie number of persons
forming the ground truth will increase the accuradfythe ground truth. This

method can be used to form a much reliable eye dthbase as a future study.

When we analyze the drowsy videos, we realized dnatvsiness has stages and
the situation is the same in alert videos, as wella future study, both drowsy and
alert states can be divided into 2 categories tieguin totally 4 categories for the

subject’s condition.
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Since eye shapes differ from person to personguéisubjects is not enough to
train neural networks for across subject recognjtithat is the reason for low
accuracy in across subject recognition tests. Asitare study, the number of
subjects can be increased and the accuracy insscsudject recognition can be

increased.
The objective of this thesis is to accurately detkrowsiness and the method we

proposed achieves this objective. In the futuris, tiesis will be a part of a safety

system being used in vehicles and help us save tvasy
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