REFINEMENTS, EXTENSIONS AND MODERN APPLICATIONS OF CONIC MULTIVARIATE ADAPTIVE REGRESSION SPLINES

A THESIS SUBMITTED TO THE GRADUATE SCHOOL OF APPLIED MATHEMATICS OF MIDDLE EAST TECHNICAL UNIVERSITY

BY

FATMA YERLİKAYA-ÖZKURT

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF DOCTOR OF PHILOSOPHY IN SCIENTIFIC COMPUTING

DECEMBER 2013
Approval of the thesis:

REFINEMENTS, EXTENSIONS AND MODERN APPLICATIONS OF CONIC MULTIVARIATE ADAPTIVE REGRESSION SPLINES

submitted by FATMA YERLİKAYA-ÖZKURT in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Department of Scientific Computing, Middle East Technical University by,

Prof. Dr. Bülent Karasözen
Director, Graduate School of Applied Mathematics

Prof. Dr. Bülent Karasözen
Head of Department, Scientific Computing

Prof. Dr. Gerhard-Wilhelm Weber
Supervisor, Scientific Computing, METU

Examinining Committee Members:

Prof. Dr. Bülent Karasözen
Scientific Computing, METU

Prof. Dr. Gerhard-Wilhelm Weber
Scientific Computing, METU

Prof. Dr. Mustafa Pınar
Department of Industrial Engineering, Bilkent University

Assoc. Prof. Dr. Sevtap Kestel
Actuarial Sciences, METU

Assoc. Prof. Dr. Ömür Uğur
Scientific Computing, METU

Date: _____________
I hereby declare that all information in this document has been obtained and presented in accordance with academic rules and ethical conduct. I also declare that, as required by these rules and conduct, I have fully cited and referenced all material and results that are not original to this work.

Name, Last Name: FATMA YERLİKAYA-ÖZKURT

Signature :
Conic Multivariate Adaptive Regression Splines (CMARS) which has been developed at the Institute of Applied Mathematics, METU, as an alternative approach to the well-known data mining tool Multivariate Adaptive Regression Splines (MARS). CMARS is based on given data and a penalized residual sum of squares for MARS, interpreted as a Tikhonov Regularization problem. CMARS treats this problem by a continuous optimization technique called Conic Quadratic Programming (CQP).

This doctoral thesis adapts the CMARS model into a wide frame of advanced methods of statistics and applied mathematics. The first application is using CMARS in Generalized Partial Linear Models (GPLMs), a particular form of a semiparametric model, which extends the Generalized Linear Models (GLMs) in that the usual parametric terms are augmented by a single nonparametric component. We prefer GLMs because of their flexibility to the variety of statistical problems and the availability of software to fit the models. There are different kinds of estimation methods for GPLMs. One of the great advantages of semiparametric models consists of some grouping (linear and nonlinear or parametric and nonparametric) which could be done for the input dimensions (or features) in order to assign appropriate submodels to the groups specifically. In this thesis, for the estimation of the parametric model part, we apply the least-squares estimation. On the other hand, we consider CMARS for the nonparametric part to estimate the smooth function. This new algorithm, called CGPLM, has the advantage of higher speed and less complexity, as it accesses the use of interior point
methods.

The other extension is the use of CMARS method for the outlier identification problem. For this purposes, we provide a new solution by using regularization and CQP techniques to the mean-shift outlier model, which is considered as a parametric method. After that the proposed method is improved by using CMARS to represent the non-linear structure in the data.

The second track of this doctorate study is the use of CMARS method for the parameter identification of Stochastic Differential Equations (SDEs) driven by Brownian motions and fractional Brownian motions (fBms). Both systems of SDEs with standard multi-dimensional Brownian motions and systems of SDEs having correlated Brownian motions are covered in this thesis. Moreover, we introduce the CMARS method to estimate both the spline coefficients and, especially, the Hurst parameter of the SDEs driven by fBms. The theoretical results of this study may lead new implementations and applications in science, technology and finance.

This PhD thesis ends with a conclusion and an outlook to future studies.

**Keywords**: Conic multivariate adaptive regression splines, stochastic differential equations, fractional Brownian motion, conic generalized partial linear model, outlier identification
ÖZ

KONİK ÇOK DEĞİŞKENLİ UYARLANABİLİR REGRESYON EĞRİLERİNİN GELİŞTİRİLMESİ, UZANTILARI VE MODERN UYGULAMALARI

Yerlikaya-Özkurt, Fatma
Doktora, Bilimsel Hesaplama Bölümü
Tez Yöneticisi : Prof. Dr. Gerhard-Wilhelm Weber

Aralık 2013, 90 sayfa

Konik Çok Değişkenli Uyarlanabilir Regresyon Eğrileri (CMARS) iyi bilinen veri madenciliği tekniklerinden biri olan Çok Değişkenli Uyarlanabilir Regresyon Eğrilerine (MARS) alternatif olarak ODTÜ Uygulamalı Matematik Enstitüsünde geliştirilmiş- tir. CMARS belirlenmiş veriye ve bir Tikhonov düzenleme problemi olarak yorumlan-mış MARS için cezalandırılmış hata kareler toplamasına dayanmaktadır. CMARS bu problemi konik karesel programlama (CQP) olarak adlandırılan sürekli optimizasyon tekniği ile ele almaktadır.

Bu doktora tezi CMARS modelini istatistik ve uygulamalı matematiğin ileri metod-larının geniş bir çerçevesi içerisinde uyarlamaktadır. İlk uygulama yarı parametrik bir modelin özel bir formu olan Genelleştirilmiş Kısmi Doğrusal Modellerde (GPLMs) CMARS’ın kullanılmasıdır. GPLMs genel parametrik terimlerin parametrik olmayan bir parça ile birleştirildiği Genelleştirilmiş Doğrusal Modellerin (GLMs) farklı bir şeklidir. Burada GLMs’in tercih edilmesinin nedeni çeşitli istatistiksel problemlere olan esnekliği ve model uyumu için gerektiği olan hazır yazılımların varlığıdır. GPLMs için çeşitli tahmin yöntemleri bulunmaktadır. Yarı parametrik modellerin en büyük avantaj-larından biri bazı grupların (doğrusal ve doğrusal olmayan veya parametrik ve paramet-rik olmayan) girdi boyutlarına veya değişkenlerine göre uygun olan alt mod-eller belirleyebilmeyi içermesidir. Bu tezde, parametrik model kısmının tahmini için en küçük kareler tahmin yöntemini kullanıldı. Diğer taraftan, CMARS’ı parametrik olmayan kısmındaki pürüzsüz fonksiyon tahmini için düşünük. CGPLM olarak isim-
lendirilen bu yeni algoritma iç nokta metodunu kullandığı için yüksek hız ve düşük karmaşıklık avantajına sahiptir.

Diğer bir uygulama CMARS yönteminin aykırı gözlem belirlemesi probleminin çözümü için kullanılmasıdır. Bu amaç ile biz düzenleme ve CQP tekniklerini kullanarak parametrik bir yöntem olan ortalama-kayıdırma aykırı gözlem modeli için yeni bir çözüm ürettik. Sonrasında önerilen yöntem veri içindeki doğrusal olmayan yapının gösterilmesi için CMARS’ın kullanılması ile daha da geliştirildi.


Bu doktora tezi sonuç ve gelecekte yapılacak çalışmaların bir bakış ile sona ermektedir.

Anahtar Kelimeler: Konik çok değişkenli uyarlanabilir regresyon eğrileri, stokastik diferansiyel denklemler, kademeli Brown hareketi, konik genelleştirilmiş kısmi doğrusal model, aykırı gözlem belirleme
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CHAPTER 1

INTRODUCTION

Data mining is an important tool in many areas such as science, engineering, healthcare, medicine, business, economics and finance. The data sets, generated in big laboratories and institutions, and processed by powerful computing systems, and the increasingly complex applications in those areas, are large, complex, and generally “noisy.” Extracting information from the massive amounts of data requires the use of sophisticated and high performance techniques and algorithms, based on statistics and optimization. These techniques have to be usable by scientists, engineers and researchers.

Data mining methods enable us to analyze the data stored in various data repositories gathered for different purposes such as quality improvement in industry [30] or developing early warning systems [5] in various fields such as finance, environment, energy, etc. There is a number of predictive data mining tools useful for establishing mathematical or statistical relationships between several factors of interest. Some widely used ones are Classification and Regression Trees (CART), Artificial Neural Network (ANN), Multiple Linear Regression (MLR), and Support Vector Machine (SVM). Among these tools, Multivariate Adaptive Regression Splines (MARS) is a well-known predictive data mining method capable of modeling high-dimensional data with nonlinear structure [14]. The flexible nature of MARS modeling leads to a successful implementation of the method in various application areas [14]. Reported success of the method attracted the attention of many researchers to tackle with the problems of MARS method or, alternatively, to extend it further and to improve its capability. In one of these studies, Conic Multivariate Adaptive Regression Splines (CMARS) has been developed as an alternative to the backward stepwise part of the MARS algorithm [70].

1.1 The Conic Multivariate Adaptive Regression Splines Method

CMARS does not make any specific assumption about the underlying functional relationship between the dependent and independent variables to estimate a general model function [59, 65, 70]. CMARS is introduced by linear combinations of the basis functions that are used in MARS. The selection of basis functions is data-based and specific to the problem at hand. CMARS uses one-dimensional basis functions of the
form \( c^+(x, \tau) = \lceil(x - \tau) \rceil_+ \) and \( c^-(x, \tau) = \lfloor(x - \tau) \rfloor_+ \), where \([q]_+ := \max\{0, q\}\) [65, 70]. Each function is piecewise linear, with a knot at the value \( \tau \), and the corresponding couple of functions is called a reflected pair. The visualization of these basis functions is demonstrated in Figure 1.1.

![Figure 1.1: An illustration of the basis functions [70].](image)

A set of basis functions is given as follows:

\[
\varphi := \{(x_j - \tau)_+, (\tau - x_j)_+ \mid \tau \in \{x_{1,j}, x_{2,j}, \ldots, x_{N,j}\}, j \in \{1, 2, \ldots, p\}\}. \tag{1.1}
\]

A CMARS model function \( f \) is represented by a linear combination of basis functions which is successively built up by the set \( \varphi \), as described below:

\[
Y = f(x) + \epsilon = \theta_0 + \sum_{m=1}^{M} \theta_m \psi_m(x^m) + \epsilon. \tag{1.2}
\]

Here, \( Y \) is a response variable, \( x^m = (x_1, x_2, \ldots, x_p)^T \) a vector of predictors for the corresponding \( m \)th multivariate basis function. Furthermore, \( \theta_m \) are the unknown coefficients for the \( m \)th basis function \( (m = 1, 2, \ldots, M) \) or for the constant \( 1 \) \( (m = 0) \), and \( \epsilon \) is an additive stochastic component, often called noise, which is assumed to have zero mean and finite variance. In Eqn. (1.2), \( \psi_m \) \( (m = 1, 2, \ldots, M) \) are basis functions as products of two or more one-dimensional basis functions. The form of the \( m \)th basis function can be written as follows:

\[
\psi_m(x^m) := \prod_{j=1}^{K_m} \lceil s_{\kappa_j^m} \cdot (x_{\kappa_j^m} - \tau_{\kappa_j^m}) \rceil_+; \tag{1.3}
\]

these are nonsmooth spline functions. Here, \( x^m \) is the vector of variable contributed to the \( m \)th basis function, \( K_m \) is the number of truncated linear functions multiplied in
the $m$th basis function, $x_{κm}^j$ is the predictor variable corresponding to the $j$th truncated linear function in the $m$th basis function, $τ_{κm}^j$ is the knot value corresponding to the variable $x_{κm}^j$, and $s_{κm}^j$ is the selected sign $+1$ or $-1$ [14, 59].

Determination of all elements in the set of basis functions given in Eqn. (1.1) is an important issue. For this purpose, the starting function is taken as $ψ_0(x^0) = 1$. Then, the basis function that causes the most amount of reduction in the Residual Sums of Squares (RSS) is included in the model. The new basis functions can be restricted to interactions of a maximum order. An advantage of the form given in Eqn. (1.3) lies in its ability to estimate the contributions of the basis functions so that both the additive and the interactive effects of the predictors are allowed to determine the dependent variable. Interaction basis functions are created recursively by multiplying an existing basis function with a truncated linear function involving a new variable. In a CMARS approximation, both the existing basis function and the newly created interaction basis function are used. In order to demonstrate the interaction basis function form, the basis function in Figure 1.2 is defined as the multiplication of two basis functions $ψ_1 = \max\{0, M_w - 5.7\}$ and $ψ_2 = \max\{0, R_{jb} - 37.34\}$ from the application of CMARS for ground motion prediction [71].

![Figure 1.2: An illustration of the interaction basis function [71].](image)

The MARS algorithm consists of two main parts [14]. In the first part (forward algorithm), the basis functions are selected to minimize the lack-of-fit until a user-specified maximum number of basis functions, $M_{max}$, is attained. This process results in a large model which overfits the data. In the second part (backward algorithm), to overcome this disadvantage, the basis functions contributing least to the residual squared errors are removed, thus causing less complex model. In both parts, MARS algorithm uses Generalized Cross-Validation (GCV) as a variable selection criterion. GCV is defined as follows:

$$GCV := \frac{1}{N} \frac{\sum_{i=1}^{N} (y_i - \hat{f}_α(x_i))^2}{(1 - \tilde{C}(α)/N)^2},$$

(1.4)

where $\tilde{C}(α) := u + dK$ [14]. Here, $N$ is the number of sample observations, $u$ is the number of linearly independent basis functions, $K$ is the number of knots selected.
in the forward process, and \( d \) is a cost for basis function optimization as well as a smoothing parameter for the procedure \[14, 20\].

CMARS is developed as an alternative to the backward part of the MARS algorithm. CMARS uses up to all basis functions generated by the forward algorithm of MARS \[65, 70\]. CMARS is constructed by a Penalized Residual Sum of Squares (PRSS) parameter estimation problem, instead of an ordinary least-squares estimation problem as it occurs in MARS method. In the sense of a trade-off, the PRSS problem aims at a highest possible accuracy and a smallest possible complexity of the model. PRSS with penalty parameters \( \lambda_m \) and with \( M_{\text{max}} \) basis functions which are accumulated in the first part of the MARS algorithm, has the following form:

\[
PRSS := \sum_{i=1}^{N} (y_i - f(\hat{x}_i))^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{|\alpha|=1}^{2} \sum_{r<s} \int_{Q_m} \theta_m \left[ D_{r,s}^\alpha \psi_m(\mathbf{t}^m) \right]^2 d\mathbf{t}^m,
\]

(1.5)

where \( V_m := \{ \kappa_m^j | j = 1, 2, \ldots, K_m \} \) is the variable set associated with the \( m \)-th basis function, \( \mathbf{t}^m \) represents the vector of variables which contribute to the \( m \)-th basis function. Our integral for the \( m \)-th basis function is defined over \( Q_m \). The subdivision of \( Q_m \) is determined with the special coordinates of \( \mathbf{t}^m \). Moreover, \( D_{r,s}^\alpha \psi_m(\mathbf{t}^m) := \frac{\partial^{|\alpha|} \psi_m}{\partial r^s t^r} \left( \mathbf{t}^m \right) \) for \( \alpha = (\alpha_1, \alpha_2)^T \), \( |\alpha| := \alpha_1 + \alpha_2 \), where \( \alpha_1, \alpha_2 \in \{0, 1\} \) \[65, 70\]. As can be seen from Eqn. (1.5), PRSS is composed of two parts representing accuracy and complexity, respectively \[20\]. They are tried to be compromised by using the penalty parameters \( \lambda_m \) \[65\].

In Eqn. (1.5), the integral symbol, “\( \int \)”, is used as dummy in the sense of \( \int_{Q_m} \), where \( Q_m \) is some appropriately large \( K_m \)-dimensional parallel-pipe where the integration takes place. Since the multi-dimensional integrals in Eqn. (1.5) are difficult to evaluate, we discretize these integrals and rearrange PRSS in the following form \[70\]:

\[
PRSS \approx \sum_{i=1}^{N} \left( y_i - \psi(\hat{d}_i) \theta \right)^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \theta_m^2 \sum_{i=1}^{(N+1)^K_m} \left( \sum_{|\alpha|=1}^{2} \sum_{r<s} \left[ D_{r,s}^\alpha \psi_m(\hat{x}_i^m) \right]^2 \right) \Delta \hat{x}_i^m,
\]

(1.6)

where \( \psi(\hat{d}_i) := (1, \psi_1(\hat{x}_i^1), \ldots, \psi_M(\hat{x}_i^M), \psi_{M+1}(\hat{x}_i^{M+1}), \ldots, \psi_{M_{\text{max}}}(\hat{x}_i^{M_{\text{max}}}))^T \), and \( \theta := (\theta_0, \theta_1, \ldots, \theta_{M_{\text{max}}})^T \) with the point \( \hat{d}_i := (\hat{x}_i^1, \hat{x}_i^2, \ldots, \hat{x}_i^M, \hat{x}_i^{M+1}, \ldots, \hat{x}_i^{M_{\text{max}}})^T \) in the argument, and with \( (\sigma^\kappa)_{j \in \{1, 2, \ldots, p\}} \in \{0, 1, 2, \ldots, N + 1\}^{K_m} \) and

\[
\hat{x}_i^m = \left( \hat{x}_{i,\sigma^\kappa_m}^{\kappa_m m}, \ldots, \hat{x}_{i,\sigma^{K_m}_m}^{K_m m} \right), \quad \Delta \hat{x}_i^m := \prod_{j=1}^{K_m} \left( \hat{x}_{i,\sigma^{\kappa_m}_j}^{\kappa_m m} - \hat{x}_{i,\sigma^{\kappa_m+1}_j}^{\kappa_m m} \right). \quad (1.7)
\]
To put the PRSS in Eqn. (1.6) a simpler form in order to be able to handle the problem easily, we use a uniform penalization, $\lambda = \lambda_m$, for each derivative term. Then, PRSS turns into a Tikhonov Regularization (TR) problem as described below [3]:

$$PRSS \approx \|y - \psi(\tilde{d})\theta\|_2^2 + \lambda \|L\theta\|_2^2,$$

(1.8)

where $L$ is constructed by the discretizations of the high-dimensional integrals given in Eqn. (1.5). The model approximations as presented in Eqn. (1.8) are carefully prepared [3, 70]. They play an important role in order to raise a final model approximation which is linear in the unknown spline parameters. After unifying some discretized complexity terms and including them into inequality constraints, a Conic Quadratic Programming (CQP) problem is obtained which uses the powerful Interior Point Methods (IPMs) [41, 49]. The formulation of a CQP is given as follows:

$$\begin{align*}
\text{minimize} & \quad \theta^t, \\
\text{subject to} & \quad \|y - \psi(\tilde{d})\theta\|_2 \leq t, \quad \|L\theta\|_2 \leq \sqrt{\tilde{M}},
\end{align*}$$

(1.9)

Here, the optimization problem given in Eqn. (1.9) is solved by IPMs via the optimization software MOSEK [37, 41]. There can be many solutions to this problem for some chosen complexity bound values, $\tilde{M}$, which are determined by trial and error [20]. As a representative solution, however, we have plotted on a log-log scale. The curve of the optimal values of $\|L\theta\|_2$ and $\|y - \psi(\tilde{d})\theta\|_2$ often take on an efficiency (or L) curve [65, 70]. An illustration of this L-curve is given in Figure 1.3. In this figure, the optimal value configuration point at the L-curve is the corner point, which is marked by a bold point. The selected value gives the best solution for both accuracy and complexity in terms of PRSS in Eqn. (1.8). The L-curve, which is an efficiency frontier, can be regarded as an implicit function of a parameter that is in the role of an upper bound; in case of several such parameters, we obtain an efficiency surface.

In addition to the discrepancy principle, another popular criterion for picking the value of $\lambda$ is the L-curve criterion in which the value of $\lambda$ is selected that gives the solution at or closest to the corner of the L-curve [70]. In fact, the use of these IPMs is one of the main advantages that is prepared by our model-based mathematical approach. For this reason, problem formulation in Eqn. (1.8) is our preferred realization of the Tikhonov regularization.

CMARS method is based on the CQP approach. This approach, supported by mathematical programming, is elegant and powerful. Just as linear programming, semidefinite programming, and robust optimization, CQP uses the theory of IPMs (also known to be a class of barrier methods) which guarantees feasibility throughout the entire iteration procedures. On the other hand, penalty methods and Tikhonov Regularization can be considered as exterior point methods with possible infeasibility [41].

Moreover, CMARS is one of the nonparametric approaches that make no specific assumptions to estimate model parameters based on given data sets. Real-world processes from the financial sector or from nature are often characterized by their huge
quantity and variation [13]. CMARS is able to model such data by using the advantages of recent developments in optimization theory, computer hardware and software. The flexible, adaptive nature of CMARS modeling has led to a successful implementation on various processes with nonlinear structure, e.g., in industrial engineering, image processing and earthquake engineering [32, 65, 71].

1.2 Applications of Conic Multivariate Adaptive Regression Splines and Comparison with Other Data Mining Methods

In order to assess the power of the CMARS method, several real-life data obtained from well-known data repositories [65] as well as simulation data applications are implemented. These data sets used in CMARS applications are gathered from various study areas such as life, finance, industry, social and business, etc. Also, CMARS is rigorously evaluated and compared with some other predictive data mining methods such as MARS, CART and Generalized Additive Models with CQP (GAMs & CQP) for classification and MLR and MARS for prediction [72].

In one of the CMARS related studies [53], CMARS and CART are applied to the area of finance to model sovereign default. In this application, since the dependent variable is type of categorical, particularly binary, classification trees are utilized to construct the CART model. In that study, the classification capabilities of the models developed...
are determined by the scoring results of training and test samples. Results indicate that, in the training sample, CART has a better classification capability than CMARS with respect to the classification accuracy. In the test sample, however, CMARS gives more accurate results than CART with respect to the same measure. As a result of CART algorithm, modeling an additive structure with CART is not easy, and the estimation variance of a CART model increases with continuous explanatory variables. On the contrary, CMARS captures such a structure easily and, thus, it seems more suitable for future predictions than CART.

In the comparison study, the data sets used for CART are also applied to GAMs & CQP [53]; that approach can also be called Conic Generalized Additive Models (CGAMs). Results indicate that the classification capabilities of CGAMs and CMARS in the test sample are accurate. CMARS performs better than CGAMs and it discovers the main structure of the data set better.

In the study where CMARS and MLR are compared, the models are developed for two simulation data sets. When the structure of data is linear, CMARS performs as good as MLR does; when there is nonlinearity, however, CMARS outperforms MLR. There are two main disadvantages of MLR over CMARS. First, human expertise is usually needed, and as a result, it may take a long time to develop MLR models. Secondly, the white-noise assumptions should be satisfied to obtain statistically valid inferences but these assumptions may not be realistic in most real-life applications [39, 73].

The prediction performances of CMARS and MARS are evaluated both on real-life and simulated data sets. In one of the simulation applications, both MARS and CMARS models are developed involving lower- as well as higher-order interactions [6]. According to the results of the real-life applications, for all training data sets, CMARS performs better and it is more robust than MARS with respect to all prediction performance measures considered. In addition, although CMARS is more stable than MARS, MARS is more robust than CMARS in stability with respect to most of the prediction performance measures. While stability is measured by the proportion of the performance measure values on training and test data sets, robustness is assessed by standard deviation of the performance measures under different data features. Furthermore, an effect of sample size on the performance of methods is also detected. For example, CMARS performs better than MARS mostly on medium to large training samples. If we consider the performance with respect to scale, almost for all measures, MARS and CMARS perform better (or the same) as the scale changes from small to large. To compare the efficiencies of methods, computational run times (in seconds) for each training sample is recorded on the same computer. Run times seem to be related to the sample size but not to the problem scale. MARS may provide solutions very fast compared to CMARS since its applications are run on professional software, Salford MARS. The run times of CMARS method increase almost up to 3 to 5 times as much as that of MARS as the sample size increases. Moreover, in the same study, a simulation study conducted shows that CMARS method has a better performance than MARS on the noisy data [65, 70].

Two studies have been conducted for comparison of MARS and CMARS for classification. In one of them, both methods are applied to Pima Indians Diabete data to
determine if a person has diabetes or not [59]. According to the results, both methods perform almost the same. However, in term of the true diagnose of the disease, CMARS performs better than MARS. In both training and test samples, MARS and CMARS scoring models are almost the same; on the other side, CMARS discovers the main structure of data better. Depending on these findings, the study in [59] concludes that CMARS gives a superior estimate compared to MARS.

The comparison of MARS and CMARS models for the data to predict the countries’ credit default possibilities show variations in training and tests samples [53]. CMARS outperforms MARS according to the default country assignation. Also, its performance measures reveal higher stabilities than MARS.

1.3 Extensions and Advances on Conic Multivariate Adaptive Regression Splines

The mentioned success of the applications using CMARS attracted the attention of us to refine and extend the modern applications of CMARS by advanced methods of applied mathematics and statistics. The main purpose of this thesis is to benefit from the advances in the mathematics of data mining with optimization methods, and to address the importance of the application of special data mining method on different data sets, and to identify and explore the connections between data mining and other applied sciences.

As an extension and modern application of CMARS method, Generalized Partial Linear Models (GPLMs) have been combined with CMARS. Here, a GPLM utilizes semiparametric methods and augments the usual parametric terms by a single nonparametric component of a continuous covariate. In recent years, the class of Generalized Linear Models (GLMs) has gained popularity as a statistical modeling tool. This popularity is due in part to the flexibility of GLMs in addressing a variety of statistical problems and to the availability of software to fit the models. In this thesis, GPLMs - an extensions of GLMs - are motivated, introduced, and formally presented with CMARS model and CQP-based optimization techniques. We call this new technique as Conic Generalized Partial Linear Models (CGPLMs).

Another extension and a modern use of CMARS method have been made for the outlier identification problem. In statistical applications, regression models based on data may give misleading results when data contain outliers. We deal with the outliers problem in linear regression in two stages. Firstly, we use the Mean-Shift Outlier Model (MSOM) as a parametric method and providing a new solution by using regularization and convex optimization techniques, CQP. Then, the power of CMARS method is used and the proposed method is improved.

As an advance, we employ CMARS method for the parameter identification of Stochastic Differential Equations (SDEs) in a simplified manner. SDEs are widely used to represent noisy and dynamical real-world problems and they play an important role in many field of applied science, especially, in finance [43]. Since CMARS provides a functional form of the model by using basis functions which is a special form of splines, in our case, the parameters of SDEs are constructed by these “discretely” non-
smooth functions. Then, coefficients of basis functions are found by using CQP. Both systems of SDEs with standard multi-dimensional Brownian motions and systems of SDEs having correlated Brownian motions are considered and identified in this thesis. Moreover, various parameters of SDEs driven by fractional Brownian motions (fBms) are identified by the mentioned approach. Here, we introduce the CMARS method to estimate both the spline coefficients and, especially, the Hurst parameter of the SDEs driven by fBms, too.

This thesis is organized as follows: In Chapter 2, we begin with CGPLMs, including CMARS for the nonlinear model part. We introduce CMARS and CQP which is not just method but a wide field of optimization, for the outlier identification problem in Chapter 3. In Chapter 4, we give a new methodology based on CMARS for the parameter estimation of SDEs. We analyze and focus on a numerical approximation of multi-dimensional SDEs and correlated systems of SDEs in the same chapter. In Chapter 5, we introduce the method CMARS, especially, for the estimation of the Hurst parameter of SDEs driven by fBms. Finally, a conclusion of the thesis and an outlook to future research are presented in Chapter 6.
CHAPTER 2

CONIC GENERALIZED PARTIAL LINEAR MODELS WITH CONIC MULTIVARIATE ADAPTIVE REGRESSION SPLINES

2.1 Introduction

Analysis of large and complex data sets is very important to describe social, physical and biological systems, but is not easy. In order to comprise the best possible model for the data on hand, most applied researchers use regression models [42]. The following subsections provide information about extensions and improvements on well-known regression models.

2.1.1 Generalized Linear Models

Almost in every field of science such as engineering, applied science, social science or economics, scientists and engineers use regression models for analyzing and describing data sets to understand the underlying patterns and to disclose the relationship between the predictors and response variable [42]. The most popular one is the class of Generalized Linear Models (GLMs) which is an extension of traditional linear regression models. This class will be our preparatory set of models based on which we shall introduce Generalized Partial Linear Models (GPLMs) soon. This popularity of GLMs is due in part to the flexibility of GLMs in addressing a variety of statistical problems and to the availability of software to fit the models [40]. The class of GLMs allows the mean of a dependent variable to depend on a linear predictor through a non-linear link function, and it permits the probability distribution of the response to be any member of an exponential family of distributions. Many widely used statistical models belong to GLMs, since both linear and nonlinear regression models are unified under the framework of GLMs. GLMs include traditional linear models with normal errors, logistic and probit models for binary data, log-linear models for multinomial data. Many other useful statistical models such as the Poisson, binomial, Gamma, and normal distribution can be formulated as GLMs by the selection of an appropriate link function and response probability distribution [40, 58].

A GLM has the following basic structure:

$$\eta = H(\mu) = x^T \beta,$$
where \( H \) is a smooth monotonic link function, \( \mathbf{x} \) is a vector of the observed values of explanatory variables and \( \mathbf{\beta} \) is a vector of unknown parameters. In addition, a GLM usually makes the distributional assumptions that the response variables, \( Y_i \), are independent and can have any distribution from exponential family density

\[
Y \sim f_Y(y, \theta, \phi) = \exp \left\{ \frac{y \theta - b(\theta)}{a(\phi)} + c(y, \phi) \right\},
\]

where \( a, b \) and \( c \) are arbitrary “scale” parameters, and \( \theta \) is called a natural parameter. We can also obtain a general expression for the mean and variance of dependent variable \( Y \) using log likelihood of \( \theta \),

\[
\mu = E(Y) = b'(\theta) \quad \text{and} \quad \text{Var}(Y) = b''(\theta) a(\phi).
\]

Here, \((\cdot)'\) and \((\cdot)''\) represent the first-order and second-order derivative of \( b \) in terms of \( \theta \), respectively. Generally, \( a(\phi) \) is defined as \( a(\theta) := \phi / w \) and \( \text{Var}(Y) = V(\mu) \phi \), where \( V(\mu) := b''(\theta) / w \). Some commonly used exponential family density functions are listed in Table 2.1.

### 2.1.2 Generalized Partial Linear Models

A particular semiparametric model of interest is the Generalized Partial Linear Model (GPLM) which extends the GLMs in away that the usual parametric terms are augmented by a single nonparametric component. As a result, a GPLM separates the set of independent variables into two subsets and combines a linear model with a nonlinear model by addition. For example, in biological or financial sectors, many processes expressed by stochastic differential equations can be stated by a linear submodel for the deterministic drift term and by a nonlinear submodel for the stochastic diffusion term. Such combinations of submodels provide better accuracy and stability for complex and large data sets. Moreover, GPLM approach demonstrates the capability of handling both classification and prediction problems, e.g., prediction of credit default, image processing and speech processing. In this chapter, we consider GPLM as a prediction tool. The general GPLM model is given by the following function

\[
f(X, T) = X^T \mathbf{\beta} + \gamma(T) + \epsilon \quad (2.1)
\]

or, after modeling the response variable \( Y \) by Eqn. (2.1) and an additional noise component \( \epsilon \), and applying the expectation value, by

\[
E(Y|X, T) = G \left\{ X^T \mathbf{\beta} + \gamma(T) \right\} . \quad (2.2)
\]

Here, \( \mathbf{\beta} = (\beta_1, \beta_2, \ldots, \beta_p)^T \) is a finite-dimensional parameter and \( \gamma(\cdot) \) is a smooth function which is introduced to estimate the nonlinear part of GPLM. In this chapter, to represent the smooth function, nonparametric models are preferred because they are more flexible than nonlinear models. Here, we also assume that vectors \( X \) and \( T \) come from a decomposition of the set of explanatory variables. While \( X \) denotes an \( m \)-dimensional random vector which typically represents discrete covariates, \( T \) is a \( q \)-dimensional random vector of continuous covariates which is to be modeled in a nonparametric way. The variable \( T \) can be seen as an extraneous or nuisance variable.
Table 2.1: Some commonly used exponential family distributions [69].

<table>
<thead>
<tr>
<th>Distribution Name</th>
<th>$f(y)$</th>
<th>Range</th>
<th>$\theta$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$\frac{1}{\sqrt{2\pi}} \exp \left(-\frac{(y-\mu)^2}{2\sigma^2}\right)$</td>
<td>$-\infty &lt; y &lt; \infty$</td>
<td>$\mu$</td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td>Poisson</td>
<td>$\frac{\mu^y}{y!} \exp(-\mu)$</td>
<td>$y = 0, 1, 2, \ldots$</td>
<td>$\log(\mu)$</td>
<td>1</td>
</tr>
<tr>
<td>Binomial</td>
<td>$\binom{n}{y} \left(\frac{\mu}{n}\right)^y \left(1 - \frac{\mu}{n}\right)^{n-y}$</td>
<td>$y = 0, 1, 2, \ldots, n$</td>
<td>$\log \left(\frac{\mu}{n-y}\right)$</td>
<td>1</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\frac{1}{\Gamma(\nu)} \left(\frac{\nu}{\mu}\right)^\nu y^{\nu-1} \exp \left(-\frac{\nu y}{\mu}\right)$</td>
<td>$y &lt; 0$</td>
<td>$-\frac{1}{\mu}$</td>
<td>$\frac{1}{\nu}$</td>
</tr>
<tr>
<td>Inverse Gaussian</td>
<td>$\sqrt{\frac{\gamma}{2\pi\nu}} \exp \left(-\frac{\gamma(y-\mu^2)}{2\nu^2\nu\phi}\right)$</td>
<td>$y &lt; 0$</td>
<td>$-\frac{1}{2\mu^2}$</td>
<td>$\frac{1}{\gamma}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distribution Name</th>
<th>$a(\phi)$</th>
<th>$b(\theta)$</th>
<th>$c(y,\phi)$</th>
<th>$V(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$\phi (= \sigma^2)$</td>
<td>$\frac{\sigma^2}{2}$</td>
<td>$-\frac{1}{2} \left(\frac{x^2}{\phi} + \log 2\pi\phi\right)$</td>
<td>1</td>
</tr>
<tr>
<td>Poisson</td>
<td>$\phi (= 1)$</td>
<td>$\exp(\theta)$</td>
<td>$-\log(y!)$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Binomial</td>
<td>$\phi (= 1)$</td>
<td>$n \log \left(1 + e^\theta\right)$</td>
<td>$\log \left(\frac{\nu}{\phi}\right)$</td>
<td>$\mu \left(1 - \mu/n\right)$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\phi (= \frac{1}{\nu})$</td>
<td>$-\log(-\theta)$</td>
<td>$\nu \log(\nu y) - \log(\Gamma(\nu))$</td>
<td>$\mu^2$</td>
</tr>
<tr>
<td>Inverse Gaussian</td>
<td>$\phi (= \frac{1}{\gamma})$</td>
<td>$-\sqrt{-2\theta}$</td>
<td>$-\frac{1}{2} \left(\log(2\pi y^3\phi) + \frac{1}{\phi y}\right)$</td>
<td>$\mu^3$</td>
</tr>
</tbody>
</table>
There are different kinds of estimation methods for GPLM. Generally, the estimation methods for the model of Eqn. (2.2) are based on the idea that an estimate \( \hat{\beta} \) can be found for a known \( \gamma(\cdot) \) and an estimate \( \hat{\gamma}(\cdot) \) can be found for a known \( \beta \), especially, for \( \hat{\beta} \). Now, we will concentrate on special estimation types of \( \gamma(\cdot) \) and \( \beta \) based on CMARS and with the help of CQP [60, 74].

The rest of this chapter is organized as follows. Section 2.2 includes Conic Generalized Partial Linear Models (CGPLMs) and our estimation approach with CMARS. Finally, Section 2.3 presents applications and results of the methodology.

### 2.2 Conic Generalized Partial Linear Models

Let us consider the model in Eqn. (2.2), where we assume that \( G = H^{-1} \) is a known link function which links the mean of the dependent variable, \( \mu = E(Y | X, T) \), to the predictors. In this case, Eqn. (2.2) can be considered as a semiparametric generalized linear model, because all terms are linear; i.e.,

\[
H(\mu) = \eta(X, T) = X^T \beta + \gamma(T) = \sum_{j=1}^{p} X_j \beta_j + \gamma(T). \tag{2.3}
\]

Now, to obtain the GPLM, we consider data values and data vectors: \( \bar{y}_i, \bar{x}_i, \bar{t}_i \) for \( (i = 1, 2, \ldots, N) \). Then, \( \mu_i = G(\eta_i) \) and \( \eta_i = H(\mu_i) = \bar{x}_i^T \beta + \gamma(\bar{t}_i) \), and \( \gamma(\cdot) \) is a smooth function [58].

In many studies, the theory does not put any restrictions on the form of \( \gamma(\cdot) \), i.e., it does not say whether \( \gamma(\cdot) \) is linear, quadratic, increasing in \( T \) or its components, etc. [38]. Hence, it is up to the empirical analysis uses data to find out more about \( \gamma(\cdot) \). When we take \( \beta = 0 \) in Eqn. (2.3), then the estimate of \( \gamma(\cdot) \) is based on a nonparametric regression technique that contains a smoother, i.e., a “mollifying” operation, such as a regularization.

A smoother can be described as a tool for briefly expressing the form of response variable as a function of one or more predictor variables. The name smoother is coming from the form of the estimation that includes less variables than the response itself. Since a smoother does not suppose a rigid form for the relationship between response and predictors, it has a nonparametric nature. Because of this important property, a smoother is often preferred to be used for nonparametric regression [19].

One of the main uses of the smoother is to estimate the relationship between the response and the predictors and, hence, to provide an important structure for the estimation of additive models [16]. There are many useful smoothers such as polynomial, bin, running mean, running line, loess, Gaussian kernel, smoothing spline, regression spline and natural spline. If we have more than one predictor, then an estimation of a \( p \)-dimensional surface can be done easily by a generalization of the running mean, locally weighted running line, and kernel smoothers. On the other hand, multivariate tensor product splines are known as another generalization [64]. These are functional to generalize univariate regression splines. The process is based on the construction of
multi-dimensional basis functions by multiplying one-dimensional basis function with two or more than two one-dimensional basis functions. MARS basis function is an example for this kind of a smoother \[19, 20\]. In this chapter, we prefer to present smoothers by CMARS model and its algorithm.

CMARS uses expansions in piecewise linear basis functions; thus, $\gamma(t)$ can be represented by a linear combination of these successively built basis functions and the intercept, $\theta_0$, such that Eqn. (2.3) becomes

$$
\eta = H(\mu) = x^T \beta + \theta_0 + \sum_{m=1}^{M_{\text{max}}} \theta_m \psi_m(x^m) + \epsilon. 
$$

(2.4)

Here, $\psi_m$ ($m = 1, 2, \ldots, M_{\text{max}}$) are basis functions from $\wp$ or products of two or more such functions, $\psi_m$ is taken from a set of $M_{\text{max}}$ linearly independent basis elements, and $\theta_m$ are the unknown coefficients for the $m$th basis function ($m = 1, 2, \ldots, M_{\text{max}}$) or for the constant 1 ($m = 0$). A set of eligible knots is assigned separately for each variable dimension and is chosen to approximately coincide with the input levels represented in the data.

Let us consider Eqn. (2.3). Here, we can write the equation as

$$
\eta = H(\mu) = x^T \beta + \psi(t)^T \theta, 
$$

(2.5)

where $\theta = (\theta_0, \theta_1, \ldots, \theta_{M_{\text{max}}})^T$ and $\psi(t) = (1, \psi_1(t^1), \ldots, \psi_{M_{\text{max}}}(t^{M_{\text{max}}}))^T$. Furthermore, let us refer to PRSS with $M_{\text{max}}$ basis functions having been accumulated for the CMARS model. Now, PRSS has the following form [60]:

$$
\text{PRSS} := \sum_{i=1}^{N} \left( \eta_i - x_i^T \beta - \psi(t_i)^T \theta \right)^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{|\alpha|=1}^{2} \sum_{r,s \in V_m} \int_{Q_m} \theta_m^2 \left[ D_{r,s}^\alpha \psi_m(t^m) \right]^2 dt^m, 
$$

(2.6)

where $V_m := \{ k_j^m \mid j = 1, 2, \ldots, K_m \}$ is the variable set associated with the $m$th basis function and $t^m = (t_{m_1}, t_{m_2}, \ldots, t_{m_{K_m}})^T$ represents the vector of variables which contribute to the $m$th basis function. Moreover,

$$
D_{r,s}^\alpha \psi_m(t^m) := \frac{\partial^{|\alpha|} \psi_m}{\partial t_r^\alpha \partial t_s^{\alpha}}(t^m) 
$$

(2.7)

for $\alpha = (\alpha_1, \alpha_2)^T$, $|\alpha| := \alpha_1 + \alpha_2$, where $\alpha_1, \alpha_2 \in \{0, 1\}$. Our optimization problem bases on a trade-off between both accuracy, i.e., a small RSS, and not too high complexity. This trade-off is established through the penalty parameters. In this chapter,
we firstly represent that trade-off by penalty methods, such as regularization techniques and by CQP [59, 70].

If we take into account the Eqn. (2.4) in Eqn. (2.6), then the objective function in Eqn. (2.4) will be of the following form:

\[
PRSS = \sum_{i=1}^{N} \left( \eta_i - \mathbf{x}_i^T \beta - \theta_0 - \sum_{m=1}^{M_{\text{max}}} \theta_m \psi_m (\mathbf{t}_i^m) \right)^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{\alpha=1}^{2} \sum_{\alpha = (\alpha_1, \alpha_2)}^{r<s} \int_{Q^m} \theta_m^2 \left[ D_{r,s} \psi_m (\mathbf{t}^m) \right]^2 d\mathbf{t}^m, \quad (2.8)
\]

where the vector \( \mathbf{t}_i^m = (\mathbf{r}_{i,1}^m, \mathbf{r}_{i,2}^m, \ldots, \mathbf{r}_{i,d_m}^m)^T \) denotes any of the input vectors and \( \mathbf{t}_i^m = (\mathbf{r}_{i,1}^m, \mathbf{r}_{i,2}^m, \ldots, \mathbf{r}_{i,d_m}^m)^T \) \((\kappa = 1, 2, \ldots, p^m)\) stands for the corresponding projection vectors of \( \mathbf{t}_i^m \) onto those coordinates which contribute to the \( m \)th basis function, \( \psi_m \), they are related with the \( i \)th link function \( \eta_i \). We recall that those coordinates are collected in the set \( V_m \). Let us note that the second-order derivatives of the piecewise linear functions \( \psi_m \left( m = 1, 2, \ldots, M_{\text{max}} \right) \) and, hence, the penalty terms related, are vanishing. Now, we can rearrange the representation of PRSS as follows:

\[
PRSS = \sum_{i=1}^{N} \left( \eta_i - \mathbf{x}_i^T \beta - \psi (\mathbf{d}_i)^T \theta \right)^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{\alpha=1}^{2} \sum_{\alpha = (\alpha_1, \alpha_2)}^{r<s} \int_{Q^m} \theta_m^2 \left[ D_{r,s} \psi_m (\mathbf{t}^m) \right]^2 d\mathbf{t}^m, \quad (2.9)
\]

where \( \psi (\mathbf{d}_i) = (1, \psi_1 (\mathbf{t}_i^1), \ldots, \psi_{M_{\text{max}}} (\mathbf{t}_i^{M_{\text{max}}}))^T \), \( \theta = (\theta_0, \theta_1, \ldots, \theta_{M_{\text{max}}})^T \) with the matrix \( \mathbf{d}_i = (\mathbf{t}_i^1, \mathbf{t}_i^2, \ldots, \mathbf{t}_i^{M_{\text{max}}})^T \) in the argument. To approximate the multi-dimensional integrals

\[
\int_{Q^m} \theta_m^2 \left[ D_{r,s} \psi_m (\mathbf{t}^m) \right]^2 d\mathbf{t}^m, \quad (2.10)
\]

a suitable discretization and model approximation are used. In fact, we approximate the discretized form of the integrals by Riemann sums as follows [70]:

\[
\int_{Q^m} \theta_m^2 \left[ D_{r,s} \psi_m (\mathbf{t}^m) \right]^2 d\mathbf{t}^m \approx \sum_{(\sigma^\alpha)_{\kappa=1,2,\ldots,p^m} \in \{0,1,2,\ldots,N+1\}^{p^m}} \theta_m^2 \left[ D_{r,s} \psi_m (\mathbf{t}^m) \right]^2 \prod_{\kappa=1}^{p^m} \left( \mathbf{t}_{i_{\kappa+1},\kappa}^m - \mathbf{t}_{i_{\kappa},\kappa}^m \right). \quad (2.11)
\]
We can rearrange PRSS in this form:

\[
PRSS \approx \sum_{i=1}^{N} \left( \eta_i - \mathbf{x}_i^T \beta - \psi \left( \bar{d}_i \right)^T \theta \right)^2 \\
+ \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{|\alpha|=1}^{2} \sum_{r<s}^{r<s} \left[ D_{r,s}^{\alpha} \psi_m \left( \bar{p}_m^r, \ldots, \bar{p}_m^s \right) \right] \prod_{\kappa=1}^{p} \left( \bar{p}_m^{i \alpha_{\kappa} + 1} - \bar{p}_m^{i \alpha_{\kappa}} \right),
\]

where \( (\sigma^\alpha)_{\kappa=1,2,\ldots,p^m} \subseteq \{0, 1, 2, \ldots, N + 1\}^p \). Let us introduce some more notation related with the sequence \( (\sigma^\alpha) \):

\[
\hat{t}_i^m = (\bar{p}_m^{i \alpha_{\kappa}}, \ldots, \bar{p}_m^{i \alpha_{\kappa}}), \quad \Delta \hat{t}_i^m = \prod_{\kappa=1}^{p} \left( \bar{p}_m^{i \alpha_{\kappa + 1}} - \bar{p}_m^{i \alpha_{\kappa}} \right).
\]  

(2.12)

By Eqn. (2.12), we can approximate PRSS as

\[
PRSS \approx \sum_{i=1}^{N} \left( \eta_i - \mathbf{x}_i^T \beta - \psi \left( \bar{d}_i \right)^T \theta \right)^2 \\
+ \sum_{m=1}^{M_{\text{max}}} \lambda_m \left( \sum_{|\alpha|=1}^{2} \sum_{r<s}^{r<s} \left[ D_{r,s}^{\alpha} \psi_m \left( \hat{t}_i \right)^m \right] \right) \Delta \hat{t}_i^m. \quad (2.13)
\]

For a short representation, we can rewrite the approximate relation in Eqn. (2.13) as

\[
PRSS \approx \left\| \eta - X \beta - \psi \left( \bar{d} \right)^T \theta \right\|_2^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{i=1}^{(N+1)p^m} L_{i m}^2 \psi_m^2, \quad (2.14)
\]

where \( \psi \left( \bar{d} \right) = (1, \psi \left( \bar{d}_1 \right), \psi \left( \bar{d}_2 \right), \ldots, \psi \left( \bar{d}_N \right))^T \) and \( X \) are \((N \times (M_{\text{max}} + 1))\) and \((N \times p)\)-matrices, respectively, \( \left\| \cdot \right\|_2 \) denotes the Euclidean norm and the numbers \( L_{i m}^2 \) are defined by their roots:

\[
L_{i m} := \left[ \left( \sum_{|\alpha|=1}^{2} \sum_{r<s}^{r<s} \left[ D_{r,s}^{\alpha} \psi_m \left( \hat{t}_i \right)^m \right] \right) \Delta \hat{t}_i^m \right]^{1/2}. \quad (2.15)
\]

If we consider Eqn. (2.14), we can write PRSS as

\[
PRSS \approx \left\| \eta - X^* \beta^* \right\|_2^2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \sum_{i=1}^{(N+1)p^m} L_{i m}^2 \psi_m^2. \quad (2.16)
\]
For this purpose we consider the formula in Eqn. (2.16) again, arranging it as follows:

\[ X = \begin{pmatrix} A & B \end{pmatrix} \begin{pmatrix} C \end{pmatrix} \]

where \( X^* = (X \mid \psi(\theta)) \) is a block matrix constructed by \((N \times p)\)-matrix \( X \) and \((N \times (M_{\text{max}} + 1))\)-matrix \( \psi(\theta) \), and \( \beta^* = (\beta^T, \theta^T)^T \) is a vector composed of \( \beta \) and \( \theta \) vectors. Then, we deal with the linear systems of equations, \( X^* \beta^* = \eta \), approximately. This problem may be ill-posed (irregular or unstable). For this reason, we firstly approach our problem, PRSS, as a TR problem \([3, 9]\); because this regularization belongs to the most commonly used methods of making ill-posed problems well-posed (regular or stable). A Tikhonov solution can be expressed quite easily in terms of Singular Value Decomposition (SVD) of the coefficient matrix \( X^* \) of a regarded linear system of equations, \( X^* \beta^* = \eta \).

For this purpose we consider the formula in Eqn. (2.16) again, arranging it as follows:

\[
PRSS \approx \| \eta - X^* \beta^* \|^2_2 \quad + \sum_{m=1}^{M_{\text{max}}} \lambda_m \left[ (L_{1m}^m \theta_m)^2 + (L_{2m}^m \theta_m)^2 + \ldots + (L_{(N+1)p^m}^m \theta_m)^2 \right],
\]

\[
PRSS = \| \eta - X^* \beta^* \|^2_2 + \sum_{m=1}^{M_{\text{max}}} \lambda_m \| L_m \theta_m \|^2_2,
\]  

(2.17)

where \( L_m = \left( L_{1m}, L_{2m}, \ldots, L_{(N+1)p^m} \right)^T \) (\( m = 1, 2, \ldots, M_{\text{max}} \)). However, rather than a singleton, there is a finite sequence of the trade-off or penalty parameters, \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{M_{\text{max}}})^T \), such that this equation is not yet a Tikhonov Regularization with a single such parameter. For this reason, let us make a uniform penalization by taking the same \( \lambda \) for each derivative term. Then, our approximation for the PRSS can be rearranged as

\[
PRSS \approx \| \eta - X^* \beta^* \|^2_2 + \lambda \| L^* \beta^* \|^2_2,
\]  

(2.18)

where \( L \) is a diagonal \(((M_{\text{max}} + 1) \times (M_{\text{max}} + 1))\)-matrix with first column \( L_0 = 0_{(N+1)p^m} \) and the other columns being the vectors \( L_m \) introduced above. Moreover, \( \theta \) is an \(((M_{\text{max}} + 1) \times 1)\)-parameter vector to be estimated through the data points. Furthermore, we consider the high-dimensional matrix \( L^* = (R \mid L) \), where \( R \) is an \((p \times p)\)-matrix formed by the zeroth-, first- or second-order derivatives of \( \beta \). These derivatives are given by zeroth-, first- or second-order difference quotients of \( \beta \), regarded as a function that is evaluated at the points \( i, i \) and \( i + 1, i - 1, i \) and \( i + 1 \), respectively. Those later difference quotients approximate the first- and second-order derivatives, whereas the zeroth-order derivative of the vector \( m \) is \( m \) itself. Altogether, these terms are comprised by products \( R \beta \) of \( \beta \) with matrices that represent the discrete differential operators of zeroth-, first- and second-order, respectively. These matrices are in the form of a band-structure with values 1 or -1, 1, or -1, on the band. To achieve \( M_{\text{max}} + 1 \) row vectors, we can fill up the matrices \( R \) on 0th- to 2nd-order discrete derivatives, which have less many rows if \( M_{\text{max}} + 1 > p \), by rows \( \theta^T \), respectively. Now, our PRRS problem looks like a classical Tikhonov Regularization problem with \( \phi > 0 \), i.e., \( \lambda = \phi^2 \) for some \( \phi \in \mathbb{R} \setminus \{0\} \), as follows \([59, 70]\):

\[
PRSS \approx \| \eta - X^* \beta^* \|^2_2 + \lambda \| L^* \beta^* \|^2_2.
\]  

(2.19)
We easily note that our Tikhonov Regularization problem has multiple objective functions through a linear combination of $\| \eta - X^* \beta^* \|_2^2$ and $\| L^* \theta^* \|_2^2$. In fact, we select the solution such that it minimizes both the first objective $\| \eta - X^* \beta^* \|_2^2$ and the second objective $\| L^* \theta^* \|_2^2$ in the sense of a compromise (trade-off) solution. For a contribution to the dependence of locally linear embedding on regularization parameter(s), we refer to [65].

The penalty parameter $\lambda$ in the PRSS and the parametrical upper bound $\tilde{M}$ in a constraint of the CQP can be chosen in a related way, determined via Tikhonov Regularization. This regularization method utilizes an efficiency curve that comes from a plot of the optimal solutions to the problem in Eqn. (2.13) according to a large (finite) number of parameter values, as points in a coordinate scheme with two axes. At one axis, the complexity is denoted, whereas the other axis stands for the length of the residual vector (or goodness-of-fit). In this regularization method, logarithmical scales are employed such that some “kink” (corner) kind of a point on the efficiency boundary, called the L-curve according to its more pronounced shape, is obtained. This point is regarded to be the closest to the origin and therefore it is often chosen, together with the corresponding penalty parameter [3]. For our approach with CQP, in [70], a lot of numerical experience is presented, related with varying upper bounds $\sqrt{\tilde{M}}$ by using the software package of MOSEK. The solutions obtained at the upper bounds are expected to be the same non-dominated solutions as obtained in Eqn. (2.19), to the multi-objective problem of minimizing complexity and maximizing goodness-of-fit [70].

Let us tackle the Tikhonov Regularization problem in Eqn. (2.19) with the CQP, which is a continuous optimization technique. Indeed, based on an appropriate choice of a bound $\tilde{M}$, we can state the following optimization problem:

$$\min_{\beta^*} \| \eta - X^* \beta^* \|_2^2$$
subject to $\| L^* \beta^* \|_2^2 \leq \tilde{M}$. \hspace{1cm} (2.20)

Let us underline that this choice of $\tilde{M}$ is the outcome of the careful learning process as explained in Chapter 1 [20]. In Eqn. (2.19), we have the least-squares objective function $\| \eta - X^* \beta^* \|_2^2$ and the inequality constraint function $-\| L^* \beta^* \|_2^2 + \tilde{M}$, which is requested to be nonnegative for feasibility. Now, we equivalently write our optimization problem as follows:

$$\min_{t,\beta^*} t,$$
subject to $\| \eta - X^* \beta^* \|_2 \leq t,$
$\| L^* \beta^* \|_2 \leq \sqrt{\tilde{M}}$. \hspace{1cm} (2.21)

Let us use modern methods of continuous optimization techniques, especially, from CQP where we employ the subsequent basic notation [41]:

$$\min_x c^T x, \text{ subject to } \| D_i x - d_i \|_2 \leq p_i^T x - q_i \ (i = 1, 2, ..., k). \hspace{1cm} (2.22)$$
In fact, we see that our optimization problem is such a CQP program with

\[
\begin{align*}
\mathbf{c} &= (1, 0_{M_{\max} + p + 1})^T, \quad \mathbf{x} = (t, \mathbf{\beta}^*)^T, \quad \mathbf{D}_1 = (\mathbf{0}_N, \mathbf{X}^*), \quad \mathbf{d}_1 = \mathbf{\eta}, \quad \mathbf{p}_1 = (1, 0, \ldots, 0)^T, \\
q_1 &= 0, \quad \mathbf{D}_2 = (0_{M_{\max} + p + 1}, \mathbf{L}^*), \quad \mathbf{d}_2 = 0_{M_{\max} + p + 1}, \quad \mathbf{p}_2 = 0_{M_{\max} + p + 2} \text{ and } q_2 = -\sqrt{\tilde{M}}.
\end{align*}
\]

Now, having written the Tikhonov Regularization task for GPLMs by evaluating the CMARS with CQP problem, we call it Conic Generalized Partial Linear Models (CGPLM). In fact, CGPLM provides a solution by applying the developed CQP techniques. These kinds of well-structured convex optimization problems have also been studied by Weber et al. for new approaches to regression and classification. In this respect, CGPLM has the advantage of higher speed and less complexity \[65\], and it permits the use of IPMs \[41\]. In order to write the optimality condition for this problem, we firstly reformulate the problem in Eqn. (2.21) as follows:

\[
\begin{align*}
\min_{t, \mathbf{\beta}^*} & \quad t, \\
\text{such that} & \quad \chi := \begin{pmatrix} 0_N & \mathbf{X}^* \\ 1 & 0_{M_{\max} + p + 1} \end{pmatrix} \mathbf{t} + \begin{pmatrix} \mathbf{\eta} \\ 0 \end{pmatrix}, \\
& \quad \eta := \begin{pmatrix} 0_{M_{\max} + p + 1} & \mathbf{L}^* \\ 0 & 0_{M_{\max} + p + 1} \end{pmatrix} \begin{pmatrix} t \\ \mathbf{\beta}^* \end{pmatrix} + \begin{pmatrix} 0_{M_{\max} + p + 1} \\ \sqrt{\tilde{M}} \end{pmatrix}, \\
& \quad \chi \in L^{N+1}, \quad \eta \in L^{M_{\max} + p + 2}, \\
& \quad (2.23)
\end{align*}
\]

where \(L^{N+1}, L^{M_{\max} + p + 2}\) are the \((N + 1)\)- and \((M_{\max} + p + 2)\)-dimensional ice-cream (or second-order, or Lorentz) cones, defined by:

\[
\begin{align*}
L^{N+1} := \left\{ \mathbf{x} = (x_1, x_2, \ldots, x_{N+1})^T \in \mathbb{R}^{N+1} \mid x_{N+1} \geq \sqrt{x_1^2 + x_2^2 + \ldots + x_N^2} \right\} \quad (N \geq 1).
\end{align*}
\]

The dual problem to the latter primal one is given by

\[
\begin{align*}
\max_{\omega_1, \omega_2} & \quad (\mathbf{\eta}^T, 0) \omega_1 + \begin{pmatrix} 0_{M_{\max} + p + 1}^T \\ -\sqrt{\tilde{M}} \end{pmatrix} \omega_2, \\
\text{such that} & \quad \begin{pmatrix} 0_N^T \\ \mathbf{X}^* \end{pmatrix} \mathbf{\eta} + \begin{pmatrix} 0_{M_{\max} + p + 1}^T \\ (\mathbf{L}^*)^T \end{pmatrix} \mathbf{0}_{M_{\max} + p + 1} = \begin{pmatrix} 1 \\ \mathbf{0}_{M_{\max} + p + 1} \end{pmatrix}, \\
& \quad \omega_1 \in L^{N+1}, \quad \omega_2 \in L^{M_{\max} + p + 2}. \\
& \quad (2.24)
\end{align*}
\]
Moreover, \((t, \theta, \chi, \eta, \omega_1, \omega_2)\) is a primal dual optimal solution if and only if

\[
\chi := \begin{pmatrix} X^* \\ 0 \end{pmatrix}^T \begin{pmatrix} t^* \\ \beta^* \end{pmatrix} + \begin{pmatrix} -\eta \\ 0 \end{pmatrix}, \\
\eta := \begin{pmatrix} L^* \\ 0 \end{pmatrix}^T \begin{pmatrix} t^* \\ \beta^* \end{pmatrix} + \begin{pmatrix} \sqrt{M} \\ 0 \end{pmatrix}, \\
\omega_1 := \begin{pmatrix} 0 \\ M_{\text{max}} + p + 1 \end{pmatrix}^T \begin{pmatrix} t^* \\ \beta^* \end{pmatrix} + \begin{pmatrix} \eta \\ 0 \end{pmatrix}, \\
\omega_2 := \begin{pmatrix} L^* \end{pmatrix}^T \begin{pmatrix} 0 \\ M_{\text{max}} + p + 1 \end{pmatrix} \chi + \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \\
\omega_1^T \chi = 0, \ \omega_2^T \eta = 0, \\
\omega_1 \in L^{N+1}, \ \omega_2 \in L^{M_{\text{max}} + p + 2}, \\
\chi \in L^{N+1}, \ \eta \in L^{M_{\text{max}} + p + 2}. 
\] (2.25)

### 2.2.1 Estimation Procedure for Conic Generalized Partial Linear Models

After the unified theoretical treatment of our CGPLM in Section 2.2, we now come to a practical treatment. Here, the basic idea will be that we first represent the given data by the linear model. Then, we will subtract that model, along the different observations, from the data, in order, finally to approximate the residual data vector by the nonlinear model. In this bi-level approach, we call the first step a preprocessing, namely, for our CMARS technique of the second step. Here, CMARS can be considered as a refinement and fine-tuning step with respect to the linear model [60].

For the estimation of the linear parametric part of the CGPLM, a regularized least-squares approximation is applied [66]. As a result, the following form is obtained:

\[
Y^{\text{preproc}} = X^T \beta + \epsilon = \beta_0 + \sum_{j=1}^{p} X_j \beta_j + \epsilon. 
\] (2.26)

Now, we get the linear model coefficients’ vector \(\beta^{\text{preproc}}\) after solving the Eqn. (2.26). We apply our regularization technique with CQP for this purpose. Then, for each data point, a value \(X^T \beta^{\text{preproc}}\) is subtracted (without intercept, \(\beta_0\)) from the corresponding response, and \(\hat{y}\) is obtained by

\[
(\eta =) \hat{y} := y - X \beta^{\text{preproc}}. 
\]

In fact, \(y\) is the given response data vector, \(\bar{X}\) is the given input data matrix except its first column (of entries 1) which is multiplied by the intercept \(\beta_0\), and \(\beta^{\text{preproc}}\) is the vector of the further unknown parameters. Thus, the residual vector, \(\hat{y}\), is used as the new response vector to construct our nonlinear CMARS model, based on the given input data also, for an estimation of nonparametric part of CGPLM. Then, the entire CGPLM is identified, constituted of two parts [60].
2.3 Application and Results

In this section, the implementation of CGPLM algorithm (with CMARS) and the comparison study of the Linear Model (LM), CMARS and CGPLM (with CMARS) will be presented. To solve the CQP problem, MOSEK software is preferred by us. Two different data sets with different sample sizes and numbers of independent variables are selected from regression test problems from the UCI Machine Learning Repository [62]. The first data set is the Concrete Compressive Strength test data [62]. Based on its sample size, this data set is the largest data set used in this chapter. It includes 1030 observations and 8 input variables, which are cement, blast furnace slag, fly ash, water, super plasticizer, coarse aggregate, age, and fine aggregate. The second data set for the application part of this chapter is the Concrete Slump test data [62]. This data set includes 103 observations. There are seven input variables, which are cement, slag, fly ash, water, SP, coarse aggregate, as well as fine aggregate, and an output variable known as 28-day compressive strength (MPa). All input variables for each data sets are quantitative.

For our approaches with CQP, many different upper bounds are tested by using the software package of MOSEK to find non-dominated solutions as explained in Chapter 1. The \( \tilde{M} \) values used in our CQP problem between 1 and 200 are: 1, 1.5, 2, 2.5, 3, 3.5, ..., 199, 199.5, 200. For Concrete Compressive Strength test data, the selected \( \tilde{M} \) values for CMARS and CGPLM (with CMARS) are 102 and 100, respectively. On the other hand, for Concrete Slump test data, 87 is the \( \tilde{M} \) value for CMARS and 99 the \( \tilde{M} \) value for CGPLM (with CMARS).

The formulation and evaluation of the well-known performance measures used in this thesis are given in Table 2.2 [72].

<table>
<thead>
<tr>
<th>Name of Measure</th>
<th>Evaluation</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient of Determination ((R^2))</td>
<td>Higher values are the better.</td>
<td>( R^2 := 1 - \frac{\sum_{i=1}^{N} (\bar{y}_i - \hat{\bar{y}}<em>i)^2}{\sum</em>{i=1}^{N} (\bar{y}_i - \bar{y})^2} )</td>
</tr>
<tr>
<td>Adjusted (R^2) (Adj-(R^2))</td>
<td>Higher values are the better.</td>
<td>( Adj - R^2 := 1 - \frac{1}{r} (1 - R^2) ) ( \frac{N-1}{N-p-1} )</td>
</tr>
<tr>
<td>Mean Absolute Error (MAE)</td>
<td>Smaller values are the better.</td>
<td>( MAE := \frac{1}{N} \sum_{i=1}^{N}</td>
</tr>
<tr>
<td>Mean Squared Error (MSE)</td>
<td>Smaller values are the better.</td>
<td>( MSE := \frac{1}{N-p} \sum_{i=1}^{N} (\bar{y}_i - \hat{\bar{y}}_i)^2 )</td>
</tr>
<tr>
<td>Proportion of Residuals within Three Sigma (PWI)</td>
<td>Higher values are the better.</td>
<td>( PWI := \frac{\bar{e}}{N} )</td>
</tr>
</tbody>
</table>

Here, \( \bar{y}_i \) is the observed response value; \( \hat{\bar{y}}_i \) is the fitted response; \( \bar{y} \) is the mean response; \( N \) is the number of observations; \( p \) is the number of terms in the model; \( e_i = \bar{y}_i - \hat{\bar{y}}_i \) is
\(i\)th ordinary residual; \(\bar{e}\) is the mean of ordinary residual; 
\[\sigma = \sqrt{\frac{\sum_{i=1}^{N}(e_i - \bar{e})^2}{N}}\]
is the standard deviation of ordinary residual; 
\(T = 3 \cdot \sigma\) denotes 3\(\sigma\) as a threshold; \(a\) is the sum of the indicator variables where the condition \(|e_i| < T\) is satisfied [72].

For the application of CGPLM, the independent variables for each data set are separated according to their linear and nonlinear patterns by the help of statistical software MINITAB [35]. After the construction of LM as a parametric approach, CMARS as a nonparametric approach and CGPLM as a semiparametric approach for both data sets, the performance measures that are described in Appendix A are computed. The results are presented in Table 2.3.

As it can be seen from Table 2.3, CMARS performs better than LM with respect to all measures for both data sets. On the other hand, CGPLM performs better than both LM and CMARS according to all performance measures. As a result, we can say that nonparametric models, as represented here by CMARS give more accurate results than parametric models (namely, LM), since nonparametric models are more flexible and efficient to express the nonlinearities. On the other hand, semiparametric models CGPLM give more reliable results than both parametric and nonparametric models because they reveal not only the linear structures but also nonlinearities and nonconvexities in the high-dimensional and complex data sets.

Table 2.3: Performance results of LM, CMARS and CGPLM for the given data sets.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Performance Measures</th>
<th>Parametric</th>
<th>Nonparametric</th>
<th>Semiparametric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LM</td>
<td>CMARS</td>
<td>CGPLM</td>
</tr>
<tr>
<td>Concrete Compressive Strength Data Set</td>
<td>MAE</td>
<td>8.2133</td>
<td>3.9924</td>
<td>*3.6797</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>10.3991</td>
<td>5.4516</td>
<td>*4.9373</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.6155</td>
<td>0.8992</td>
<td>*0.9252</td>
</tr>
<tr>
<td></td>
<td>Adj-(R^2)</td>
<td>0.6125</td>
<td>0.8935</td>
<td>*0.9202</td>
</tr>
<tr>
<td></td>
<td>PWI</td>
<td>*0.9980</td>
<td>0.9932</td>
<td>0.9902</td>
</tr>
<tr>
<td>Concrete Slump Test Data Set</td>
<td>MAE</td>
<td>10.2559</td>
<td>7.6841</td>
<td>*7.2680</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>12.8583</td>
<td>11.4831</td>
<td>*10.4763</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.5010</td>
<td>0.6607</td>
<td>*0.7168</td>
</tr>
<tr>
<td></td>
<td>Adj-(R^2)</td>
<td>0.4643</td>
<td>0.5444</td>
<td>*0.6519</td>
</tr>
<tr>
<td></td>
<td>PWI</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

* indicates better performance
CHAPTER 3

OUTLIER IDENTIFICATION WITH CONIC MULTIVARIATE
ADAPTIVE REGRESSION SPLINES

3.1 Introduction

Data sets are very important for statistical analysis and data mining. Some of the observations in a data set deviate from other observations to a great extent, arousing suspicion that they were generated by some different mechanism. These observations are generally considered as an error but they might carry important information. Hawkins (1980) called such an observation an outlier. However, Barnet and Lewis (1994) similarly defined an outlier as an observation that appears to deviate noticeably from other observations in the data set [4]. A geometrical representation of some outliers is shown in Figure 3.1.

Figure 3.1: An illustration of some outliers in a two-dimensional space; the three outliers are marked by \(,+, x\).

If the data set contains a single or few outliers, the identification of such observations is not difficult. However, in most cases, data sets contain many outlier observations; therefore, identifying such observations becomes rather difficult because of the effects of masking and swamping [18]. Masking occurs when one outlier is not detected because of the presence of others, while swamping occurs whenever a non-outlier is wrongly identified, caused by the effect of some hidden outliers [44].

In such cases, these observations will cause biased parameter estimations; then, a sta-
A statistical study can yield a misleading interpretation of a model via the estimates of the individual model coefficients. Therefore, it is very important to identify these observations and bound their influence through methods that are less sensitive against outliers in the data, i.e., robust methods, or via the elimination of the outliers from the data set. In this chapter, a mathematical alternative to robust statistical methods is provided by constructing a CQP with its very efficient IPMs and CMARS [61].

In Section 3.2, outlier identification method for linear models are reviewed. In Section 3.3, an alternative approach with Tikhonov Regularization and CQP is presented for mean-shift outlier model which is introduced in Section 3.2. In Section 3.4, by using the power of CMARS, the proposed method is improved. Finally, in Section 3.5, applications and comparisons of the presented methods are provided by using four data sets with different characteristics.

3.2 Outlier Identification Methods for Linear Models

In this chapter, outlier identification methods are considered for parametric and non-parametric methods. Parametric methods are not appropriate for high-dimensional and nonlinear data sets since they require certain distributional assumptions to be validated as well as a fixed structure for the parametric form.

Shortly recalling Chapter 2, as a parametric modeling, the LM [48], with \( p \) independent variables, is given by

\[
Y = \beta_0 + \sum_{j=1}^{p} \beta_j X_j + \epsilon,
\]

where \( Y \) is the response variable and \( X_j (j = 1, 2, ..., p) \) are the random input variables and \( X = (X_1, X_2, ..., X_p)^T \) represents the vector of predictors. The coefficient (or unknown parameter) \( \beta_0 \) is the intercept, the parameters \( \beta_j \) are the regression coefficients related with the independent variables \( X_j (j = 1, 2, ..., p) \), and \( \epsilon \) is the random error term, called noise. In other words, \( Y = f(X) + \epsilon \) with \( f(x) = \beta_0 + \sum_{j=1}^{p} \beta_j x_j \) \( (x \in \mathbb{R}^p) \). The data response values and data input vectors are \( y_i, x_i \ (i = 1, 2, \ldots, N) \), respectively. When these data values and points are inserted into the model, then the LM turns into the following linear system:

\[
y = X\beta + \epsilon.
\] (3.1)

Here, \( y \) is an \((N \times 1)\)-vector of the response data, \( y_i \), \( X \) is an \((N \times (p + 1))\)-matrix of independent variables with the \((1 \times (p + 1))\)-vectors \( x_i^T \ (i = 1, 2, ..., N) \) of input data as the rows, \( \beta \) is a \((p + 1) \times 1)\)-vector of unknown parameters. Sometimes, we call \( X \) as the design matrix. Furthermore, \( \epsilon \) is an \((N \times 1)\)-vector of residuals, identically distributed random errors whose conditional mean and variance are given by \( \mathbb{E}(\epsilon | x) = 0 \) and \( \text{Var} (\epsilon | x) = \sigma^2 I_N \), respectively. Here, \( \sigma^2 \) is an unknown parameter, and \( I_N \) is the identity matrix of order \( N \). Assuming that we have at least as many observations as unknowns, i.e., \( N \geq p+1 \), and that the matrix \( X \) has full rank, the least-squares estimates
of $\beta$ and $\sigma^2$ are given by $\hat{\beta} = (X^TX)^{-1}X^Ty$ and $y^T(I-H)y/(N-p-1)$, where $H := X^T(X^TX)^{-1}X^T$ is the so-called hat operator matrix, yielding the estimated response $y = H\hat{\beta}$ \cite{48}.

For LM, there are different approaches for outlier identification. These approaches are separated into two categories: (i) direct approaches and (ii) indirect approaches. Indirect approaches are using residuals from a robust fit.

**Direct approaches:** Hadi and Simonoff \cite{18} presented two methods for direct approaches. In their first method, they initially separate the data set into a clean subset without outliers and a complementary subset that contains all potential outliers. They assume that the data set contains $K$ outliers. The most likely outliers are defined as the subset of $K$ observations, which produce the largest reduction in the RSS when deleted \cite{18}. Then, they test the outlyingness of the remaining points relative to the clean subset. Let $U$ be the set of indexes of the observations in the clean subset with initial size $h = \lceil(N + k - 1)/2\rceil$, which means the integer part of $(N + k - 1)/2$. Here, $k$ is the number of possible outliers. Then, they compute the scale $d_i$ based on the clean subset $U$ as follows:

$$d_i := \begin{cases} \frac{y_i - x_i^T\hat{\beta}_U}{\hat{\sigma}_U\sqrt{1-x_i^T(X_U^TX_U)}}, & \text{if } i \in U, \\ \frac{y_i - x_i^T\hat{\beta}_U}{\hat{\sigma}_U\sqrt{1+x_i^T(X_U^TX_U)}}, & \text{if } i \notin U, \end{cases}$$

where $d_i$ is the scale Studentized residual if $i \in U$ or the prediction error if $i \notin U$. Here, $y_U$ and $X_U$ together are the subset of observations, and $\hat{\beta}_U$ and $\hat{\sigma}_U$ are the estimated regression coefficients and the MSE, respectively, indexed by $U$. As a third step, Hadi and Simonoff arrange the observations in ascending order according to the $|d_i|$ and they compare $d_{s+1}$ by $t_{(\alpha/2(s+1),s-k)}$. Here, $d_{s+1}$ is the $(s+1)$th-order statistic of $|d_i|$, and $t_{(\alpha/2(s+1),s-k)}$ is the upper critical value of the $t$ distribution with $s - k$ degrees of freedom. If $d_{s+1} \geq t_{(\alpha/2(s+1),s-k)}$, then Hadi and Simonoff declare all observations satisfying $|d_i| \geq t_{(\alpha/2(s+1),s-k)}$ as outliers, and they stop the computation. Otherwise, they construct a new subset, $U$, taking the first $s + 1$ ordered observations. If $N = s + 1$, then they declare “no outliers” in the data and stop computation; otherwise, they continue to the second step. Their second approach is similar to the first one; however, it just differs in step 1. For more details, one may refer to \cite{18}. According to Pena and Yohai \cite{44}, the success of the procedure is based on the initial clean subset of the data. This procedure works well for low-leverage outliers, i.e., for values that are outliers with respect to an independent variable. Deletion of this type of outlier shows a low influence on the regression fit. However, this procedure may fail when the sample contains a set of several high-leverage outliers. This type of deletion technique reveals a strong leverage and influence on the regression coefficients.

**Indirect approaches:** An indirect approach to outlier identification can be achieved through a robust regression estimate. The aim of robust regression is to provide resistant (stable) results in the presence of outliers. To achieve this stability, robust regres-
sion limits the influence of outliers on the parameter estimates. Three classes of problems have been addressed with robust regression techniques: problems with outliers in the y-direction (response direction), problems with multivariate outliers in the covariate space (i.e., outliers in the x-space, which are also referred to as leverage points) and problems with outliers in both the y-direction and the x-space. Many methods have been developed for these problems. In statistical applications of outlier detection and robust regression, however, the methods that are most commonly used today are M estimation (this class of estimators can be regarded as a generalization of Maximum-Likelihood Estimation (MLE)) \cite{23} and Least Trimmed Square (LTS) estimation \cite{51}. However, in this chapter, an outlier identification method called Mean-Shift Outlier Model (MSOM) \cite{11,28} (see Subsection 3.2.1) is considered, which is different from both M estimation and LTS estimation \cite{61}.

### 3.2.1 Mean-Shift Outlier Model

In evaluating the given outliers detection methods, the MSOM has to be mentioned; it is an indirect method. In fact, since MSOM gives the same RSS as the model fitted after omitting the relevant observations, it is convenient for studying the regression model in the presence of outliers. This model is given by

\[ Y = X^T \beta + \Delta \delta + \epsilon, \]  

(3.2)

where \( \Delta \in \{0, 1\} \) is a constant “switching” or selection term, and \( \delta \) is the unknown parameter for outlier observation. In the presence of an outlier, \( \Delta = 1 \), and the importance of an outlier are represented by the value \( 1 \cdot \delta \). The system after all data inserted into the model is as follows:

\[ y = X\beta + e_i \delta + \epsilon, \]  

(3.3)

where \( e_i \) is the \( i \)th standard unit vector, i.e., \( e_i = (0, \ldots, 1, 0, \ldots, 0)^T \) (\( i = 1, 2, \ldots, N \)). In this model, it is assumed that either \( y_i \) or \( x_i^T \beta \) deviates systematically by some value \( \delta \) from the equation \( y_i = x_i^T \beta + \epsilon_i \). Then, according to the \( i \)th observation, \( (y_i, x_i^T \beta) \) would have a different intercept than the remaining observations, and \( (y_i, x_i^T \beta) \) would hence represent an outlier. To check this fact, we test the hypothesis

\[ H_0 : \delta = 0 \quad (\text{i.e., } \mathbb{E}(Y) = X\beta) \]

against the alternative

\[ H_1 : \delta \neq 0 \quad (\text{i.e., } \mathbb{E}(Y) = X\beta + e_i\delta), \]

using the likelihood-ratio test statistic \cite{46}

\[ F_i = \frac{(RSS(H_0) - RSS(H_1))/1}{RSS(H_1)/(N - p - 1)}. \]  

(3.4)
Here, $RSS(H_0)$ is the residual sum of the squares in the model $y = X\beta + \epsilon$, containing all $N$ of the observations, and $RSS(H_1)$ is the residual sum of squares in the model $y = X\beta + e_i \delta + \epsilon$, i.e.,

$$RSS(H_0) = \sum_{i=1}^{N} (y_i - x_i^T \beta)^2 = y^T (I - H) y (N - p) \hat{\sigma}^2,$$

$$RSS(H_1) = \sum_{i=1}^{N} (y_i - x_i^T \beta - \delta_i)^2,$$

where $\delta_i$ will be $\delta$ or 0 according to the outlier variable. Additionally, the relationship between $RSS(H_0)$ and $RSS(H_1)$ can be written as

$$RSS(H_1) = RSS(H_0) - \frac{\hat{\epsilon}_i^2}{1 - h_{ii}}, \quad (3.5)$$

where $\hat{\epsilon} = (I - H)y$, $\hat{\epsilon}_i = e_i^T \hat{\epsilon}$, and $e_i^T He_i = h_{ii}$. When the $i$th observation $(y_i, x_i)$ is omitted, then the estimator of $\sigma_i^2$ is defined by

$$s_{-i}^2 = \frac{y_i^T (I - H_i) y_i}{N - p - 1}, \quad (3.6)$$

where $H_i$ and $y_i$ represent the hat matrix and the response vector after omission of the $i$th observation, respectively; $\sigma_i$ is the standard deviation of the $i$th residual. If $\sigma_i$ is taken as its estimation, $\hat{\sigma}_i = s_{-i} \sqrt{1 - h_{ii}}$, then the test statistic in Eqn. (3.4) may be written as

$$F_i = \frac{\hat{\epsilon}_i^2}{s_{-i}^2 (1 - h_{ii})} = (r_i^*)^2 \quad (i = 1, 2, ..., N), \quad (3.7)$$

where $r_i^*$ is called the $i$th externally Studentized residuals $[46]$. Furthermore, the non-centrality parameter approaches zero as $h_{ii}$ increases. Therefore, the detection of outliers becomes difficult if the $i$th leverage $h_{ii}$ is large $[46]$.

### 3.3 Alternative Approach for Mean-Shift Outlier Model with Tikhonov Regularization and Conic Quadratic Programming

As we mentioned, the goal of robust regression is to provide resistant (stable) results in the presence of outliers, limiting the influence of outliers on the parameter estimates. For this reason, the Tikhonov Regularization $[3]$ method is considered and applied by us for MSOM. Tikhonov Regularization belongs to the most commonly used methods for making ill-posed problems well-posed (regular or stable) as we mentioned before in Section 2.2 $[3, 9]$. There are different types of basic formulation for the Tikhonov Regularization problems, all of which are represented as minimization problems. In
this section, a Tikhonov Regularization problem is constructed for the MSOM, and it is solved by using CQP \([7]\); this problem will be called \textit{Conic Mean-Shift Outlier Model (CMSOM)}. For CMSOM, we try to construct minimization problems mentioned by the Tikhonov Regularization for the MSOM. Let us assume that \(m\) observations \(y_i\), where \(m < N\), deviate systematically from the corresponding model \(y_i = x_i^T \beta + \epsilon_i\) by \(\delta_i\), as detected by one of the direct methods such as the Hadi and Simonoff \([18]\) test statistic \(F_i\) given by Eqn. (3.4), Cook’s distance \([11]\) or Studentized residuals \([11]\). That is, \(m\) observations are outliers. Then, MSOM takes the form of the following linear system

\[
y = X\beta + E\delta + \epsilon,
\]

where \(X\) is a full rank \((N \times (p + 1))\)-matrix of independent (or explanatory) variables, \(E\) is an \((N \times m)\)-matrix with \(m\) indicator vectors, and \(\delta\) is an \((m \times 1)\)-vector of the regression coefficients of the indicator vector. In fact, MSOM can be stated as

\[
y = X^*\beta^* + \epsilon,
\]

where \(X^* = (X \mid E)\) is a block-structured \((N \times (p + 1 + m))\)-matrix constructed by the matrices \(X\) and \(E\), and \(\beta^* = (\beta^T, \delta^T)^T\) is an \(((p + 1 + m) \times 1)\)-vector, constructed by the vectors \(\beta\) and \(\delta\). Under the discrepancy principle \([9]\), the Tikhonov Regularization problems for the regression model (3.8) can be written as

\[
\text{minimize}_{\beta^*} \quad \|y - X^*\beta^*\|_2^2 + \lambda \|L\beta^*\|_2^2.
\]

Here, \(\lambda\) can be considered as a penalty parameter. This parameter establishes the trade-off between both accuracy, i.e., a small RSS, and not too high complexity. The regularization matrix, \(L\), is a diagonal \(((p + m + 1) \times (p + m + 1))\)-matrix to represent the discrete differential operators of zeroth-, first- and second-order derivatives, filling up with rows \(0^T\) if needed. In this section, \(L\) is specified as an identity matrix.

The Tikhonov Regularization problem in Eqn. (3.10) can be addressed through CQP. Based on an appropriate choice of a bound \(\tilde{M}\), the following optimization problem can be stated:

\[
\text{minimize}_{t, \beta^*} \quad t, \\
\text{subject to} \quad \|y - X^*\beta^*\|_2 \leq t, \\
\quad \|L\beta^*\|_2 \leq \sqrt{\tilde{M}}.
\]

Note that through the thesis, \(\tilde{M}\), the bound of the our optimization problem, is selected by a trial and error approach.
3.4 Improvements on Conic Mean-Shift Outlier Model with Conic Multivariate Adaptive Regression Splines

There are several well-known advantages of CMARS over traditional LM. One major drawback of LM is that in spite of all corrective measures applied, in some cases the constant error variance assumption may not be validated. In such a case, the theory underlying LM fails, and it does not provide the best linear and unbiased estimators for the model parameters anymore. For such data sets, CMARS is known to provide better predictions powerfully and clearly, according to the different comparison criteria [65].

If there are linear relationships between the variables of the given data set, CMARS method performs as good as LM does [72]. However, for high-dimensional data sets with a large number of predictors which exhibit nonlinear (complex) relationships, the complex structure of the data may prevent LM from developing valid and adequate statistical models. For these kind of prediction problems, there is numerical evidence that CMARS method provides even a better fit than traditional LM [72].

Finally, traditional regression models require certain distributional assumptions to be validated as well as a fixed structure for the parametric form. Thus these models need human expertise in their use and it may take a longer time to construct parametric models. In certain cases, we may even fail to develop LM models. On the other hand, CMARS models are developed “automatically,” especially, adaptively requiring less human intervention. In addition, for complex data sets, the prediction algorithm should not adapt a parametric form prior to modeling but rather should explore the inherent structure of the data set to propose a nonparametric form. Thus, for the outlier detection problem, CMARS is employed as a novel and an effective tool.

The following model is constructed to remove the deficiency of CMSOM:

\[
Y = \theta_0 + \sum_{m=1}^{M_{\text{max}}} \theta_m \psi_m(X^m) + \Delta \delta + \epsilon. \tag{3.12}
\]

Here, \( \psi_m \) (\( m = 1, 2, ..., M_{\text{max}} \)) are basis functions taken from a set of \( M_{\text{max}} \) linearly independent basis elements, \( \theta_m \) are the unknown coefficients for the \( m \)th basis function (\( m = 1, 2, ..., M_{\text{max}} \)) or for the constant 1 (\( m = 0 \)). A special advantage of the basis function is lying in its ability to estimate the contributions of the basis functions so that both the additive and the interactive effects of the predictors are allowed to determine the dependent response variable. It should be noted that from now on we use the bar, (\( \bar{\cdot} \)), on top of the data in order to distinguish them from both estimations and generic variables. Thus, the model with data inserted is leading to the following linear system:

\[
y = \psi(\bar{d}_i) \theta + E \delta + \epsilon, \tag{3.13}
\]

where \( \psi(\bar{d}_i) := (1, \psi_1(\bar{x}_i^1), ..., \psi_{M_{\text{max}}}(\bar{x}_i^{M_{\text{max}}}))^T \), \( \theta := (\theta_0, \theta_1, ..., \theta_{M_{\text{max}}})^T \) with the point \( \bar{d}_i := (\bar{x}_i^1, \bar{x}_i^2, ..., \bar{x}_i^M, \bar{x}_i^{M+1}, ..., \bar{x}_i^{M_{\text{max}}})^T \) in the argument.
Now, our MSOM with CMARS (CMARS-MSOM) can be stated as

\[ y = X^* \beta^* + \epsilon, \]  

(3.14)

where \( X^* = (\psi (d_i) | E) \) is a block-structured \((N \times (M_{\text{max}} + m + 1))\)-matrix formed by the matrices \( X \) and \( E \), and \( \beta^* = (\theta^T, \delta^T)^T \) is an \(((M_{\text{max}} + m + 1) \times 1)\)-vector constructed by the vectors \( \beta \) and \( \delta \).

Moreover, \( \theta \) is an \(((M_{\text{max}} + 1) \times 1)\)-parameter vector to be estimated through the data points. One of the components of the high-dimensional matrix, \( L^* = (R | L) \), is \( R \) which is an \(((M_{\text{max}} + 1) \times (M_{\text{max}} + 1))\)-matrix formed by integrals of squared first- or second-order derivatives of the basis functions of CMARS. Now, our PRRS problem turns to a classical Tikhonov Regularization problem with penalty parameter, \( \lambda \), as follows \([59, 70]\):

\[
\text{minimize}_{\beta^*} \| y - X^* \beta^* \|_2 + \lambda \| L^* \beta^* \|_2.
\]

(3.15)

Now, we equivalently write our optimization problem as follows:

\[
\text{minimize}_{t, \beta^*} t,
\quad \text{subject to} \quad \| y - X^* \beta^* \|_2 \leq t,
\quad \| L^* \beta^* \|_2 \leq \sqrt{\tilde{M}}.
\]

(3.16)

To write the optimality conditions for this problem, we first reformulate the problem of Eqn. (3.16) as follows:

\[
\text{minimize}_{t, \beta^*} t,
\quad \text{such that}
\]

\[
\chi := \begin{pmatrix} 0_{N \times 1} & X^* \\ 1 & 0_{(M_{\text{max}} + m + 1) \times 1} \end{pmatrix} + \begin{pmatrix} t \\ \beta^* \end{pmatrix} + \begin{pmatrix} -y \\ 0 \end{pmatrix},
\]

\[
\eta := \begin{pmatrix} 0_{(M_{\text{max}} + m + 1) \times 1} \\ 0_{(M_{\text{max}} + m + 1) \times 1} \end{pmatrix} \begin{pmatrix} t \\ \beta^* \end{pmatrix} + \begin{pmatrix} 0_{(M_{\text{max}} + m + 1) \times 1} \\ \sqrt{\tilde{M}} \end{pmatrix},
\]

\[
\chi \in L^{N+1}, \quad \eta \in L^{M_{\text{max}} + m + 2},
\]

where \( L^{N+1}, L^{M_{\text{max}} + m + 2} \) are the \((N + 1)\)- and \((M_{\text{max}} + m + 2)\)-dimensional Lorentz cones. A primal-dual optimal solution is \((t, \theta, \chi, \eta, \omega_1, \omega_2)\).

In this chapter, we are addressing a need for regularization and perform it in two ways and different respects:

1. We take possible outliers into account at all by mathematically modeling and then determining to what an amount we let any such data having an impact on our model, herewith also “identifying” them. This is a first way to make the

...
model “regular” with respect to the existence of outliers. We may say that by the basic settings of our model, we “reach out” to possible outliers and represent their possible character and contribution to the model by a parameter $\delta$, which has to be assessed numerically.

2. As always in this thesis, whether we are in a standard LM or in our nonlinear CMARS model, we do a regularization with the help of CQP programs which represent a Tikhonov Regularization problem that, besides of model accuracy, addresses its complexity, too. Besides through the linear system, which bases on model and data, the parameter vector of the outlier detection and assessment of item 1 is included. Now, that item of our efforts has become subordinate to the regularization of item 2 also. One may say that we even assess the basic problematic of outliers and to what an extent to take it into account via this second respect of item 2.

3.5 Numerical Performance Comparisons of LM, MSOM, CMSOM and CMARS-MSOM

In this section, the performances of four approaches (LM, MSOM, CMSOM and CMARS-MSOM) are compared according to some general measures. Firstly, the data sets and the performance measures are described. Then, the outcomes of the comparison studies are presented.

3.5.1 Data Sets

To compare the performance of the LM, MSOM, CMSOM and CMARS-CMSOM, four data sets, with different sample sizes ($N$) and numbers of independent variables ($p$), are selected from regression test problems. These test problems are application taken from the industry, chemistry and computer science areas.

Data Set 1: The first data set is the delivery time data taken from Rousseeuw and Leroy [50], page 155, Table 23. In this data set, which contains 25 observations collected from the service of a vending machine, $y$ is the delivery time, $X_1$ is the number of cases that the product stocked, and $X_2$ is the distance walked by the route driver.

Data Set 2: As the second data set for comparison, the stack data set is considered. This data set is a well-known stack-loss data set presented by Brownlee [52] and was taken from SAS Customer Support. The data describe the operation of a plant for the oxidation of ammonia to nitric acid and consist of 21 4-dimensional observations. The explanatory variables for the response stack-loss ($y$) are the rate of operation ($X_1$), the cooling water inlet temperature ($X_2$), and the acid concentration ($X_3$).

Data Set 3: The third data set, a simulation data generated by using MATLAB [34], has 100 observations. To determine which methods perform better, a test problem is taken from [22]. In this problem, data are artificially created from the following model
function:

\[ f(X) = 24.55X_1 + 26.75X_2 + 39X_3 + 40.50X_4, \]

where the regressors \( X_1, X_2, X_3, \) and \( X_4 \) are assumed to have a uniform (-10, 10) distribution. To obtain the response, normally distributed noise with 0 mean is added to the model function \( f(X) \).

**Data Set 4:** The fourth data set of this chapter is the Concrete slump test data [62]. The data set includes 103 observations. There are seven input variables, which are cement, slag, fly ash, water, SP, coarse aggregate, and fine aggregate, and an output variable known as 28-day compressive strength (MPa).

### 3.5.2 Applications and Results

For these applications, a special code has been written using MATLAB for CMSOM and CMARS-MSOM. Besides, we use MATLAB while implementing LM, MSOM, CMSOM and CMARS-MSOM.

To find the potential outliers for each data set, we apply the following **outlier detection procedure**:

1. **LM is constructed to fit the data.**
2. **The fit values and ordinary residuals are computed from Step 1.**
3. **Studentized residual and Cook's distance values are calculated.**
4. **The potential outlier specified after Step 3 is removed from the data set, and Steps 1 and 2 are repeated to check for a better fit. (An observation is a potential outlier if it has larger Cook's distance and Studentized residual values.)**
5. **To find and remove the other potential outlier observations, Step 1 is repeated until all of the outlier observations are eliminated.**

After applying above procedure to all data sets, The number of potential outliers is presented in Table 3.1.

In our applications, to solve the CQP problem, MOSEK software is preferred [37]. As an upper bound of the CQP problem for CMSOM and CMARS-MSOM methods, the selected \( \tilde{M} \) values are listed in Table 3.2.

The performance of the methods LM, MSOM, CMSOM and CMARS-MSOM are calculated for all data sets, and the results are given in Table 3.3. The values of some measures such as MAE and RMSE vary with the data set studied, i.e., there are no well-defined bounds on these values of the performance measures. For others, the values close to one are the better. For Data Sets 1 and 3, CMSOM gives a slightly better performance than LM and MSOM, according to all the chosen measures. For
Table 3.1: The number of potential outliers for the given data sets.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Data Features</th>
<th># Potential Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>Name</td>
<td>N</td>
</tr>
<tr>
<td>1</td>
<td>Delivery time data</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>Stack data</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>Artificial data</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>Concrete slump test data</td>
<td>103</td>
</tr>
</tbody>
</table>

Table 3.2: The selected $\tilde{M}$ values for the applications of CMSOM and CMARS-MSOM methods on the given data sets.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{M}$ for CMSOM</td>
<td>35</td>
<td>69</td>
<td>101</td>
<td>98</td>
</tr>
<tr>
<td>$\tilde{M}$ for CMARS-MSOM</td>
<td>84</td>
<td>76</td>
<td>112</td>
<td>100</td>
</tr>
</tbody>
</table>

the other data sets, CMSOM and MSOM produce the same performance with respect to all the performance measures. When considering outliers, the results for LM show a weak or inferior performance compared to CMSOM and MSOM. Besides, with the advantages of CMARS method, CMARS-MSOM performs better than the other models. Since CMARS works effectively for high-dimensional and nonlinear data sets, CMARS-MSOM is successfully applied to more complex data sets containing outlier observations.

### 3.6 Concluding Remarks

This chapter provides a new contribution to the challenges of the mean-shift outlier regression problem by enabling the accessibility and usability of modern methods of continuous optimization and data mining. Herewith, a bridge has been offered between statistical learning, inverse problems and the strong tools prepared for well-structured convex optimization problems [61].

This chapter on the detection and following treatment of outliers benefits from prior data and, hence, model regularization, which we achieve with the help of CQP. Furthermore, the handling of outliers itself can be regarded as an extension of this process of regularization. Both are measurements oriented in the same direction of “smoothening” the data via a model that represents core information and they are orchestrated in this chapter.

In the field of the stochastic process of financial mathematics, there is a particular case of an outlier, which is called a spike [25]. As time proceeds, it can be regarded as a double jump, i.e., a jump up or down followed by a jump down or up, respectively.
Table 3.3: Performance results of the methods LM, MSOM, CMSOM and CMARS-MSOM for the data sets studied.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Models</th>
<th>MAE</th>
<th>RMSE</th>
<th>R²</th>
<th>Adj-R²</th>
<th>PWI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LM</td>
<td>2.2867</td>
<td>3.3367</td>
<td>0.9596</td>
<td>0.9538</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>MSOM</td>
<td>1.6654</td>
<td>2.5473</td>
<td>0.9787</td>
<td>0.9743</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMSOM</td>
<td>1.6589</td>
<td>2.4826</td>
<td>0.9787</td>
<td>0.9755</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMARS-MSOM</td>
<td>*1.2634</td>
<td>*2.2048</td>
<td>*0.9890</td>
<td>*0.9798</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>LM</td>
<td>2.3974</td>
<td>3.2846</td>
<td>0.9114</td>
<td>0.8957</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>MSOM</td>
<td>0.7383</td>
<td>1.2735</td>
<td>0.9898</td>
<td>0.9843</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMSOM</td>
<td>0.7383</td>
<td>1.2735</td>
<td>0.9898</td>
<td>0.9843</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMARS-MSOM</td>
<td>*0.5603</td>
<td>*1.2722</td>
<td>*0.9929</td>
<td>*0.9843</td>
<td>1.0000</td>
</tr>
<tr>
<td>3</td>
<td>LM</td>
<td>30.8827</td>
<td>39.6762</td>
<td>0.9901</td>
<td>0.9897</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>MSOM</td>
<td>29.8022</td>
<td>37.7668</td>
<td>0.9914</td>
<td>0.9907</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMSOM</td>
<td>27.6567</td>
<td>*35.5002</td>
<td>0.9924</td>
<td>0.9920</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMARS-MSOM</td>
<td>*27.3291</td>
<td>35.6751</td>
<td>*0.9926</td>
<td>*0.9916</td>
<td>1.0000</td>
</tr>
<tr>
<td>4</td>
<td>LM</td>
<td>1.8938</td>
<td>2.6087</td>
<td>0.8969</td>
<td>0.8892</td>
<td>0.9903</td>
</tr>
<tr>
<td></td>
<td>MSOM</td>
<td>1.5020</td>
<td>2.1310</td>
<td>0.9348</td>
<td>0.9261</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMSOM</td>
<td>1.5020</td>
<td>2.1310</td>
<td>0.9348</td>
<td>0.9261</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>CMARS-MSOM</td>
<td>*0.6906</td>
<td>*0.91818</td>
<td>*0.9882</td>
<td>*0.9868</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

* indicates better performance

Here, the second jump can be regarded as a type of (maybe partial) “withdrawal” of the first jump, which explains the outlier property of the spike. On the other hand, in different areas of technology, such as electrical engineering and mechanical engineering, an outlier can have an infinite response value as a Dirac delta (impulse) function. Then, it is an “infinite outlier” or “infinite (double) jump,” and through infiniteness, it becomes very essential and can be employed systematically [3].
4.1 Introduction

Financial processes as well as processes in nature and technology are subject to random effects and noise. Generally, these time-dependent processes are characterized by their large number and by a high frequency. Describing high-frequency financial observations is a challenging issue because of the discretely discontinuous piecewise constant structures of their large data sets [26]. Thus, any related mathematical model for such given observations has to be constructed with a careful learning process since it faces a high sensitivity with respect to the slightest perturbations, as well as non-smoothness of the data. Such a mathematical model serves as the basis of prediction for the future [57].

Stochastic Differential Equations (SDEs) turn out to be an increasingly common tool for the representation of natural processes, and they play an important role to model the physical phenomena whose dynamics are affected by random noise [31]. In fact, these equations find application in many fields such as physics, biology, engineering, medicine, telecommunication and, in particular, finance. SDEs, however, are often hard to represent and to resolve because they involve unknown parameters or model functions non-linearly, which need to be estimated from observations of the process [43].

Several approaches have been developed for parameter estimation of SDEs. Generally, these are difficult and sometimes impossible to apply because of the assumptions that have to be provided [8]. Therefore, we deal with this challenge by expressing SDEs with their parameters in a simplified manner of approximation with our CMARS method.

As already stated in Chapter 1, CMARS is one of the nonparametric approaches that make no specific assumptions to estimate the components of SDEs on some given stochastic process. Real-world processes from the financial sector or from nature are often characterized by their huge quantity and variations [13]. CMARS is able to model such data by using the advantages of recent developments in optimization the-
ory, numerical mathematics, computer software and hardware. The fundamental objective of our study is to propose CMARS as an identification tool for SDEs and to test this method on different kinds of stochastic processes without any assumptions \[65, 70\]. In this chapter, the stochastic processes could be price, logarithmic price, volatility, interest rate, wealth processes, etc. For studies in financial mathematics where our work could contribute as a tool or module, the references can be given as examples \[13, 26, 31\].

This chapter is organized as follows. In Section 4.2, a brief introduction to one-dimensional SDEs is given. Section 4.3 represents the proposed methodology for the parameter estimation of one-dimensional SDEs. In Section 4.4, some information on the problem of parameter estimation of multi-dimensional SDEs is presented. An introduction to multi-dimensional SDEs and the proposed methodology for parameter estimation of multi-dimensional SDEs are given in Section 4.5. In Section 4.6, correlated systems of SDEs are considered and analyzed.

4.2 One-dimensional Stochastic Differential Equations

Dynamical processes in nature, technology and economy are usually modeled by means of a deterministic differential equation such as ordinal differential equation (ODE), partial differential equation (PDE), impulsive differential equation (IDE), or delay differential equation (DDE). Consider an ODE with initial vector \( x_0 \in \mathbb{R} \):

\[
\dot{x}(t) = \left( := \frac{d}{dt}x(t) \right) = a(x, t), \quad x(t_0) = x_0.
\]

where \( a(t, x(t)) \) and \( b(t, x(t)) \) characterize the drift and diffusion terms, respectively. These terms satisfy the conditions to guarantee existence and uniqueness of unknown
process \((X_t)_{t \geq 0}\) on a certain interval, given values \(X_0\) and \(X_T\), respectively. Finally, \((W_t)_{t \geq 0}\) denotes a Wiener process at time \(t\).

A **Wiener process** is a continuous-time stochastic process that fulfills the following three properties \[2\]:

- \(W_0 = 0\) and \(E[W_t] = 0\) for all \(t \geq 0\).
- \(W_t - W_s\) is \(N(0, t - s)\) for all \(0 \leq s \leq t\).
- Given any finitely many times \(0 < t_1 < t_2 < \ldots < t_N\), the random variables (increments) \(W_{t_1}, W_{t_2} - W_{t_1}, \ldots, W_{t_N} - W_{t_{N-1}}\) are independent.

From the Central Limit Theorem we learn that a Wiener process is a continuous and centered Gaussian process with the following conditions \[43\]:

\[
E(W_t) = 0, \quad E(W_t^2) = \text{Var}(W_t) = t \quad \text{for any time} \quad t \geq 0.
\]

Even over a small time interval, a Wiener process has an oscillating behavior of so-called **infinite variation**. Therefore, it is not differentiable for any time \(t \geq 0\). To obtain our approximate and, then, smoothened model, we symbolically treat the real-valued stochastic process \((W_t)_{t \geq 0}\) as if it was differentiable; this is the first approach and a widespread notation in literature. We emphasize that this notation and SDEs, in general, can be exactly defined by integral equations which are based on Itô calculus \[2, 29\].

### 4.3 Parameter Identification of One-dimensional Stochastic Differential Equations with Conic Multivariate Adaptive Regression Splines

Estimation of the parameters of SDEs is very important in practice because in many applications, such as modeling the behavior of stock prices, the deterministic components in the dynamics is hard to represent \[8\]. The method which we adopt to estimate the drift and diffusion terms of SDEs is based on both discretization of the SDEs and our CMARS method. Since the realizations of the unknown \(x_t = X_t(\omega)\) \((\omega \in \Omega)\) are not known exactly, we want to numerically approximate the time-discretized version of it and, hence, the time-continuous version, by this approach. In the following, we may suppress \(\omega\) often for the sake of convenience.

#### 4.3.1 Discretization of One-dimensional Stochastic Differential Equations

Simulation methods for SDEs are usually based on discrete approximations of the continuous-time solution curves. There are many discretization schemes for SDEs
such as Euler and Runge-Kutta discretization. Some of the discretization methods have a strong-order convergence. Although one of the most widely applied schemes of approximation is the Euler method which is also used to generate solutions to ordinary differential equations, we choose the Milstein scheme which employs Itô’s Lemma to increase the accuracy of the approximation by adding a second-order term [29]. In this section, we consider one-dimensional real valued stochastic process, \( X_t \). In the one-dimensional case, we represent the Milstein approximation of the unknown values \( x_i := X_{t_i} \) at any increasing times \( t_i \geq 0 \), in short: \( \hat{x}_i \) \((i = 1, 2, \ldots, N)\), as follows [77]:

\[
\hat{x}_{i+1} = \hat{x}_i + a(\hat{x}_i, t_i)\Delta t_i + b(\hat{x}_i, t_i)\Delta \hat{w}_i + \frac{1}{2}b(\hat{x}_i, t_i)b_x(\hat{x}_i, t_i)\left((\Delta \hat{w}_i)^2 - (t_{i+1} - t_i)^2\right).
\]

Here, \( b_x \) is the partial derivative of \( b(\hat{x}_i, t_i) \) with respect to \( x \) and \( \hat{w}_i \) stands for an estimation of \( W_{t_i} \). As soon as we refer to sometimes \( \hat{t}_i \), we may denote \( W_{t_i} \) by \( \hat{W}_i \). We write \( \hat{W}_i \) in order to denote real-valued specifications in the context of random numbers drawn and data referred to. If we particularly address the finitely many given data points \((\hat{x}_i, \hat{t}_i)\), where \( 0 \leq \hat{t}_1 < \hat{t}_2 < \ldots < \hat{t}_i < \hat{t}_{i+1} < \ldots < \hat{t}_N \) are sampling times, we obtain a more symbolic form:

\[
\bar{y}_i = a(\bar{x}_i, \bar{t}_i) + b(\bar{x}_i, \bar{t}_i)\frac{\Delta \bar{w}_i}{\bar{h}_i} + \frac{1}{2}b(\bar{x}_i, \bar{t}_i)b_x(\bar{x}_i, \bar{t}_i)\left(\left(\frac{\Delta \bar{w}_i}{\bar{h}_i}\right)^2 - 1\right) \quad (i = 1, 2, \ldots, N),
\]

where the value \( \bar{y}_i \) represents the difference quotients raised on the \( i \)th data values \( \bar{x}_i \) \((i = 1, 2, \ldots, N)\) and on step lengths \( \Delta \bar{t}_i := \bar{h}_i = \bar{t}_{i+1} - \bar{t}_i \) between neighbouring sampling times:

\[
\bar{y}_i = \begin{cases} (1/\bar{h}_i)\cdot(\bar{x}_{i+1} - \bar{x}_i), & \text{if } i = 1, 2, \ldots, N - 1, \\ (1/\bar{h}_N)\cdot(\bar{x}_N - \bar{x}_{N-1}), & \text{if } i = N. \end{cases}
\]

However, Eqn. \((4.2)\) cannot be expected to hold in an exact sense, since it includes real data, affected by uncertainty; therefore, we satisfy them best in an approximate sense that refers to a minimal value of RSS, which is also called Least Squares of Errors. For the ease of exposition, the symbol, \( \approx \), is used instead of the approximation symbol \( \sim \).

Since \( \hat{W}_t \sim N(0, t) \), the increments \( \Delta \hat{W}_t \) are independent on non-overlapping intervals and, moreover, \( \text{Var}(\Delta \hat{W}_t) = \Delta \hat{t}_i \). Therefore, the increments having normal distribution can be simulated with the help of standard normal distributed random numbers \( Z_i \). Herewith, we obtain a discrete model for a Wiener process [29]:

\[
\Delta \hat{W}_t = Z_i \sqrt{\Delta \hat{t}_i}, \quad Z_i \sim N(0, 1).
\]

\[4.3\]
If we insert Eqn. (4.3) into our Milstein approximation and draw random numbers \( \bar{z}_i \) of \( Z_i \) (by a pseudo random number generator) \([56, 77]\), we receive the following form:

\[
\bar{y}_i = a(\bar{x}_i, \bar{t}_i) + b(\bar{x}_i, \bar{t}_i) \frac{\bar{z}_i}{\sqrt{h_i}} + \frac{1}{2} b(\bar{x}_i, \bar{t}_i) b_x(\bar{x}_i, \bar{t}_i) \left( \bar{z}_i^2 - 1 \right), \tag{4.4}
\]

which we abbreviate by

\[
\bar{y}_i = \bar{G}_i + \bar{H}_i c_i + \left( \bar{H}_i' \bar{H}_i \right) d_i. \tag{4.5}
\]

Here, \( c_i := \bar{z}_i / \sqrt{h_i}, \quad d_i := (1/2) \cdot (\bar{z}_i^2 - 1), \quad \bar{G}_i := a(\bar{x}_i, \bar{t}_i) \) and \( \bar{H}_i := b(\bar{x}_i, \bar{t}_i) \) \((i = 1, 2, \ldots, N)\). In view of the large number of functions, parameters and variables implied by us, as a small abuse of notation, here we exceptionally use capital letters for real-valued functions and for real numbers. For simplicity, we use prime “(·)” to denote the partial derivative with respect to the variable \( x \) \([56]\).

### 4.3.2 Construction of the Minimization Problem for the Parameter Estimation of One-dimensional Stochastic Differential Equations

To determine the unknown values of \( \bar{G}_i \) and \( \bar{H}_i \), we consider the following minimization problem:

\[
\min_{\theta} \sum_{i=1}^{N} \left( \bar{y}_i - \left( \bar{G}_i + \bar{H}_i c_i + \left( \bar{H}_i' \bar{H}_i \right) d_i \right) \right)^2,
\]

where the vector \( \theta \) comprises all the parameters in the Milstein approximation. We point out that also vector-valued processes can be studied, referring to sums of terms in the squared Euclidean norm \( \| \cdot \|_2^2 \).

This optimization problem could be solved with classical Gaussian least-squares estimation. However, the data underlying our stochastic process, especially, in the financial sector, have a high variation and oscillation. Therefore, a parameter estimation method has to be used which will take into account this high variation and will give a smoother approximation of the data \([56]\).

### 4.3.3 Parameter Estimation of One-dimensional Stochastic Differential Equations using Conic Multivariate Adaptive Regression Splines

Spline approximation is very flexible, because it is adaptive, as it is explained below. It can be regularized in order to avoid too large an oscillation of the solutions; such an oscillation might be permitted by a high-degree polynomial approximation and be based on strongly varying data, by outliers or “spikes” existing. Splines can be described as linear combinations of basis splines which are usually low-dimensional. We
will approximate the data \((\bar{x}_i, \bar{t}_i)\) “smoothly,” but we will compromise smoothness by the simplicity of certain discrete nondifferentiabilities [20]. In this chapter, we use CMARS‘ basis functions as our splines. The nondifferentiability at the knot points is a compromise for having “easy,” in fact, piecewise linear one-dimensional basis functions.

CMARS is a powerful estimation method and it approximates the data in a “smoothening” way. In this section, a special CMARS application is done in the dimension \(p = 2\). For this reason we approximate each function underlying the numbers \(\bar{G}_i := a(\bar{x}_i, \bar{t}_i)\), \(\bar{H}_i := b(\bar{x}_i, \bar{t}_i)\) and \(\bar{F}_i := \bar{H}_i \bar{H}_i\) by using the basis functions of CMARS and then introducing a regularization of the basic model. This treatment is very useful for the stability of our model in the presence of many and highly varying data [77].

The basis functions can be established in an additive way with respect to some subsets variables (coordinates), i.e., of subvectors, rather than separated variables known from Generalized Additive Models (GAMs) [57]. Referring to each such a subvector, the basis functions are multiplicative, as we shall state below. Here, it is also possible to construct \(\bar{G}_i\), \(\bar{H}_i c_i\) and \(\bar{F}_i d_i\) as products of two basis functions, respectively. These are taken from a set of linearly independent one-dimensional basis elements. The construction of \(\bar{G}_i\), \(\bar{H}_i c_i\) and \(\bar{F}_i d_i\) with CMARS’ basis functions are represented as follows:

\[
\bar{G}_i = \beta_0 + \sum_{l=1}^{d^g} \beta_l b_l(\bar{u}_{i,b}),
\]

\[
\bar{H}_i c_i = \gamma_0 + \sum_{m=1}^{d^h} \gamma_m c_m(\bar{u}_{i,c}),
\]

\[
\bar{F}_i d_i = \delta_0 + \sum_{n=1}^{d^f} \delta_n d_n(\bar{u}_{i,d}),
\]

where we use the unifying notation \(\bar{u}_{i,b}^l\), \(\bar{u}_{i,c}^m\), \(\bar{u}_{i,d}^n\) = \((\bar{x}_i, \bar{t}_i)\) \((i = 1, 2, ..., N)\), and \(d^g\), \(d^h\), \(d^f\) \(\in \mathbb{N}_0\) are suitable integers. The forms of \(b_l\), \(c_m\) and \(d_n\) in Eqn. (4.6) given by CMARS basis functions are constructed subsequently:

\[
b_l(\bar{u}_{b}^l) = \prod_{k=1}^{2} \left[s_{k_l} \cdot (\bar{u}_{n_k}^l - \tau_{n_k}^l)\right]^+, \]

\[
c_m(\bar{u}_{c}^m) = \prod_{k=1}^{2} \left[s_{k_m} \cdot (\bar{u}_{n_k}^m - \tau_{n_k}^m)\right]^+, \]

\[
d_n(\bar{u}_{d}^n) = \prod_{k=1}^{2} \left[s_{k_n} \cdot (\bar{u}_{n_k}^n - \tau_{n_k}^n)\right]^+. \]

Here, \([q]_+ = \max\{0, q\} \ (q \in \mathbb{R}\), \(\bar{u}_{n_k}^l\), \(\bar{u}_{n_k}^m\) and \(\bar{u}_{n_k}^n\) are the input variables corresponding to the \(k\)th truncated linear function in the \(l\)th, \(m\)th and \(n\)th basis functions, \(\tau_{n_k}^l\),
\( \tau_{n_k} \) and \( \tau_{n_k} \) are the knots value corresponding to the variables \( \tilde{u}_{n_k} \), \( \tilde{u}_{n_k} \) and \( \tilde{u}_{n_k} \), and \( s_{n_k} \), \( s_{n_k} \) and \( s_{n_k} \) are the selected signs +1 or −1, respectively. For this case, permitted interaction is only up to two factors [14, 65, 70].

### 4.3.3.1 Construction of the Penalized Residual Sum of Squares Problem

We construct the PRSS as a regularization procedure for Eqn. (4.5) in the following form [20]:

\[
PRSS := \sum_{i=1}^{N} (\tilde{y}_i - (\tilde{G}_i + \tilde{H}_i c_i + \tilde{F}_i d_i))^2 \\
+ \sum_{l=1}^{d^b} \lambda_l \sum_{|m|=1}^{2} \sum_{r<s \in \tilde{V}_i} \int_{Q_i} \beta_l^2 \left[ D_{r,s}^b b_l(\tilde{u}_{b}) \right]^2 d\tilde{u}_b \\
+ \sum_{m=1}^{d^c} \mu_m \sum_{|n|=1}^{2} \sum_{r<s \in \tilde{V}_m} \int_{Q_m} \gamma_m^2 \left[ D_{r,s}^c c_m(\tilde{u}_{c}) \right]^2 d\tilde{u}_c \\
+ \sum_{n=1}^{d^d} \nu_n \sum_{|m|=1}^{2} \sum_{r<s \in \tilde{V}_n} \int_{Q_n} \delta_n^2 \left[ D_{r,s}^d d_n(\tilde{u}_{d}) \right]^2 d\tilde{u}_d, \tag{4.8}
\]

where \( V_i := \{ k \} | k = 1, 2 \}, V_m := \{ k \} | k = 1, 2 \} \) and \( V_n := \{ k \} | k = 1, 2 \} \) are the variable sets associated with the \( l \)th, \( m \)th and \( n \)th basis functions \( b_l, c_m \) and \( d_n \), and \( \tilde{u}_{b}, \tilde{u}_{c} \) and \( \tilde{u}_{d} \) represent the vectors of variables which contribute to the \( l \)th, \( m \)th and \( n \)th basis functions, respectively. Furthermore, we refer to the derivative terms

\[
D_{r,s}^b b_l(\tilde{u}_{b}) := \frac{\partial |\alpha| b_l}{\partial \alpha_1 u_{r}^{l} \partial \alpha_2 u_{s}^{l}}(\tilde{u}_{b}), \\
D_{r,s}^c c_m(\tilde{u}_{c}) := \frac{\partial |\alpha| c_m}{\partial \alpha_1 u_{r}^{m} \partial \alpha_2 u_{s}^{m}}(\tilde{u}_{c}), \\
D_{r,s}^d d_n(\tilde{u}_{d}) := \frac{\partial |\alpha| d_n}{\partial \alpha_1 u_{r}^{d} \partial \alpha_2 u_{s}^{d}}(\tilde{u}_{d}), \tag{4.9}
\]

where \( \alpha = (\alpha_1, \alpha_2)^T \), \( |\alpha| := \alpha_1 + \alpha_2 \), and \( \alpha_1, \alpha_2 \in \{0, 1\} \). Indeed, we note that in any case where \( \alpha_1 = 2 \), the derivatives \( D_{r,s}^b b_l(\tilde{u}_{b}), D_{r,s}^c c_m(\tilde{u}_{c}) \) and \( D_{r,s}^d d_n(\tilde{u}_{d}) \) vanish, and by referring to \( r < s \), we have applied Schwarz’s Theorem [70].

Our optimization problem in Eqn. (4.8) is based on the trade-off between accuracy, i.e., a small RSS, and a reduced complexity. This trade-off is established via penalty parameters \( \lambda_l, \mu_m, \nu_n \geq 0 \). Large values of \( \lambda_l, \mu_m \) and \( \nu_n \) yield smoother curves and smaller ones result in more fluctuation. In this section, we approach that trade-off by a penalty approach, such as regularization techniques, and we conduct it through CQP.
When we use our multiplicative-additive form based on our multiplicative-basis splines for each model function, then the first part of the PRSS becomes

\[
\sum_{i=1}^{N} (\bar{y}_i - (\bar{G}_i + H_i c_i + F_i d_i))^2 = \\
\sum_{i=1}^{N} \left( \bar{y}_i - \left( \beta_0 + \sum_{l=1}^{d^g} \beta_l b_l(\bar{u}_{i,b}) + \gamma_0 + \sum_{m=1}^{d^h} \gamma_m c_m(\bar{u}_{i,c}) + \delta_0 + \sum_{n=1}^{d^l} \delta_n d_n(\bar{u}_{i,d}) \right) \right)^2.
\]

For the sake of convenience, we introduce the following matrix notation:

\[
\beta_0 + \sum_{l=1}^{d^g} \beta_l b_l(\bar{u}_{i,b}) + \gamma_0 + \sum_{m=1}^{d^h} \gamma_m c_m(\bar{u}_{i,c}) + \delta_0 + \sum_{n=1}^{d^l} \delta_n d_n(\bar{u}_{i,d}) = \bar{A}_i \theta,
\]

with \(\bar{A}_i := (b_1, c_1, d_1)\), where \(b_1 := (1, b_1(\bar{u}_{i,b}^1), b_2(\bar{u}_{i,b}^1), \ldots, b_{d^g}(\bar{u}_{i,b}^1))\), \(c_1 := (1, c_1(\bar{u}_{i,c}^1), c_2(\bar{u}_{i,c}^1), \ldots, c_{d^h}(\bar{u}_{i,c}^1))\), \(d_1 := (1, d_1(\bar{u}_{i,d}^1), d_2(\bar{u}_{i,d}^1), \ldots, d_{d^l}(\bar{u}_{i,d}^1))\), and \(\theta := (\beta^T, \gamma^T, \delta^T)^T\), where \(\beta := (\beta_0, \beta_1, \beta_2, \ldots, \beta_{d^g})^T\), \(\gamma := (\gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_{d^h})^T\), \(\delta := (\delta_0, \delta_1, \delta_2, \ldots, \delta_{d^l})^T\).

Then, firstly, we obtain the residual sum of squares as the squared length of the difference vector between \(\bar{y}\) and \(\bar{A}_\theta\), where the matrix \(\bar{A} = \left(\bar{A}_1^T, \bar{A}_2^T, \ldots, \bar{A}_n^T\right)^T\) contains the row vectors \(\bar{A}_i\), and the vector of difference quotients, \(\bar{\gamma} = (\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_N)^T\), represents the change rates of the given data \([65, 77]\):

\[
\sum_{i=1}^{N} (\bar{y}_i - \bar{A}_\theta)^2 = \|\bar{\gamma} - \bar{A}\theta\|^2.
\]

Secondly, we obtain a discretized form of each integration term in Eqn. (4.8) by using Riemann sums. To approximate the multi-dimensional integrals, subsequently, the discretizations and model approximations are carefully prepared and refined. In a canonical way, the input data generate a subdivision of any sufficiently large parallelepiped \(Q^l, Q^m, Q^n\) which contain all data points as elements. Let \(Q^l, Q^m, Q^n\) be a parallelepipeds which encompass all our input data; we represent them by

\[
Q^l = \prod_{k=1}^{2} Q^l_k, \quad Q^m = \prod_{k=1}^{2} Q^m_k, \quad Q^n = \prod_{k=1}^{2} Q^n_k,
\]

where \(Q^l_k = [a^l_k, b^l_k]\) and \(a^l_k \leq u_{i,k} \leq b^l_k (k = 1, 2; i = 1, 2, \ldots, N; \chi = l, m, n)\). Without loss of generality, for all \(k\) we may reorder the coordinates of the input data points: \(u_{i,k} \leq \bar{u}_{1,k} \leq \cdots \leq \bar{u}_{N,k}\), where \(l^\sigma_k = 1, 2, \ldots, N (k = 1, 2; \sigma = 1, 2, \ldots, N)\), and \(u_{i,k}^{l^\sigma_k}\), the \(k\)th component of \(u_{i,k}^{l^\sigma_k}\) is the \(l^\sigma_k\)th input vector after reordering. Without
loss of generality we can assume \( \bar{u}_{l,k} \neq \bar{u}_{l,k} \) for all \( \sigma, \varphi = 1, 2, \ldots, N \), with \( \sigma \neq \varphi \); i.e., \( \bar{u}_{l,k} < \bar{u}_{l,k} < \ldots, \bar{u}_{l,k} \). Indeed, whenever “\( = \)” is attained for some coordinate, we obtained subparallel pipes of a lower dimension and its approximation, i.e., zero sets within the following integration process. Now, let us denote

\[
\bar{u}_{l,k} = a_k^x, \quad l_0 = 0, \quad \text{and} \quad \bar{u}_{l,k+1} = b_k^x, \quad l_{N+1} = N + 1.
\]

In order to increase the readability of the following formulas, we make a small simplification without loss of generality. Therefore, we assume \( l_k = l_\sigma \) \( (k = 1, 2) \). Otherwise, we could just replace the index (or discrete parameter) \( l_\sigma \) by a \( k \)-depending, i.e., feature-depending, one \( l_\sigma \). Now, we can represent \( Q_k^X \) as

\[
Q_k^X = \bigcup_{\sigma^k=0}^{N} \prod_{k=1}^{2} [\bar{u}_{l,k}, b_{l,k+1}^x] \quad (k = 1, 2; \ x = l, m, n).
\]

The notation, the subdivision and the approximation presented above are done for all functions \( [D_{r,s}^\alpha b_i(\bar{u}_b^x)]^2 \), \( [D_{r,s}^\alpha c_m(\bar{u}_b^m)]^2 \) and \( [D_{r,s}^\alpha d_n(\bar{u}_b^d)]^2 \), with the corresponding variables and lower dimensions of \( \bar{u}_b^x \), \( \bar{u}_b^m \) and \( \bar{u}_b^d \) also. Then, if we apply this idea to our case, we discretize and represent each integration by the squared length of a vector after Riemann sum discretization as follows \([65, 70]\):

\[
\int_{Q^l_1} \beta_l^2 \left[ D_{r,s}^\alpha b_i(\bar{u}_b^x) \right]^2 d\bar{u}_b^i \approx \sum_{\alpha=1}^{(N+1)^2} \sum_{r<s}^{2} \sum_{r<s}^{2} \beta_l^2 \left[ D_{r,s}^\alpha b_i(\bar{u}_b^x) \right]^2 \Delta \bar{u}_i^l,
b = \sum_{\alpha=1}^{(N+1)^2} (\bar{L}^b_i)^2 \beta_l^2 = \| \bar{L}^b_i \beta_l \|_2^2,
\]

where

\[
\bar{L}^b_i = \left[ \left( \sum_{\alpha=1}^{2} \sum_{r<s}^{2} \beta_l^2 \left[ D_{r,s}^\alpha b_i(\bar{u}_b^x) \right]^2 \right) \Delta \bar{u}_i^l \right]^{1/2}
\]

with \( \bar{u}_i^l = (\bar{u}_{l}^{\sigma_1^{(1)}, \sigma_2^{(1)}}, \ldots, \bar{u}_{l}^{\sigma_1^{(k), \sigma_2^{(k)}}}) \), \( \Delta \bar{u}_i^l = \prod_{k=1}^{2} [\bar{u}_{l}^{\sigma_1^{(k+1)}, \sigma_2^{(k)}} - \bar{u}_{l}^{\sigma_1^{(k)}, \sigma_2^{(k)}}] \) and with the sequence \((\sigma_{1^j})_{j \in \{1, 2\}} \in \{0, 1, 2, \ldots, N + 1\}^2\).

The same process is applied for the following multi-dimensional integrals:

\[
\int_{Q^m_1} \gamma_m^2 \left[ D_{r,s}^\alpha c_m(\bar{u}_b^m) \right]^2 d\bar{u}_b^m \approx \sum_{i=1}^{(N+1)^2} (\bar{L}^c_i)^2 \gamma_m^2 = \| \bar{L}^c_i \gamma_m \|_2^2,
\]

\[
\int_{Q^d_1} \delta_n^2 \left[ D_{r,s}^\alpha d_n(\bar{u}_b^d) \right]^2 d\bar{u}_b^d \approx \sum_{i=1}^{(N+1)^2} (\bar{L}^d_i)^2 \delta_n^2 = \| \bar{L}^d_i \delta_n \|_2^2.
\]
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Here, we refer to where \( \hat{u}_i \). For a short representation, we can rewrite the approximate relation in Eqn. (4.8) as

\[
\bar{L}_{im} = \left[ \sum_{|a|=1}^{2} \sum_{r<s}^{V_m} \gamma_m^2 [D_{r,s}^a c_m(\hat{u}_i^m)]^2 \right]^{1/2} \Delta \hat{u}_i^m, \\
\bar{L}_{in} = \left[ \sum_{|a|=1}^{2} \sum_{r<s}^{V_m} \delta_n^2 [D_{r,s}^a d_n(\hat{u}_i^n)]^2 \right]^{1/2} \Delta \hat{u}_i^n,
\]

where \( \hat{u}_i^m = (\bar{u}_{\sigma^{-1}_k,1,\kappa}, \ldots, \bar{u}_{\sigma^{-1}_k, n,d}) \) and \( \Delta \hat{u}_i^m = \prod_{k=1}^{2} [\bar{u}_{\sigma^{-1}_k,1,\kappa} - \bar{u}_{\sigma^{-1}_k, n,d}] \); \( \hat{u}_i^n = (\bar{u}_{\sigma^{-1}_k,1,\kappa}, \ldots, \bar{u}_{\sigma^{-1}_k, n,d}) \) and \( \Delta \hat{u}_i^n = \prod_{k=1}^{2} [\bar{u}_{\sigma^{-1}_k,1,\kappa} - \bar{u}_{\sigma^{-1}_k, n,d}] \) [65, 70].

For a short representation, we can rewrite the approximate relation in Eqn. (4.8) as

\[
PRSS \approx \| \bar{y} - \bar{A}\theta \|^2_2 + \sum_{l=1}^{d^b} \lambda_l \| \bar{L}_l \|^2_2 + \sum_{m=1}^{d^c} \mu_m \| \bar{L}_m \|^2_2 + \sum_{n=1}^{d^d} \nu_n \| \bar{L}_n \|^2_2, \tag{4.10}
\]

for \( \bar{L}_l := (\bar{L}_{1l}, \bar{L}_{2l}, \ldots, \bar{L}_{(N^2+1)^2l})^T \) \( (l = 1, 2, \ldots, d^b) \), \( \bar{L}_m := (\bar{L}_{1m}, \bar{L}_{2m}, \ldots, \bar{L}_{(N+1)^2m})^T \) \( (l = 1, 2, \ldots, d^c) \). However, there is not a singleton, but an \( M_{max} = (d^b + d^c + d^c) \)-tuple of penalty (or trade-off, or smoothing) parameters: \( (\lambda_1, \lambda_2, \ldots, \lambda_{d^b}, \mu_1, \mu_2, \ldots, \mu_{d^c}, \tau_1, \tau_2, \ldots, \tau_{d^d}) \). Therefore, the minimization of PRSS is not a Tikhonov Regularization problem already as that need to have a single such multiplier. Therefore, let us make a uniform penalization by taking the same \( \lambda \) for each derivative term. Then, our approximation of PRSS can be rearranged as

\[
PRSS \approx \| \bar{y} - \bar{A}\theta \|^2_2 + \lambda \| \bar{L}\theta \|^2_2,
\]

where \( \bar{L} \) is a diagonal \( (M_{max} + 1) \times (M_{max} + 1) \)-matrix with first column \( \bar{L}_0 = 0_{(N+1)^2} \) and the further columns \( \bar{L}_b, \bar{L}_m \) and \( \bar{L}_d \), which we presented above. Moreover, \( \theta \) is an \( ((M_{max} + 1) \times 1) \)-parameter vector to be estimated through the data points. Now, finally, our PRSS problem looks as a standard Tikhonov Regularization problem [3], however with a particular regularization matrix \( \bar{L} \).

### 4.3.3.2 Construction of the Conic Quadratic Programming Problem

Not solving the Tikhonov Regularization problem, but explaining how to treat this problem by using convex optimization techniques which we suppose to become a complementary and alternative technology to the concept of Tikhonov Regularization on
inverse problems we apply the elegant framework of CQP. With the statistical learning-based choice of the bound \( \tilde{M} \) as we explained in Chapter 1, we represent the Tikhonov Regularization problem, as the following optimization program \([65, 70]\):

\[
\begin{align*}
\text{minimize} \quad & t, \\
\text{such that} \quad & \chi := \begin{bmatrix} 0_N & \tilde{A} \\ 1 & 0^{T}_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} -\tilde{y} \\ 0 \end{bmatrix}, \\
& \eta := \begin{bmatrix} 0_{M_{\text{max}}+1} & \tilde{L} \\ 0 & 0^{T}_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} 0_{M_{\text{max}}+1} \\ \sqrt{\tilde{M}} \end{bmatrix}, \\
& \chi \in L^{N+1}, \ \eta \in L^{M_{\text{max}}+2}.
\end{align*}
\]  

(4.11)

In order to state the optimality conditions, we firstly write the dual problem to the latter problem as

\[
\begin{align*}
\text{maximize} \quad & (\tilde{y}^T, 0)\omega_1 + \left(0^{T}_{M_{\text{max}}+1}, -\sqrt{\tilde{M}}\right)\omega_2, \\
\text{such that} \quad & \begin{bmatrix} 0_N & 1 \\ \tilde{A}^T & 0^{T}_{M_{\text{max}}+1} \end{bmatrix} \omega_1 + \begin{bmatrix} 0^{T}_{M_{\text{max}}+1} & 0 \\ \tilde{L}^T & 0_{M_{\text{max}}+1} \end{bmatrix} \omega_2 = \begin{bmatrix} 1 \\ 0_{M_{\text{max}}+1} \end{bmatrix}, \\
& \omega_1 \in L^{N+1}, \ \omega_2 \in L^{M_{\text{max}}+2}.
\end{align*}
\]

Furthermore, \((t, \theta, \chi, \eta, \omega_1, \omega_2)\) is a primal-dual optimal solution if and only if

\[
\begin{align*}
\chi &= \begin{bmatrix} 0_N & \tilde{A} \\ 1 & 0^{T}_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} -\tilde{y} \\ 0 \end{bmatrix}, \\
\eta &= \begin{bmatrix} 0_{M_{\text{max}}+1} & \tilde{L} \\ 0 & 0^{T}_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} 0_{M_{\text{max}}+1} \\ \sqrt{\tilde{M}} \end{bmatrix}, \\
\omega_1 &= \begin{bmatrix} 0_N & 1 \\ \tilde{A}^T & 0^{T}_{M_{\text{max}}+1} \end{bmatrix} \omega_1 + \begin{bmatrix} 0^{T}_{M_{\text{max}}+1} & 0 \\ \tilde{L}^T & 0_{M_{\text{max}}+1} \end{bmatrix} \omega_2 = \begin{bmatrix} 1 \\ 0_{M_{\text{max}}+1} \end{bmatrix}, \\
& \omega_1 \in L^{N+1}, \ \omega_2 \in L^{M_{\text{max}}+2}, \ \chi \in L^{N+1}, \ \eta \in L^{M_{\text{max}}+2}.
\end{align*}
\]

For the application parts of Chapters 4 and 5, we do not give \( \tilde{M} \) values. Let us refer to Subsection 1.1 where we explain our choice of the parameter value \( \tilde{M} \), given a concrete problem and particular data set. In the future, we aim at including \( \tilde{M} \) into the optimization problem as a further decision variable. Thus, our optimal solution will be model-free, data set dependent and heuristic parts of our methodology turn to become integrated, calculus supported approaches and techniques.
4.3.4 Applications and Results of One-dimensional Stochastic Differential Equations

In order to test our approach and its theory presented in Section 4.3, two different stochastic processes are selected from the field of finance. In applications, while CMARS’ basis functions are built by using Salford MARS, the CMARS model is constructed by running a MATLAB code [34]. To solve the CQP problem, MOSEK [37] software is preferred. At the beginning, we describe the data sets and the performance measures. Then, we present the outcomes of the proposed approach.

**Data Sets:** As a numerical example, we choose a data set of simulating equity markets of different countries. These data sets are obtained through default simulate method in the Econometrics Toolbox in MATLAB. By using this method, a single path of correlated equity index prices is simulated for Canada, France, Germany, Japan, United Kingdom (UK) and United States (US) over one calendar year, respectively. In our numerical example, we select two of these processes: the US and the UK prices. These stochastic processes include prices of 250 trading days with the initial value of 100.

Firstly, we construct our CMARS model for the whole data set of the two countries (US and UK) to show and analyze the approximation of the model. The representative set of basis functions for the drift and the diffusion terms of the stochastic processes are listed below:

$$\varphi_{US} = \{ \psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_6 \},$$

where

$$\psi_1 = \max \{ 0, x_{US} - 109.67 \}, \quad \psi_2 = \max \{ 0, x_{US} - 109.67 \},$$
$$\psi_3 = \max \{ 0, x_{US} - 115.99 \}, \quad \psi_4 = \max \{ 0, x_{US} - 107.59 \},$$
$$\psi_5 = \max \{ 0, x_{US} - 118.26 \}, \quad \psi_6 = \max \{ 0, x_{US} - 119.56 \}.$$

And

$$\varphi_{US} = \{ \psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_6, \psi_7, \psi_8, \psi_9 \},$$

where

$$\psi_1 = \max \{ 0, x_{UK} - 96.89 \}, \quad \psi_2 = \max \{ 0, x_{UK} - 96.89 \},$$
$$\psi_3 = \max \{ 0, x_{UK} - 100.97 \}, \quad \psi_4 = \max \{ 0, x_{UK} - 102.83 \},$$
$$\psi_5 = \max \{ 0, x_{UK} - 114.31 \}, \quad \psi_6 = \max \{ 0, x_{UK} - 104.88 \},$$
$$\psi_7 = \max \{ 0, x_{UK} - 108.30 \}, \quad \psi_8 = \max \{ 0, x_{UK} - 112.86 \},$$
$$\psi_9 = \max \{ 0, x_{UK} - 111.58 \}.$$

The CMARS algorithm constructs 6 basis functions for the US price; on the other hand, for the UK price it produces 9 basis functions. For both processes, each basis function is piecewise linear. Therefore, it provides convenience for interpretation and demonstration.
Figure 4.1 shows the path of the US price and the proposed approximation to this stochastic process with CMARS. The same is done for the UK price also. Figure 4.2 shows the path of the UK price and the proposed approximation to it. The approximation gives a promising result and captures the structures of both US and UK prices.

![Figure 4.1: Demonstration of proposed approximation with CMARS for US price.](image)

![Figure 4.2: Demonstration of proposed approximation with CMARS for UK price.](image)

After the models are built, comparison measures listed in Table 2.2 are calculated to show the estimation performance of CMARS method for each data set. For the stochastic processes used in this study, our approximation reveals a good performance according to these measures, as shown in Table 4.1. The smaller values of MAE and MSE indicate a strong estimation of the process parameters. On the other hand, the further measures ($R^2$, Adj-$R^2$, PWI) indicate a better performance if their values are closer to 1.0.
Table 4.1: Evaluation of proposed approximation with well-known statistical measures.

<table>
<thead>
<tr>
<th>Performance Measures</th>
<th>US Price</th>
<th>UK Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.9950</td>
<td>0.9623</td>
</tr>
<tr>
<td>Adj-$R^2$</td>
<td>0.9946</td>
<td>0.9573</td>
</tr>
<tr>
<td>MAE</td>
<td>0.3012</td>
<td>0.9018</td>
</tr>
<tr>
<td>MSE</td>
<td>0.1836</td>
<td>2.0669</td>
</tr>
<tr>
<td>PWI</td>
<td>0.9800</td>
<td>0.9720</td>
</tr>
</tbody>
</table>

4.3.5 Conclusion and Outlook for of One-dimensional Stochastic Differential Equations

Identification of SDEs plays an important role in many application areas, including biology, chemistry, epidemiology, mechanics, microelectronics, economics and, especially, finance. A fundamental problem in estimating parameters in SDEs is the structure of the stochastic processes that can be of any distributional characteristics and any nonlinear and nonconvex form of the data set.

CMARS is a data mining methodology applied by us on a problem with dynamical contents and properties: the evolvement of financial and economical characteristics in time and under stochastic uncertainty. By this, the number of data grows at each point in time (a discrete time, after the approximation that we do), where it could be responded by another “constraint” or model compartment. By this, we could close the gap in terms of degree of freedom. We really gain from the regarded data set in terms of geometry and topology, do really “get into,” or adapt to, the data and their spatial-temporal patterns, benefiting from structural characteristics of the data. In this sense, CMARS is a very good choice as in each dimension of the two input variables, we obtain a zig-zagging (piecewise linear) function, where the linear pieces mimic the data along subintervals. This adaptive approach is learning-based and “smart,” and we use modern optimization theory for this purpose.

SDEs, incorporating random effects, are computationally expensive, especially when the processes are very complex, hence, when the number of parameters to be estimated is high. Therefore, advanced regularization and optimization techniques are required. In this chapter, using CQP programs gives us the opportunity to handle such problems. In addition to benefiting from well-structured optimization, CMARS basis functions yield a higher flexibility for the estimation of the stochastic process’ parameters.

Differently from the approach by GAMs, which we used for the identification of SDEs in [67, 68], our approach by CMARS is a multiplicative one, herewith taking into account “interactions,” e.g., any kind of dependence patterns between the input dimensions of time and space, as much as it can be “learned” through our adaptive method of CMARS. In fact, while the additivity of GAMs is understood in terms of separated variables where each input dimension receives its own spline functions, in our CMARS method, the additivity is understood in the multivariate terms of subvectors,
where multiplication of one-dimensional splines goes along the indices of the subvec-
tors’ components.

Finally, our adaptive method with elementary basis splines is much more flexible than
classical models, from finance and other fields, with their few parameters at their fixed
places \[32\, 65, 71\]. Applications of our proposed approach to simulate equity markets
are successfully demonstrated. We believe that the presented approach provides an
alternative tool for the modeling of SDEs.

The next section will concentrate an extension to the general case of parameter estima-
tion in the multi-dimensional systems’ case of SDEs based on our approximation with
CMARS, in theory, methods and applications.

### 4.4 Parameter Identification of Multi-dimensional Stochastic Differential Equa-
tions with Conic Multivariate Adaptive Regression Splines

While we have addressed one-dimensional SDEs in previous sections, from now on we
focus on a numerical approximation of multi-dimensional SDEs. If a finite number of
SDEs are in the model, the multi-dimensional case should be considered. In finance,
there are some examples which include this situation, such as modeling the price evolu-
tion of multiple stocks. This arises if a decision maker wants to know the properties
of some portfolio strategy with multiple assets. Other examples are the modeling of
the evolution of interest rates, volatilities or variances. Often, these models occur in
short-rate models and in complied systems, respectively. Let us add consumption and
portfolio processes, together with wealth processes that imply both, they are addressed
in modern portfolio optimization as control and state variables, respectively \[21\, 47\].

Although numerical approximations of multi-dimensional stochastic processes and
SDEs are computationally costly problems, they are an important methodology of cop-
ing with several sources of randomness and correlation. Both systems of SDEs with
standard \(m\)-dimensional Brownian motions and systems of SDEs having correlated
Brownian motions are considered in the following section.

### 4.5 Multi-dimensional Stochastic Differential Equations

A system of SDEs is the formulation of a \(d\)-dimensional stochastic process \(X =
(X_t : t \in [0, \infty))\), also denoted by \((X_t)_{t \geq 0}\), in terms of \(d\) differential equations com-
prised:

\[
dX_t = a(X_t, t)dt + b(X_t, t)dW_t,
\]

where \(a(X_t, t)\) represents a deterministic part, \(b(X_t, t)dW_t\) is a stochastic part, and \(W_t\)
denotes an \(m\)-dimensional Brownian motion (or a Wiener process) at time \(t\). Here,
\(a : \mathbb{R}^d \times \mathbb{R}^+ \to \mathbb{R}^d\) and \(b : \mathbb{R}^d \times \mathbb{R}^+ \to \mathbb{R}^{d \times m}\) are measurable vector and matrix
functions, respectively. For the underlying probability space \((Ω, \mathbb{P}, \mathcal{F})\), e.g., equipped with a filtration \((\mathcal{F}_t)_{t \geq 0}\), we refer to \([43, 47]\).

Let us write the system of SDEs with its components (namely, \(d\) processes of state and \(m\)-dimensional Brownian motions):

\[
\begin{align*}
    dX^1_t &= a^1(X_t, t)dt + b^{11}(X_t, t)dW^1_t + \ldots + b^{1m}(X_t, t)dW^m_t, \\
    dX^2_t &= a^2(X_t, t)dt + b^{21}(X_t, t)dW^1_t + \ldots + b^{2m}(X_t, t)dW^m_t, \\
    &\vdots \\
    dX^d_t &= a^d(X_t, t)dt + b^{d1}(X_t, t)dW^1_t + \ldots + b^{dm}(X_t, t)dW^m_t.
\end{align*}
\]  

(4.13)

In Eqn. (4.13), we refer to

\[
X_t = \begin{bmatrix}
    X^1_t \\
    X^2_t \\
    \vdots \\
    X^d(t)
\end{bmatrix}, \quad a(X_t, t) = \begin{bmatrix}
    a^1(X_t, t) \\
    a^2(X_t, t) \\
    \vdots \\
    a^d(X_t, t)
\end{bmatrix}, \quad dW_t = \begin{bmatrix}
    dW^1_t \\
    dW^2_t \\
    \vdots \\
    dW^m_t
\end{bmatrix},
\]

\[
b(X_t, t) = \begin{bmatrix}
    b^{11}(X_t, t) & b^{12}(X_t, t) & \ldots & b^{1m}(X_t, t) \\
    b^{21}(X_t, t) & b^{22}(X_t, t) & \ldots & b^{2m}(X_t, t) \\
    \vdots & \vdots & & \vdots \\
    b^{d1}(X_t, t) & b^{d2}(X_t, t) & \ldots & b^{dm}(X_t, t)
\end{bmatrix}.
\]

For further details on multi-dimensional SDEs, we refer the reader to \([21, 47]\).

One of the simplest ways to discretize a multi-dimensional process of SDE is the Euler method, which approximates the integrals by using the left-point rule. The Milstein scheme, which has the order 1.0 of strong convergence, is stronger than Euler method. The Milstein approximation is identical to the Euler approximation if there is no function of \(x\) in the diffusion term of the SDEs. Generally, Milstein method converges to the correct stochastic solution process more quickly than Euler method when the step size goes to zero \([29]\).

Since the distribution of the process is not known, the simulated discretized version of the SDE should be simulated \([76]\). For multi-dimensional case, the \(k\)th component of Milstein Scheme, where \(k = 1, 2, \ldots, d\), is given by

\[
\tilde{x}^k_{i+1} = \hat{x}^k_i + a^k(\hat{x}_i, t_i)(t_{i+1} - t_i) \\
+ \sum_{j=1}^{m} b^{k,j}(\hat{x}_i, t_i)(\tilde{w}^j_{i+1} - \tilde{w}^j_i) + \sum_{j_1, j_2=1}^{m} L_{j_1, j_2}(\hat{x}_i, t_i)I_{j_1, j_2}.
\]  

(4.14)

Here, for \(j_1 = j_2\):

\[
I_{j_1, j_1} := \frac{1}{2} \left((\tilde{w}^j_{i+1} - \tilde{w}^j_i)^2 - (t_{i+1} - t_i)\right),
\]
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and, for \( j_1 \neq j_2 \):

\[
I_{j_1,j_2} := \frac{1}{2} \left( (\hat{\omega}_{i+1}^{j_1} - \hat{\omega}_i^{j_1}) - (\hat{\omega}_{i+1}^{j_2} - \hat{\omega}_i^{j_2}) \right),
\]

and we refer to the operator

\[
L^{k,j_1} := \sum_{i=1}^{d} b^{k,j_1}(\bar{x}_i,t_i) \frac{\partial}{\partial x_i}.
\]

If we rearrange Eqn. (4.14) and insert the data values and also simulated values of the Brownian motions for the equation, the approximation looks as follows [29]:

\[
\bar{y}_i^k = a^k(\bar{x}_i,\bar{t}_i) + \frac{1}{h_i} \sum_{j=1}^{m} b^{k,j}(\bar{x}_i,\bar{t}_i) (\bar{w}_{i+1}^j - \bar{w}_i^j)
+ \frac{1}{h_i} \sum_{j_1,j_2=1}^{m} L^{k,j_1} b^{k,j_2}(\bar{x}_i,\bar{t}_i) I_{j_1,j_2}. \tag{4.15}
\]

Here, the value \( \bar{y}_i^k \) represents the difference quotient raised on the \( i \)th and \((i + 1)\)st data values \( \bar{x}_i^k \) and \( \bar{x}_{i+1}^k \), respectively, and on step lengths \( \Delta \bar{t}_i := \bar{t}_i = \bar{t}_{i+1} - \bar{t}_i \) between neighbouring sampling times:

\[
\bar{y}_i^k = \begin{cases} 
\frac{1}{h_i} \cdot (\bar{x}_{i+1}^k - \bar{x}_i^k), & \text{if } i = 1, 2, ..., N - 1, \\
\frac{1}{h_N} \cdot (\bar{x}_N^k - \bar{x}_{N-1}^k), & \text{if } i = N.
\end{cases}
\]

Since \( W_i^j \sim N(0,t) \) \((j = 1, 2, ..., m)\), the increments \( \Delta W_i^j \) are independent on non-overlapping intervals which means that \( W_{t_2}^j - W_{t_1}^j, ..., W_{t_N}^j - W_{t_{N-1}}^j \) are independent with any times \( 0 < t_1 < t_2 < ... < t_N \). Moreover, \( \text{Var}(\Delta W_i^j) = \Delta t_i \), where we refer to increments \( \Delta W_i^j := W_{t_{i+1}}^j - W_{t_i}^j \) and \( \Delta t_i := t_{i+1} - t_i \). With respect to this setting, the increments having normal distribution can be simulated with the help of standard normal distributed random numbers \( Z_i^j \). In order to simplify the rest of the equations, we prefer to write \( W_i^j \) and \( Z_i^j \) instead of \( W_i^j \) and \( Z_i^j \), respectively. Herewith, we obtain a discrete model for a Wiener process [29]:

\[
\Delta W_i^j = Z_i^j \sqrt{\Delta t_i}, \quad Z_i^j \sim N(0,1); \tag{4.16}
\]

the multivariate distributions and correlations will be referred to in next section. Based on these preparations,

\[
\bar{y}_i^k = a^k(\bar{x}_i,\bar{t}_i) + \sum_{j=1}^{m} b^{k,j}(\bar{x}_i,\bar{t}_i) \frac{Z_i^j}{h_i} + \frac{1}{h_i} \sum_{j_1,j_2=1}^{m} L^{k,j_1} b^{k,j_2}(\bar{x}_i,\bar{t}_i) I_{j_1,j_2}. \tag{4.17}
\]
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For simplicity, if we choose \( m = d = 2 \), we obtain:

\[
\hat{y}_i^k = a^k(\bar{x}_i, \bar{t}_i) + b^{k,1}(\bar{x}_i, \bar{t}_i) \frac{\Delta \bar{w}_i^1}{\bar{h}_i} + b^{k,2}(\bar{x}_i, \bar{t}_i) \frac{\Delta \bar{w}_i^2}{\bar{h}_i} + \frac{1}{2} \left( \frac{(\Delta \bar{w}_i^1)^2}{\bar{h}_i} - 1 \right) b^{k,1}(\bar{x}_i, \bar{t}_i) \left( \sum_{l=1}^{2} b^{k,1}(\bar{x}_i, \bar{t}_i) \frac{\partial}{\partial x^l} \right) + \frac{1}{2} \left( \frac{(\Delta \bar{w}_i^2)^2}{\bar{h}_i} - 1 \right) b^{k,2}(\bar{x}_i, \bar{t}_i) \left( \sum_{l=1}^{2} b^{k,2}(\bar{x}_i, \bar{t}_i) \frac{\partial}{\partial x^l} \right).
\]

In a more compact form, this can be written as follows:

\[
\hat{y}_i^k = \tilde{G}_i^k + \tilde{H}_i^k + \tilde{F}_i^k. \tag{4.19}
\]

Here, \( \tilde{G}_i^k := a^k(\bar{x}_i, \bar{t}_i), \tilde{H}_i^k := (1/\bar{h}_i) \cdot \sum_{j=1}^{m} b^{k,j}(\bar{x}_i, \bar{t}_i)(\bar{w}_i^{j+1} - \bar{w}_i^j) \) and \( \tilde{F}_i^k := (1/\bar{h}_i) \cdot \sum_{j_1,j_2=1}^{m} L^{k,j_1,j_2}(\bar{x}_i, \bar{t}_i) I_{j_1,j_2}. \)

In order to find the minimum of the difference of the right- and the left-hand side of Eqn. (4.19), the following minimization problem is introduced [77]:

\[
\text{minimize} \quad \sum_{i=1}^{N} \left( \hat{y}_i^k - (\tilde{G}_i^k + \tilde{H}_i^k + \tilde{F}_i^k) \right)^2, \tag{4.20}
\]

where the vector \( \theta \) comprises all the parameters in the Milstein approximation.

In the previous sections, our computationally efficient estimation method called CMARS, was proposed and used for the parameter identification of a one-dimensional SDE. In this section, we aim to estimate multi-dimensional SDEs in a simplified manner by using CMARS method. Therefore, for each function, we use additive form of the CMARS’ basis function:

\[
\tilde{G}_i^k = a^k(\bar{x}_i, \bar{t}_i) = \beta_0 + \sum_{l=1}^{d^a} \beta_l b_l(\bar{u}_i^{l,b}),
\]

\[
\tilde{H}_i^k = \frac{1}{\bar{h}_i} \cdot \sum_{j=1}^{m} b^{k,j}(\bar{x}_i, \bar{t}_i)(\bar{w}_i^{j+1} - \bar{w}_i^j) = \gamma_0 + \sum_{m=1}^{d^b} \gamma_m c_m(\bar{u}_i^{m,c}),
\]

\[
\tilde{F}_i^k = \frac{1}{\bar{h}_i} \cdot \sum_{j_1,j_2=1}^{m} L^{j_1,j_2}(\bar{x}_i, \bar{t}_i) I_{j_1,j_2} = \delta_0 + \sum_{n=1}^{d^f} \delta_n d_n(\bar{u}_i^{n,d}). \tag{4.21}
\]
The summation of these three terms in Eqn. (4.21) gives the following expression:

\[
\tilde{G}_i^k + \tilde{H}_i^k + \tilde{F}_i^k = \beta_0 + \sum_{l=1}^{d^g} \beta_l (\tilde{u}_{i,l}^k) + \gamma_0 + \sum_{m=1}^{d^h} \gamma_m c_m (\tilde{u}_{i,c}^m) + \delta_0 + \sum_{n=1}^{d^f} \delta_n d_n (\tilde{u}_{i,d}^n)
\]

\[
= \tilde{A}_i^k \theta,
\]

(4.22)

with \( \tilde{A}_i^k := (b_i^k, e_i^k, d_i^k) \), where \( b_i^k := (1, b_1 (\tilde{u}_{i,1}^k), b_2 (\tilde{u}_{i,2}^k), \ldots, b_{d^g} (\tilde{u}_{i,d^g}^k)) \),
\( e_i^k := (1, c_1 (\tilde{u}_{i,c1}^m), c_2 (\tilde{u}_{i,c2}^m), \ldots, c_{d^h} (\tilde{u}_{i,c}^d)) \),
\( d_i^k := (1, d_1 (\tilde{u}_{i,d1}^n), d_2 (\tilde{u}_{i,d2}^n), \ldots, d_{d^f} (\tilde{u}_{i,d}^f)) \), and \( \theta^k := (\beta^T, \gamma^T, \delta^T)^T \), where \( \beta^k := (\beta_0, \beta_1, \beta_2, \ldots, \beta_{d^g})^T \), \( \gamma^k := (\gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_{d^h})^T \), \( \delta^k := (\delta_0, \delta_1, \delta_2, \ldots, \delta_{d^f})^T \).

Then, we can represent the summation term in Eqn. (4.20) as follows:

\[
\sum_{i=1}^{N} (\tilde{y}_i^k - \tilde{A}_i^k \theta^k)^2 = \left\| \tilde{y}^k - \tilde{A}^k \theta^k \right\|_2^2.
\]

The matrix notation of two-dimensional case is given below:

\[
\begin{bmatrix}
\tilde{y}_1^2 \\
\vdots \\
\tilde{y}_N^2 \\
\end{bmatrix} =
\begin{bmatrix}
A_1^{N \times ((1+3m) \cdot M_{max})} & 0_2^{N \times ((1+3m) \cdot M_{max})} \\
0_2^{N \times ((1+3m) \cdot M_{max})} & A_2^{N \times ((1+3m) \cdot M_{max})}
\end{bmatrix}
\begin{bmatrix}
\theta_1^{(1+3m) \cdot M_{max} \times 1} \\
\theta_2^{(1+3m) \cdot M_{max} \times 1}
\end{bmatrix},
\]

where the dimensions of \( \tilde{y} \) is \( 2N \times 1 \), of \( \tilde{A} \) is \( 2N \times ((2 + 6m) \cdot 2M_{max}) \), and of \( \theta \) is \( ((2 + 6m) \cdot 2M_{max}) \times 1 \). To approximate the multi-dimensional integral, the same procedure as described in Section 4.3 is followed for each dimensions of multi-dimensional SDEs. Firstly, PRSS is constructed for a regularization as by Eqn. (4.10):

\[
PRSS \approx \left\| \tilde{y}^k - \tilde{A}^k \theta^k \right\|_2^2 + \sum_{l=1}^{d^g} \lambda_l \left\| L_{l}^{b,k} \beta_l \right\|_2^2 + \sum_{m=1}^{d^h} \mu_m \left\| L_{m}^{c,k} \gamma_m \right\|_2^2 + \sum_{n=1}^{d^f} \nu_n \left\| L_{n}^{d,k} \delta_n \right\|_2^2,
\]

where \( (l = 1, 2, \ldots, d^g) \) \( L_{l}^{b,k} := (\tilde{L}_{1,l}^{b,k}, \tilde{L}_{2,l}^{b,k}, \ldots, \tilde{L}_{(N+1),l}^{b,k})^T \), \( (l = 1, 2, \ldots, d^h) \) \( L_{m}^{c,k} := (\tilde{L}_{1,m}^{c,k}, \tilde{L}_{2,m}^{c,k}, \ldots, \tilde{L}_{(N+1),m}^{c,k})^T \), \( (l = 1, 2, \ldots, d^f) \) \( L_{n}^{d,k} := (\tilde{L}_{1,n}^{d,k}, \tilde{L}_{2,n}^{d,k}, \ldots, \tilde{L}_{(N+1),n}^{d,k})^T \).

Here, \( M_{max} = d^g + d^h + d^f \) is the number of penalty parameters. After turning to a uniform penalization via a single factor \( \lambda \) for each derivative term, the approximation of PRSS becomes a task of Tikhonov Regularization. Now, we refer to a minimization of the following right-hand side:

\[
PRSS \approx \left\| \tilde{y}^k - \tilde{A}^k \theta^k \right\|_2^2 + \lambda \left\| \tilde{L}^k \theta \right\|_2^2,
\]
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where \( \bar{L}_k \) is a diagonal \( (M_{\text{max}} + 1) \times (M_{\text{max}} + 1) \)-matrix with first column \( \bar{L}_0^k = 0_{(N+1)^2} \). Then, the Tikhonov Regularization problem is formulated as a CQP problem as in Eqn. (4.11):

\[
\begin{align*}
\text{minimize} & \quad t, \theta \\
\text{such that} & \quad \chi := \begin{bmatrix} 0_N & \bar{A}^k \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} -\bar{y}^k \\ 0 \end{bmatrix}, \\
\eta := & \begin{bmatrix} 0_{M_{\text{max}}+1} & \bar{L}^k \\ 0 & 0_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} 0_{M_{\text{max}}+1} \\ \sqrt{\bar{M}} \end{bmatrix}, \\
\chi & \in L^{N+1}, \eta \in L^{M_{\text{max}}+2}. 
\end{align*}
\]

(4.23)

After these steps, the unknown parameters of the SDEs’ components are obtained by solving the CQP problem.

### 4.5.1 Numerical Example of Multi-dimensional Stochastic Differential Equations

As a numerical example of the given procedure, the simulating equity markets described in Section 4.3 are used. These data are preferred in order to examine the differences between one- and multi-dimensional SDEs.

The data sets are demonstrated in Figure 4.3.

Figure 4.3: Demonstration of the multi-dimensional market model data sets.
For the numerical example, UK and US prices are selected again, as in Section 4.4. The discretization and approximation approaches are built for each process. The comparison measures listed in Table 4.1 are calculated. For the stochastic processes used in this study, our approximation reveals a good performance according to these measures, as shown in Table 4.2. The smaller values for MAE and MSE indicate a strong estimation of the process parameters. On the other hand, the further measures ($R^2$, Adj-$R^2$, PWI) indicate a better performance if their values are closer to 1.0. If we compare these results with the previous results given in Table 4.1, the approximation is improved for both processes.

Table 4.2: Evaluation of proposed approximation with well-known statistical measures.

<table>
<thead>
<tr>
<th>Performance Measures</th>
<th>US Price</th>
<th>UK Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.9921</td>
<td>0.9854</td>
</tr>
<tr>
<td>Adj-$R^2$</td>
<td>0.9921</td>
<td>0.9853</td>
</tr>
<tr>
<td>MAE</td>
<td>0.3462</td>
<td>0.4692</td>
</tr>
<tr>
<td>MSE</td>
<td>0.2498</td>
<td>0.5341</td>
</tr>
<tr>
<td>PWI</td>
<td>0.9840</td>
<td>0.9800</td>
</tr>
</tbody>
</table>

Considering that there is not a correlation between these stochastic processes, the proposed approximation gives a promising result and captures the structures of both US and UK prices. In order to see the two processes in a single figure synoptically, Figure 4.4 is provided.

Figure 4.4: Demonstration of proposed approximation with CMARS for US price versus UK price.
4.6 Multi-dimensional Stochastic Differential Equations for Correlated Brownian Motions

One of the main concerns of this section is to transform the referred system of SDEs with correlated Brownian motions to a one having uncorrelated Wiener processes and, then, to apply our proposed approach given in Section 4.3 to the transformed systems.

Many practical situations and scientific configurations that depend on a variety of factors can be modeled as a stochastic process that is driven by a multi-dimensional Wiener processes. These random factors may be independent, but in reality, there is often correlation between them. Usually, the statistical correlation $\rho$ of two random variables $X_1$ and $X_2$ is defined as

$$\rho(X_1, X_2) = \frac{\text{cov}(X_1, X_2)}{\sqrt{\text{Var}(X_1)}\sqrt{\text{Var}(X_2)}}.$$  

Note that if $\rho(X_1, X_2) = 0$, $X_1$ and $X_2$ are uncorrelated; otherwise, there is a correlation between $X_1$ and $X_2$.

The correlation between $W^i_t$ and $W^j_t$ is represented by the (constant in time) correlation coefficients $\rho_{ij}$ ($i, j = 1, 2, \ldots, m$), at any regarded time $t$ [63]. For correlated multi-dimensional Wiener processes, the following correlation matrix is introduced:

$$R := \begin{bmatrix}
\rho_{11} & \rho_{12} & \cdots & \rho_{1d} \\
\rho_{21} & \rho_{22} & \cdots & \rho_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{d1} & \rho_{d2} & \cdots & \rho_{dd}
\end{bmatrix},$$

where $-1 < \rho_{ij} < 1$ for all $i, j$ with $i \neq j$ and $\rho_{ii} = 1$. The matrix $R$ is a symmetric and positive definite $d \times d$-matrix, e.g., $\rho_{ij} = \rho_{ji}$ ($i, j = 1, 2, \ldots, d$) and $x^T R x > 0$ for all $x \in \mathbb{R}^m \setminus \{0\}$. This implies $\det(R) \neq 0$. To create noise processes with a specified correlation, we can use Cholesky decomposition as a fast algorithm through an upper (or lower) triangular matrix $\Gamma = (\Gamma_{ij})_{1 \leq i, j \leq m}$ [63]. The Cholesky decomposition of $R$ is:

$$R = \Gamma \Gamma^T,$$

where $\Gamma^T$ is the transposed matrix of $\Gamma$. We take $Z = (Z_t)_{t \geq 0}, Z_t = (Z^1_t, Z^2_t, \ldots, Z^m_t)^T$, as a standard $m$-dimensional Brownian motion whose components are independent at all times $t$ and we define a correlated vector-valued process $W = (W_t)_{t \geq 0}, W_t = (W^1_t, W^2_t, \ldots, W^m_t)^T$, as follows:

$$W_t := \Gamma Z_t,$$

or, in terms of the components:

$$W^i_t = \sum_{j=1}^{m} \Gamma_{ij} Z^j_t \quad (i = 1, 2, \ldots, m).$$
The multi-dimensional correlated Brownian motion, \((W_t)_{t \geq 0}\) of dimension \(m\), with its correlation matrix \(R\) has the following properties:

- \(W_0 = 0\), the zero vector in \(\mathbb{R}^m\).
- If \(s < t\), then the increment \(W_t - W_s\) is multivariate normal distributed, with mean \(0\) and variance-covariance matrix \((t - s) \cdot R\):
  \[
  W_t - W_s \sim N(0, (t - s) \cdot R).
  \]
- If \(0 \leq r < s < t\), then the random variables \(W_t - W_s\) and \(W_s - W_r\) are independent. This means that each component of the former is independent of each component of later.
- The paths \(t \mapsto W_t\) are continuous with probability 1.

If \(R = I\), the correlation matrix is an identity matrix, then \((W_t)_{t \geq 0}\) is a standard Brownian motion. Thus, for such a case, independence means having zero correlation.

Let us mention that it is possible to write the system of SDEs for correlated Brownian motion [43]:

\[
\begin{align*}
  dX_1^t &= a_1(X_t, t)dt + b_{11}(X_t, t)\Gamma_{11}dZ_1^t + \ldots + b_{1m}(X_t, t)\Gamma_{1m}dZ_m^t, \\
  dX_2^t &= a_2(X_t, t)dt + b_{21}(X_t, t)\Gamma_{21}dZ_1^t + \ldots + b_{2m}(X_t, t)\Gamma_{2m}dZ_m^t, \\
  &\vdots \\
  dX_d^t &= a_d(X_t, t)dt + b_{d1}(X_t, t)\Gamma_{d1}dZ_1^t + \ldots + b_{dm}(X_t, t)\Gamma_{dm}dZ_m^t. 
\end{align*}
\]

(4.24)

For simplicity, we continue with the two-dimensional case. Then the system turns into the following form:

\[
\begin{align*}
  dX_1^t &= a_1(X_t, t)dt + b_{11}(X_t, t)\Gamma_{11}dZ_1^t + b_{12}(X_t, t)\Gamma_{12}dZ_2^t, \\
  dX_2^t &= a_2(X_t, t)dt + b_{21}(X_t, t)\Gamma_{21}dZ_1^t + b_{22}(X_t, t)\Gamma_{22}dZ_2^t. 
\end{align*}
\]

(4.25)

Here, the correlation matrix \(R\) can be written as:

\[
R = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix},
\]

since \(R\) is a symmetric matrix, we take \(\rho_{12} = \rho_{21} = \rho\). By Cholesky decomposition, the matrix \(R\) can be written as follows:

\[
R = \begin{bmatrix} 1 & 0 \\ \rho & \sqrt{1 - \rho^2} \end{bmatrix} \begin{bmatrix} 1 & \rho \\ 0 & \sqrt{1 - \rho^2} \end{bmatrix}.
\]

Since

\[
W = \Gamma Z = \begin{bmatrix} 1 & 0 \\ \rho & \sqrt{1 - \rho^2} \end{bmatrix} \begin{bmatrix} Z_1^1 \\ Z_2^2 \end{bmatrix},
\]
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Eqn. (4.25) becomes
\[ dX_t^1 = a^1(X_t, t)dt + b^{11}(X_t, t)dZ_t^1, \]
\[ dX_t^2 = a^2(X_t, t)dt + b^{21}(X_t, t)\rho dZ_t^1 + b^{22}(X_t, t)\sqrt{1 - \rho^2}dZ_t^2. \] (4.26)

For the two-dimensional system of SDEs given in Eqn. (4.26), the first component of Milstein Scheme is as follows:
\[ \hat{x}_{i+1}^1 = \hat{x}_i^1 + a^1(\hat{x}_i, \hat{t}_i)(t_{i+1} - t_i) + \sum_{j=1}^{2} b^{1,j}(\hat{x}_i, \hat{t}_i)(\hat{z}_i^j - \hat{z}_i^j) + \sum_{j_1,j_2=1}^{2} L^{1,j_1,j_2}(\hat{x}_i, \hat{t}_i)I_{j_1,j_2}. \] (4.27)

After rearranging Eqn. (4.27), the approximation becomes
\[ \hat{y}_i^1 = a^1(\hat{x}_i, \hat{t}_i) \left[ \frac{1}{h_i} b^{1,1}(\hat{x}_i, \hat{t}_i)(\hat{z}_i^1 - \hat{z}_i^1) + \frac{1}{h_i} L^{1,1}(\hat{x}_i, \hat{t}_i)I_{1,1} \right]. \]

If we replace \( L^{1,1} \) and \( I_{1,1} \) with their open forms, we get subsequent equation:
\[ \hat{y}_i^1 = a^1(\hat{x}_i, \hat{t}_i) + b^{1,1}(\hat{x}_i, \hat{t}_i)\frac{\Delta \hat{z}_i^1}{h_i} + \frac{1}{2} \left( \frac{(\Delta \hat{z}_i^1)^2}{h_i} - 1 \right) b^{1,1}(\hat{x}_i, \hat{t}_i) \left( \sum_{i=1}^{2} b^{1,1}(\hat{x}_i, \hat{t}_i) \frac{\partial}{\partial x_i^1} \right). \]

On the other hand, the second component of Milstein Scheme for the given SDEs is as follows:
\[ \hat{x}_{i+1}^2 = \hat{x}_i^2 + a^2(\hat{x}_i, \hat{t}_i)(t_{i+1} - t_i) + \sum_{j=1}^{2} b^{2,j}(\hat{x}_i, \hat{t}_i)(\hat{z}_i^j - \hat{z}_i^j) + \sum_{j_1,j_2=1}^{2} L^{2,j_1,j_2}(\hat{x}_i, \hat{t}_i)I_{j_1,j_2}. \] (4.28)

Equivilently to Eqn. (4.28),
\[ \hat{y}_i^2 = a^2(\hat{x}_i, \hat{t}_i) + \rho \left( \frac{1}{h_i} \right) b^{2,1}(\hat{x}_i, \hat{t}_i)(\hat{z}_i^1 - \hat{z}_i^1) + \left( \sqrt{1 - \rho^2} \right) \left( \frac{1}{h_i} \right) b^{2,2}(\hat{x}_i, \hat{t}_i)(\hat{z}_i^2 - \hat{z}_i^2) + \rho \left( \frac{1}{h_i} \right) L^{2,1}(\hat{x}_i, \hat{t}_i)I_{1,1} + \left( \sqrt{1 - \rho^2} \right) \left( \frac{1}{h_i} \right) L^{2,2}(\hat{x}_i, \hat{t}_i)I_{1,2} \]
\[ + \rho \left( \frac{1}{h_i} \right) L^{2,1}(\hat{x}_i, \hat{t}_i)I_{2,1} + \left( \sqrt{1 - \rho^2} \right) \left( \frac{1}{h_i} \right) L^{2,2}(\hat{x}_i, \hat{t}_i)I_{2,2}. \]
If we replace $L_{2,1}$, $L_{2,2}$ and $I_{1,1}$, $I_{1,2}$, $I_{2,1}$, $I_{2,2}$ with their open forms, we get the equation below:

$$
\begin{align*}
\bar{y}^2_i &= a^2(\bar{x}_i, \bar{t}_i) + \rho b^{2,1}(\bar{x}_i, \bar{t}_i) \frac{\Delta \bar{z}^1_i}{h_i} + \left( \sqrt{1 - \rho^2} \right) b^{2,2}(\bar{x}_i, \bar{t}_i) \frac{\Delta \bar{z}^2_i}{h_i} \\
&+ \rho^2 \left( \frac{1}{2} \left( \frac{(\Delta \bar{z}^1_i)^2}{h_i} - 1 \right) b^{2,1}(\bar{x}_i, \bar{t}_i) \left( \sum_{l=1}^{2} b^{2,1}(\bar{x}_i, \bar{t}_i) \frac{\partial}{\partial x^l} \right) \right) \\
&+ \rho \left( \sqrt{1 - \rho^2} \right) \left( \frac{1}{2h_i} (\Delta \bar{z}^1_i \cdot \Delta \bar{z}^2_i) b^{2,2}(\bar{x}_i, \bar{t}_i) \left( \sum_{l=1}^{2} b^{2,2}(\bar{x}_i, \bar{t}_i) \frac{\partial}{\partial x^l} \right) \right) \\
&+ \rho \left( \sqrt{1 - \rho^2} \right) \left( \frac{1}{2h_i} (\Delta \bar{z}^2_i \cdot \Delta \bar{z}^1_i) b^{2,1}(\bar{x}_i, \bar{t}_i) \left( \sum_{l=1}^{2} b^{2,1}(\bar{x}_i, \bar{t}_i) \frac{\partial}{\partial x^l} \right) \right) \\
&+ \left( \sqrt{1 - \rho^2} \right)^2 \left( \frac{1}{2} \left( \frac{(\Delta \bar{z}^2_i)^2}{h_i} - 1 \right) b^{2,2}(\bar{x}_i, \bar{t}_i) \left( \sum_{l=1}^{2} b^{2,2}(\bar{x}_i, \bar{t}_i) \frac{\partial}{\partial x^l} \right) \right).
\end{align*}
$$

Then, we apply the same procedure as presented in Section 4.3. In order to avoid repetition, we continue with the numerical example of the multi-dimensional SDEs with correlated Brownian motions.

### 4.6.1 Numerical Example of Multi-dimensional Stochastic Differential Equations for Correlated Brownian Motions

This subsection includes the implementation of the proposed methodology to multi-dimensional stochastic processes inducing dependence and correlation. In order to simulate the data set, the nested functions for simulating equity markets in MATLAB are used. The simulated data set induces 1358 observations, i.e., roughly more than four years of daily data.

The daily prices of six countries (Canada, France, Germany, Japan, UK and US) are converted to returns. For simplicity, two simulated processes, France and UK, are selected for the application of this part. The reason to select France and UK is having a stronger relationship than the other equity index prices. Thus, we can predict one of the process with the other process more accurately. The estimated correlation matrix for France and UK is as follows:

$$
R_{\text{France, UK}} = \begin{bmatrix}
1 & 0.8575 \\
0.8575 & 1
\end{bmatrix}.
$$

The value 0.8575 shows that there is a strong correlation between those two processes. The lower and upper Cholesky factors of the given correlation matrix is:

$$
R_{\text{France, UK}} = \begin{bmatrix}
1 & 0 & 0.8575 \\
0 & 0.8575 & 0.5145 \\
0 & 0 & 0.5145
\end{bmatrix}.
$$
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After this we construct CMARS basis functions for each generated process. For France, the following basis functions are obtained:

\[\psi_1 = \max\{0, X_{\text{France}} - 0.0329\}, \quad \psi_2 = \max\{0, 0.0329 - X_{\text{France}}\},\]
\[\psi_3 = \max\{0, X_{\text{UK}} - 0.0355\}, \quad \psi_4 = \max\{0, 0.0355 - X_{\text{UK}}\},\]
\[\psi_5 = \max\{0, X_{\text{UK}} - 0.0190\}, \quad \psi_6 = \max\{0, 0.0190 - X_{\text{UK}}\},\]
\[\psi_7 = \max\{0, X_{\text{France}} - 0.0345\}, \quad \psi_8 = \max\{0, 0.0345 - X_{\text{France}}\},\]
\[\psi_9 = \max\{0, X_{\text{UK}} - 0.0250\}, \quad \psi_{10} = \max\{0, 0.0250 - X_{\text{UK}}\}.\]

For UK, the basis functions are as follows:

\[\psi_1 = \max\{0, X_{\text{UK}} - 0.0280\}, \quad \psi_2 = \max\{0, 0.0280 - X_{\text{UK}}\},\]
\[\psi_3 = \max\{0, X_{\text{France}} + 0.0768\}, \quad \psi_4 = \max\{0, X_{\text{UK}} - 0.0109\},\]
\[\psi_5 = \max\{0, 0.0109 - X_{\text{UK}}\}, \quad \psi_6 = \max\{0, X_{\text{UK}} - 0.0318\},\]
\[\psi_7 = \max\{0, 0.0318 - X_{\text{UK}}\}, \quad \psi_8 = \max\{0, X_{\text{France}} - 0.0049\},\]
\[\psi_9 = \max\{0, 0.0049 - X_{\text{France}}\}, \quad \psi_{10} = \max\{0, X_{\text{UK}} + 0.0559\}.\]

There are 10 basis functions with main effects for each one of our processes. For this two-dimensional SDE system, we generate parameters of the SDEs to find the best fit.

Finally, the performances of the proposed approximation with CMARS are calculated according to well-known performance measures described in Appendix A. The results of this application are summarized in Table 4.3.

Table 4.3: Evaluation of proposed approximation with well-known statistical measures.

<table>
<thead>
<tr>
<th>Performance Measures</th>
<th>France Return</th>
<th>UK Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R^2)</td>
<td>0.5324</td>
<td>0.5659</td>
</tr>
<tr>
<td>(\text{Adj.-}R^2)</td>
<td>0.5203</td>
<td>0.5398</td>
</tr>
<tr>
<td>MAE</td>
<td>0.0101</td>
<td>0.0077</td>
</tr>
<tr>
<td>MSE</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>PWI</td>
<td>0.9853</td>
<td>0.9801</td>
</tr>
</tbody>
</table>

By this numerical example, we are able to identify the parameters of the given correlated stochastic processes with the help of our data mining method. This advance gives knowledge and insight about stochastic processes.

The main concern of modeling stochastic processes is how to determine data values and to forecast future values of the process based on available information in-between. The special feature of stochastic processes such as stock prices or exchange rates are changing over time. Furthermore, there may be several missing data or not available data due to many reasons such as regular holidays for stock prices.

If already forecasted, anticipated, “ideal” or “desired” future data are presumed \[\text{[1]},\] then our methodology can be applied over such a future horizon. However, in this
regard, future research will need to contribute to stochastic foundations of it in terms of martingales and related concepts [55].

Nonparametric methods are very promising to estimate the parameters of stochastic processes, because the functional forms of the processes are obtained without any assumptions. For this reason, CMARS model is suggested to explain volatility or variance in stochastic process, and it has been successfully applied to finance data. By CMARS technique and its functional form, not only the structure of the stochastic process is specified fully, but also future values of the process can be estimated from them, in the aforementioned sense and in future research.
CHAPTER 5

PARAMETER IDENTIFICATION AND ESTIMATION OF
HURST PARAMETER OF STOCHASTIC DIFFERENTIAL
EQUATIONS DRIVEN BY FRACTIONAL BROWNIAN
MOTIONS USING CONIC MULTIVARIATE ADAPTIVE
REGRESSION SPLINES

5.1 Introduction

Fractional Brownian motions (fBm) is a widely used concept for modeling various situations such as the level of water in a river, the temperature at a specific place, empirical volatility of a stock, the price dynamics of electricity. That utilization appears naturally in those phenomena because of its capability of explaining the dependence structure in real-life observations. A main purpose of introducing the concept of an fBm, \((W_t^H)_{t \geq 0}\), lies in a notion of random fluctuation of a time-continuous stochastic processes, \((X_t)_{t \geq 0}\), which is wider than that given by a Brownian motion \((W_t)_{t \geq 0}\). In fact, the connection between \((X_t)_{t \geq 0}\) and \((W_t)_{t \geq 0}\) or, in our case, \((W_t^H)_{t \geq 0}\), is implied by our model which is a SDE, where the (fractional) Brownian motion is a key component in the second, actually, random or diffusion term. Since the (fractional) Brownian motion fulfills certain axioms, it can be regarded as a formatted or normalized random fluctuation; moreover, fBm is a continuous zero-mean Gaussian process with stationary increments. Therefore, in the SDE a factor occurs in front of the differential (fractional) Brownian term; that factor plays the role of volatility. The fBm is characterized by a parameter, the so-called Hurst parameter \(H\). A fBm with Hurst parameter \(H > 1/2\) is called a persistent process, i.e., the increments of this process are positively correlated. On the other hand, the increments of fBm with \(H < 1/2\) are called an anti-persistent process with increments being negatively correlated. For \(H = 1/2\), fBm corresponds to a Brownian motion which has independent increments. The following references are for more information on fBm and its applications \([36, 43, 45]\). We will estimate the Hurst parameter together with the model coefficients that will be linearly involved in the representation of the entire SDE, to be more precise: in the time-discrete approximation which we will study. This estimation will be based on given data and supported by modern optimization techniques \([75]\). In this chapter, the aforementioned items will become represented more closely.
It is highly important to identify the value of a Hurst parameter in order to understand the structure of the process and its applications since the calculations dramatically differ according to the value of \( H \). Therefore, some techniques have been developed to estimate Hurst parameter which can be categorized into three groups; heuristics, maximum-likelihood and wavelet-based estimators. In the group of heuristics estimators, there is the so-called R/S estimator which was firstly proposed by Hurst [24], followed by the methods of correlogram, variogram, variance plot, and partial correlations plot. Due to lack of accuracy of heuristics estimators, Maximum-Likelihood (ML) estimators were developed. Being weakly consistent is the main disadvantage of ML estimators. In parallel to ML estimators, wavelet-based estimators were suggested because of the popularity of wavelet decomposition of fBm [10, 54].

In search of faster and efficient ways to estimate the Hurst parameter \( H \), we suggest a new numerical and computational method [75].

This chapter is organized as follows: In Section 5.2, we start with explaining the properties of our model given as SDEs driven by fBm. In Section 5.3, we introduce the method CMARS relating it to the Hurst parameter estimation of our model. In Section 5.4, we give an application of our study, in order to test the theory which we have developed. Finally, we present a brief conclusion and a general outlook based on our study.

5.2 Stochastic Differential Equations with Fractional Brownian Motions

SDEs generated by fBm are widely used to represent noisy and real-world problems. They play an important role in many fields of science such as finance, physics, biotechnology and engineering. In this section, we briefly recall some concepts of fBm and stochastic differential equations driven by fBm.

5.2.1 Fractional Brownian Motions

Let \( H \) be a constant in the interval \((0, 1)\). An fBm with Hurst parameter \( H \), \( W^H := (W^H_t)_{t \geq 0} \), is a continuous and centered Gaussian process with covariance function

\[
E[W^H_t W^H_s] = \frac{1}{2}(t^{2H} + s^{2H} - |t-s|^{2H}).
\]

We note that, for \( H = 1/2 \), fBm corresponds to a standard Brownian motion which has independent increments. For a standard fBm, \( W^H \):

- \( W^H_0 = 0 \) and \( E[W^H_t] = 0 \) for all \( t \geq 0 \).
- \( W^H \) has homogenous increments, i.e., \( W^H_{t+s} - W^H_s \) has the same law as \( W^H_t \), for all \( s, t \geq 0 \).
- \( W^H \) is a Gaussian process and \( E[(W^H_t)^2] = t^{2H} \) \((t \geq 0)\), for all \( H \in (0, 1) \).
• $W^H$ has continuous trajectories.

The Hurst parameter $H$ of fBm explains the dependency of data $[12, 43, 45]$. Indeed, the correlation between increments for $s,t \geq 0$ can be obtained by

$$
E[(W_t^H - W_{t+h}^H)(W_{s+h}^H - W_s^H)] = \frac{H^2}{2}[(n + 1)^{2H} + (n - 1)^{2H} - 2n^{2H}].
$$

![Figure 5.1: Sample paths of fBm with Hurst parameter values, $H=0.3, 0.5, 0.8$, simulated by Cholesky method.](image)

Observations with $H > 1/2$ have positively correlated increments and display long-range dependence, while the observations with $H < 1/2$ have a negatively correlated increments and display a short-range dependence structure. Figure 5.1 shows the paths of fBm with different Hurst parameter values. While the Brownian motion case (i.e., $H = 1/2$) represents a “formatted” or normalized random fluctuation, with a conic corridor of variance, given by time $t$ itself, the cases $H > 1/2$ ($H < 1/2$) mean some kind of self-supporting and self-sustaining (or self-degrading, respectively) of the fBm process in time $t$. Therefore, it is crucial to find the Hurst parameter of a stochastic process for understanding various phenomena in diverse fields from engineering to finance. For example, it is observed that the prices of electricity in a liberated electricity market have spikes which can be regarded as negatively correlated increments. This phenomenon can be modeled by a SDE driven by a fBm with $H < 1/2$. On the other hand, in financial markets, the prices of stocks usually display a long-range dependence which can be explained by an SDE driven by a fBm with $H > 1/2$. In this chapter, we concentrate on finding $H$ for the stochastic processes which are the strong solutions of SDEs with fBm. Hence, we first recall some fundamental properties of them.
5.2.2 Stochastic Differential Equations Driven by Fractional Brownian Motions

Suppose we have a stochastic process \( X = (X_t : t \geq 0) \), defined on a filtered probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \) which is the strong solution of the following SDE:

\[
    dX_t = a(t, X_t)dt + b(t, X_t)dW^H_t. \tag{5.1}
\]

Here, \( a(t, X_t) \) and \( b(t, X_t) \) represent the drift and diffusion terms satisfying the conditions of existence and uniqueness theorem for \( t \geq 0 \). Furthermore, the distribution of the variable \( X \) is unknown because it depends on the functional form of the drift and diffusion terms. Later, in Section 5.3.1 this variable is estimated by discretization of SDE. For some classes of such SDEs, where the functions \( a(t, X_t) \) and \( b(t, X_t) \) obey a certain, mostly easy analytical or model representation, the distribution of \( (X_t)_{t \geq 0} \) is known, especially, by explicit solution formulas existing. In the possibly most famous cases of so-called geometric or arithmetic Brownian motion with \( H = 1/2 \), standing for price or logarithmic price processes, solution formulas of initial value (or terminal-value) problems of Eqn. (5.1) are well-know, together with the probability distribution of the variable \( X_t \). That distribution is usually expressed through its mean and variance; in other cases, one knows moments (of some order) of the distribution or data-based approximations of the moments [43]. We note that it is necessary to have the integrator as a semi-martingale in the theory of stochastic integration. However, since fBm is not a semi-martingale, one should extend the usual settings as in the definition of the Itô integral and define the integration with respect to fBm in a new pathwise integration technique. Alos et al. [2] construct the theory of integration with respect to general Gaussian processes to overcome this obstacle [36, 45].

There have been comprehensive studies on statistical inferences for processes satisfying SDEs driven by Brownian motion. However, the recent interest is on SDEs driven by fBm since there have not been adequate studies on this topic. The purpose of this chapter is to estimate the Hurst parameter of the following SDE with initial value \( x_0 \in \mathbb{R} \):

\[
    dX_t = a(t, X_t)dt + b dW^H_t, \quad X(0) = x_0, \tag{5.2}
\]

by CMARS methodology, together with the spline coefficients. Let us note that the \( b(t, X_t) \equiv b \) term in Eqn. (5.1) is taken as a constant.

5.3 Estimation of Hurst Parameter Using Conic Multivariate Adaptive Regression Splines Method

In this section, as an alternative to the existing methods for estimation of the Hurst parameter, CMARS and the proposed methodology on SDEs will be introduced [65, 77]. For that purpose, firstly, we present the methodology and show how to apply this technique for finding the Hurst parameter of SDE defined in Eqn. (5.2).
5.3.1 Discretization of Stochastic Differential Equations with Fractional Brownian Motion

In general, the distribution of the stochastic process \((X_t)_{t \geq 0}\) is not known. Therefore, the discretized version of the SDEs, \(\hat{X}_t\), should be simulated \([29]\). There are many discretization schemes for the SDEs generated by fBm such as Euler and Milstein scheme \([15]\). In this chapter, Euler approximation is used since Milstein approximation contains the derivatives of the diffusion term in Eqn. (5.2) which is equal to 0. The Euler approximation of the Eqn. (5.2) is:

\[
\hat{x}_{i+1} = \hat{x}_i + a(\hat{x}_i, t_i)(t_{i+1} - t_i) + b(\hat{x}_i, t_i)(w_{i+1}^H - w_i^H).
\] (5.3)

For finitely many given data points \((\bar{x}_i, \bar{t}_i) (i = 1, 2, \ldots, N)\), the symbolic form of the approximation can be given as follows:

\[
\bar{y}_i = a(\bar{x}_i, \bar{t}_i) + b(\bar{x}_i, \bar{t}_i) \frac{\Delta \bar{w}_i^H}{\bar{h}_i},
\] (5.4)

where \(\Delta \bar{w}_i^H = \bar{w}_{i+1}^H - \bar{w}_i^H\) is a centered Gaussian random variable, \(\bar{h}_i = \bar{t}_{i+1} - \bar{t}_i := \Delta \bar{t}_i\) represents step lengths and

\[
\bar{y}_i = \begin{cases} 
\frac{\bar{x}_{i+1} - \bar{x}_i}{h_i} & \text{if } i = 1, 2, \ldots, N - 1, \\
\frac{\bar{x}_N - \bar{x}_{N-1}}{h_N} & \text{if } i = N,
\end{cases}
\]

are the difference quotients raised on the \(i\)th data values \((i = 1, 2, \ldots, N)\). A more compact form of the Eqn. (5.4) is defined by

\[
\bar{y}_i = \bar{G}_i + \bar{F}_i c_i,
\] (5.5)

where \(\bar{G}_i := a(\bar{x}_i, \bar{t}_i), \bar{F}_i := b(\bar{x}_i, \bar{t}_i), c_i := \Delta \bar{w}_i^H / \bar{h}_i\). We note that Eqn. (5.5) can be considered as an approximation of the problem. The expressions stated subsequently until the end of Section 6.3 are described parametrically with respect to the Hurst parameter \(H\). In Section 6.4, we shall specify it by numeric values.

5.3.2 Parameter Estimation of Coefficients and Hurst Parameter

To determine the unknown values in Eqn. (5.5), the following minimization problem is constructed using some abbreviated notation of the approximation \([56]\):

\[
\text{minimize } \sum_{i=1}^{N} \left\| \bar{y}_i - (\bar{G}_i + \bar{F}_i c_i) \right\|_2^2.
\]

Here, \(\theta\) comprises all unknown parameters in the Euler approximation. To solve this optimization problem and to give a smoother, regularized approximation to the data,
we employ CMARS method which controls any high “variation” in the data. CMARS’ basis functions are gradually constructed for the approximation of $G_i$ and $F_i$ with data $\bar{U}_{i,B}, \bar{U}_{i,C} = (\bar{x}_i, \bar{t}_i)$ according to the following approaches \[77\]:

$$G_i = \alpha_0 + \sum_{l=1}^{d_B} \alpha_l B_l(\bar{U}_{i,B}), \quad F_i c_i = \beta_0 + \sum_{m=1}^{d_C} \beta_m C_m(\bar{U}_{i,C}).$$

Here, the forms of the basis functions are $B_l(\bar{U}_{i,B}) = \prod_{k=1}^{2} [\kappa_{B_k}^B \cdot (\kappa_{B_k}^C - \tau_{\kappa_{B_k}^C})]_+$ and $C_m(\bar{U}_{i,C}) = \prod_{k=1}^{2} [\kappa_{C_k}^C \cdot (\kappa_{C_k}^B - \tau_{\kappa_{C_k}^B})]_+$. Here, we choose the numbers $K_B^1$ and $K_C^1$ as maximal, namely, as 2.

We construct the PRSS for our minimization problem in the following form:

$$PRSS := \sum_{i=1}^{N} (\bar{X}_i - (\bar{G}_i + \bar{F}_i c_i))^2 + \sum_{l=1}^{d_B} \lambda_l \sum_{\alpha = (\alpha_1, \alpha_2)^T}^{2} \sum_{r,s \in \bar{V}_i} \alpha_l^2 \left[ D^\alpha_{r,s} B_l(\bar{U}_B^l) \right] \left[ D^\alpha_{r,s} C_m(\bar{U}_C^m) \right] d\bar{U}_B^l + \sum_{m=1}^{d_C} \mu_m \sum_{\alpha = (\alpha_1, \alpha_2)^T}^{2} \sum_{r,s \in \bar{V}_m} \beta_m^2 \left[ D^\alpha_{r,s} C_m(\bar{U}_C^m) \right] \left[ D^\alpha_{r,s} C_m(\bar{U}_C^m) \right] d\bar{U}_C^m. \quad (5.6)$$

Here, the multipliers $\lambda_l, \mu_m \geq 0$ are smoothing parameters and they provide a trade-off between both accuracy and complexity. To approximate two multi-dimensional integrals in Eqn. (5.6), parallelepipeds $Q_B^1 = [a_{1,1,B}, b_{1,1,B}] \times [a_{1,2,B}, b_{1,2,B}] = \prod_{k=1}^{2} Q_k^1$ and $Q_C^m = [a_{1,1,C}, b_{1,1,C}] \times [a_{2,1,C}, b_{2,1,C}] = \prod_{k=1}^{2} Q_k^m$ which encompass all our input data are constructed. Then, the following discretization is applied for the first multi-dimensional integral:

$$\int_{Q_B^1} \alpha_l^2 \left[ D^\alpha_{r,s} B_l(\bar{U}_B^l) \right] \left[ D^\alpha_{r,s} C_m(\bar{U}_C^m) \right] d\bar{U}_B^l \approx \sum_{i=1}^{(N+1)^2} \left( \sum_{\alpha = (\alpha_1, \alpha_2)^T}^{2} \sum_{r,s \in \bar{V}_i} \alpha_l^2 \left[ D^\alpha_{r,s} B_l(\bar{U}_B^l) \right] \left[ D^\alpha_{r,s} B_l(\bar{U}_B^l) \right] \right) N_{i,B}^l \approx \sum_{i=1}^{(N+1)^2} \left( \bar{L}_{i,B}^l \right)^2 \alpha_l^2 = \left\| \bar{L}_{i,B}^l \alpha_l \right\|_{2}^2. \quad (5.7)$$

The same discretization is also applied for the second multi-dimensional integral in Eqn. (5.6). For simplicity, we introduce PRSS in the following multi-dimensional norm notation:

$$PRSS \approx \left\| \bar{X} - \bar{A}\theta \right\|_{2}^2 + \sum_{l=1}^{d_B} \lambda_l \left\| \bar{L}_{i,B}^l \alpha_l \right\|_{2}^2 + \sum_{m=1}^{d_C} \mu_m \left\| \bar{L}_{i,C}^m \beta_m \right\|_{2}^2. \quad (5.8)$$
where \( \dot{\bar{X}} = \left( \dot{\bar{X}}_1, \dot{\bar{X}}_2, ..., \dot{\bar{X}}_N \right)^T \), \( \bar{A} = \left( \bar{A}_1^T, \bar{A}_2^T, ..., \bar{A}_N^T \right)^T \), \( \theta = (\alpha^T, \beta^T)^T \), \( \alpha = (\alpha_0, \alpha_1, \alpha_2, ..., \alpha_{dB})^T \) and \( \beta = (\beta_0, \beta_1, \beta_2, ..., \beta_{dC})^T \). Moreover, \( \bar{G}_i + \bar{F}_i c_i = \bar{A}, \theta \), for \( l = 1, 2, ..., dB \) \( \bar{L}_B^l = \left( L_B^1, L_B^2, ..., L_B^{(N+1)2l} \right)^T \) and for \( m = 1, 2, ..., dC \) \( \bar{L}_C^m = \left( L_C^1, L_C^2, ..., L_C^{(N+1)^2m} \right)^T \) \[77\].

Using uniform penalization by taking the same \( \lambda \) for each derivative term, the regularized approximation problem of PRSS turns into a Tikhonov Regularization problem:

\[
PRSS \approx \left\| \dot{\bar{X}} - \bar{A} \theta \right\|_2^2 + \lambda \left\| \bar{L} \theta \right\|_2^2.
\] (5.9)

Here, \( \lambda = \lambda_1 = ... = \lambda_{dB} = \mu_1 = ... = \mu_{dC} \), and \( \bar{L} \) is an \((M_{max} + 1) \times (M_{max} + 1)\)-diagonal matrix with first column \( L_0 = 0_{(N+1)^2} \) and the other columns being the vectors \( L_B^l, L_C^m \), introduced above, where \( M_{max} = dB + dC \).

As we mentioned in previous chapters, Tikhonov Regularization problem can be solved by a CQP program. In order to write the optimality condition for this problem, we firstly reformulate our program as the subsequent primal problem \[75, 77\]:

\[
\begin{align*}
\text{minimize} & \quad t, \theta, \\
\text{such that} & \quad \chi := \begin{bmatrix} 0_N & \bar{A} \\ 1 & 0_{M_{max}+1}^T \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} -\dot{\bar{X}} \\ 0 \end{bmatrix}, \\
\eta := & \begin{bmatrix} 0_{M_{max}+1} & \bar{L}^T \\ 0 & 0_{M_{max}+1}^T \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} 0_{M_{max}+1} \\ \sqrt{\bar{M}} \end{bmatrix}, \\
\chi & \in L^{N+1}, \eta \in L^{M_{max}+2}.
\end{align*}
\] (5.10)

The dual problem to the latter problem is given by

\[
\begin{align*}
\text{maximize} & \quad (\dot{\bar{X}}^T, 0) \omega_1 + \left( 0_{M_{max}+1}^T, -\sqrt{\bar{M}} \right) \omega_2, \\
& \begin{bmatrix} 0_{N}^T & 1 \\ \bar{A}^T & 0_{M_{max}+1}^T \end{bmatrix} \omega_1 + \begin{bmatrix} 0_{M_{max}+1}^T & 0 \\ \bar{L}^T & 0_{M_{max}+1} \end{bmatrix} \omega_2 = \begin{bmatrix} 1 \\ 0_{M_{max}+1} \end{bmatrix}, \\
\omega_1 & \in L^{N+1}, \omega_2 \in L^{M_{max}+2}.
\end{align*}
\] (5.11)

A primal-dual optimal solution \((t, \theta, \chi, \eta, \omega_1, \omega_2)\) is obtained when the optimality
conditions given in Eqn. (5.12) are satisfied:

\[
\chi := \begin{bmatrix} 0_N & \bar{A} \\ 1 & 0^T_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} -\dot{X} \\ 0 \end{bmatrix},
\]

\[
\eta := \begin{bmatrix} 0_{M_{\text{max}}+1} & \bar{L} \\ 0 & 0^T_{M_{\text{max}}+1} \end{bmatrix} \begin{bmatrix} t \\ \theta \end{bmatrix} + \begin{bmatrix} 0_{M_{\text{max}}+1} \\ \sqrt{M} \end{bmatrix},
\]

\[
\begin{bmatrix} 0^T_N \\ \bar{A}^T \\ 0^T_{M_{\text{max}}+1} \end{bmatrix} \omega_1 + \begin{bmatrix} 0^T_{M_{\text{max}}+1} \\ \bar{L}^T \\ 0_{M_{\text{max}}+1} \end{bmatrix} \omega_2 = \begin{bmatrix} 1 \end{bmatrix},
\]

\[\omega_1^T \chi = 0, \ \omega_2^T \eta = 0,\]
\[\omega_1 \in L^{N+1}, \ \omega_2 \in L^{M_{\text{max}}+2}, \ \chi \in L^{N+1}, \ \eta \in L^{M_{\text{max}}+2}. \quad (5.12)\]

5.4 A Numerical Application

In order to test the theory developed in the previous section, we start with simulating the stochastic process for a fixed Hurst parameter \(H\) using Cholesky method [12]. Now, our aim is to estimate the exact value of this Hurst parameter of the simulated data. We generate various stochastic processes which are the strong solution of SDEs driven by fBm with different Hurst parameters. Next, we construct CMARS model for each generated process to find the best fit. For the implementation of CMARS algorithm, basis functions are built using Salford MARS software program [33] as in [34, 65]. The optimization problem given in Eqn. (5.10) is solved by using IPMs via the optimization software MOSEK [37, 41]. Finally, we examine the performances of CMARS fits according to well-known performance measures. The steps described above are applied for \(H=0.2, H=0.3, H=0.7\) and \(H=0.8\). The results of the applications are summarized in Table 5.1 [75].

In the case of anti-persistent processes, namely, \(H=0.2, H=0.3\), the values of MAE and MSE are lower and the values of \(R^2\), Adj-\(R^2\) and PWI are higher than the values for the other Hurst parameter values. Similar results are also obtained for the case of persistent processes. Hence, this shows that according to performance measure criteria, the best CMARS fit gives us the correct Hurst parameter value.
Table 5.1: CMARS performances for fBm generated by $H=0.2$, $H=0.3$, $H=0.7$, and $H=0.8$.

<table>
<thead>
<tr>
<th>Hurst index</th>
<th>Performance Measures</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAE</td>
<td>MSE</td>
<td>$R^2$</td>
<td>Adj-$R^2$</td>
</tr>
<tr>
<td>$H = 0.1$</td>
<td></td>
<td>0.8766</td>
<td>1.4827</td>
<td>0.0370</td>
<td>-0.1651</td>
</tr>
<tr>
<td>$H = 0.2$</td>
<td></td>
<td>*0.7480</td>
<td>*0.9868</td>
<td>*0.9739</td>
<td>*0.9684</td>
</tr>
<tr>
<td>$H = 0.3$</td>
<td></td>
<td>0.8861</td>
<td>1.5266</td>
<td>0.0098</td>
<td>-0.1979</td>
</tr>
<tr>
<td>$H = 0.4$</td>
<td></td>
<td>0.8770</td>
<td>1.4733</td>
<td>0.0430</td>
<td>-0.1577</td>
</tr>
<tr>
<td>$H = 0.5$</td>
<td></td>
<td>0.8839</td>
<td>1.5201</td>
<td>0.0164</td>
<td>-0.1900</td>
</tr>
<tr>
<td>$H = 0.1$</td>
<td></td>
<td>0.7138</td>
<td>0.9776</td>
<td>0.0679</td>
<td>-0.1276</td>
</tr>
<tr>
<td>$H = 0.2$</td>
<td></td>
<td>0.7162</td>
<td>0.9901</td>
<td>0.0576</td>
<td>-0.1401</td>
</tr>
<tr>
<td>$H = 0.3$</td>
<td></td>
<td>*0.2516</td>
<td>*0.984</td>
<td>*0.9699</td>
<td>*0.9636</td>
</tr>
<tr>
<td>$H = 0.4$</td>
<td></td>
<td>0.6926</td>
<td>0.9387</td>
<td>0.1055</td>
<td>-0.0821</td>
</tr>
<tr>
<td>$H = 0.5$</td>
<td></td>
<td>0.7053</td>
<td>0.9763</td>
<td>0.0697</td>
<td>-0.1254</td>
</tr>
<tr>
<td>$H = 0.5$</td>
<td></td>
<td>0.7031</td>
<td>0.9719</td>
<td>0.2250</td>
<td>0.0623</td>
</tr>
<tr>
<td>$H = 0.6$</td>
<td></td>
<td>0.7048</td>
<td>0.9784</td>
<td>0.2198</td>
<td>0.0560</td>
</tr>
<tr>
<td>$H = 0.7$</td>
<td></td>
<td>*0.2602</td>
<td>*0.9582</td>
<td>*0.9182</td>
<td>*0.9010</td>
</tr>
<tr>
<td>$H = 0.8$</td>
<td></td>
<td>0.7041</td>
<td>0.9506</td>
<td>0.2419</td>
<td>0.0828</td>
</tr>
<tr>
<td>$H = 0.9$</td>
<td></td>
<td>0.7081</td>
<td>0.9781</td>
<td>0.2200</td>
<td>0.0563</td>
</tr>
<tr>
<td>$H = 0.5$</td>
<td></td>
<td>0.6068</td>
<td>0.7841</td>
<td>0.3498</td>
<td>0.2133</td>
</tr>
<tr>
<td>$H = 0.6$</td>
<td></td>
<td>0.6359</td>
<td>0.8015</td>
<td>0.3345</td>
<td>0.1948</td>
</tr>
<tr>
<td>$H = 0.7$</td>
<td></td>
<td>0.6053</td>
<td>0.7389</td>
<td>0.3815</td>
<td>0.2517</td>
</tr>
<tr>
<td>$H = 0.8$</td>
<td></td>
<td>*0.0822</td>
<td>*0.9883</td>
<td>*0.9768</td>
<td>*0.9720</td>
</tr>
<tr>
<td>$H = 0.9$</td>
<td></td>
<td>0.6006</td>
<td>0.7294</td>
<td>0.3894</td>
<td>0.2613</td>
</tr>
</tbody>
</table>

* indicates better performance
Recent developments in computer science provide environments in order to collect numerous data from various sources. Data mining methods enable us to analyze data for different purposes in many fields, such as science, economics, finance, environment, engineering and energy. One of the modern methods of data mining, CMARS, has been developed as an alternative to the backward stepwise part of the MARS algorithm [65].

CMARS is a parameter estimation method for regression and classification, which simply involves regularization and employs continuous optimization. It constructs a functional form of the model by using basis functions, which are a special form of splines. In fact, our splines will be “discretely” nonsmooth, herewith reducing complexity also. Then, it estimates coefficients of basis functions using CQP. The flexible, adaptive nature of the CMARS modeling has led to a successful implementation on various processes with nonlinear structure, e.g., in industrial engineering, image processing and earthquake engineering [32, 65, 71].

The success of the CMARS applications led to adapting the CMARS model into a wide frame of advanced methods of statistics and applied mathematics. In the following paragraphs, we summarize the refinements and extensions of the CMARS method to identify and explore the connections between data mining and other applied sciences.

CGPLM, the first extension of CMARS, is become a very popular tool and shown to be effective in many areas such as finance, actuarial science, medicine, etc. Embedding our data mining methodology and optimization approach to GPLM is more recent and its popularity in the finance community is increasing. The main reason for using CMARS method here is that it is computationally fast and also overcomes some well-known deficiencies of traditional methods. In this thesis, we have aimed to present how the advantages and strengths of GPLM can be effectively combined with the computational power of data mining methods by incorporating CMARS and estimating all the related unknown coefficients of GPLM by the CQP. As a future work, CGPLM (with CMARS) can be applied to large data sets, e.g., related with the dynamics in the financial sector, with many potential predictors and various other emerging application areas.

In this thesis, the mean-shift outlier regression problem is newly represented as a CQP and it achieved excellent numerical results with CMARS, compared with a new regu-
larized, CQP supported approach by a linear model. These new methods can be applied to a wide range of application areas, such as medical signal processing, quality analysis and control in manufacturing, early warning systems in meteorology, ecology and the financial sector, especially for a new view at the analysis and control of financial “bubbles.”

SDEs play an important role in the many field of science, especially, in finance. These equations, however, are usually hard to represent and resolve by a computer. In order to identify them in a simplified manner, we aim to use CMARS method. CMARS provides the opportunity for statistical inference of stochastic process parameters with the help of basis functions. Especially for large sample size, our estimation procedure based on special discretization and optimization techniques captures the behavior of the stochastic process very well.

In this thesis, a parameter estimation procedure for SDEs is presented and implemented. This procedure is based on a discretization of the SDEs and on the CMARS algorithm. CMARS holds for a reasonable approach to nonparametrically estimate the complete functional form of the deterministic drift and the diffusion term of a SDE by identifying unknown parameters of these functions based on discretization of Milstein approximation.

Differently from ODEs, SDEs incorporate random effects and they are computationally expensive. In the case of multi-dimensional stochastic processes, strong solvers are necessary to explore characteristics of systems. As introduced before, a main problem in estimating parameters of SDEs is the structure of the stochastic processes that can be of any distributional characteristics and any nonlinear and nonconvex form of the underlying data set.

In this thesis, a parameter estimation procedure for multi-dimensional SDEs has been presented and implemented. This procedure is based on a discretization of the SDEs by using Milstein approximation and CMARS. In addition to them, using CQP programs gives us the opportunity to benefit from well-structured convex optimization.

In this thesis, we particularly deal with the system case of SDEs driven by correlated Brownian motions which are experienced in real-life problems of finance such as in stochastic volatility and credit risk with stochastic interest. Moreover, implementations of the given approaches to financial data are successfully demonstrated.

Our future work will proceed on the generalization of parameter estimation for the multi-dimensional systems’ case with vectors of fractional Brownian motions, in theory, methods and applications.

This thesis gives a new contribution to Hurst parameter estimation theory for the strong solution of SDEs driven by fBms using CMARS technique. The main superiority of our approach to the others is that it does not only estimate the Hurst parameter but also finds spline parameters of the stochastic process. Furthermore, our representation of financial and other processes is empowered by all the modeling and numerical advantages of the CMARS. By this, a bridge has been offered between convex optimization and Hurst parameter estimation theory.
In present thesis, we follow a *two-level* approach with the determination of the parameters at the *lower level*, except for the Hurst-parameter which was chosen at the following *upper level*. This approach can be regarded as a *parametric optimization* \([17, 27]\). In future research, we will deepen and extend this approach by both more *model-free* strategies (e.g., from statistics and data mining), especially, more *model-based* ones, and with a comparison of them. The model-based approaches will be of a *more integrated* mathematical nature and in the analytical line that we initiated in this thesis.

As a future investigation, the results and achievements on SDEs, presented in Chapter 4 and 5, can be applied to new research and application areas for them such as biology and medicine. By using the advantages of our new methodology based on CMARS and optimization theory, real-world processes from the nature are able to model. Thus, this extension in view of interest and application will be useful. Furthermore, we want to compare the performance of our methodologies to other parameter estimation methods of SDEs based on different stochastic processes.

The choice of the upper bound, \(\tilde{M}\), in our CQP problems is based on an L-curve. In future, the optimal value of \(\tilde{M}\) can be determined by an appropriate optimization-based approach where \(\tilde{M}\) is included as a state or decision variable. Thus, our proposed approaches based on a CQP problem can select a better model for us. For this purpose, multi-objective approaches can be used.

One drawback of proposed methodologies is their computational speed. In our applications, preparation of the data sets, construction of the basis functions and discretizations of the given equations were made separately. This takes a lot of time. In this respect, we are going to improve our coding and make a user-friendly tool for its prospective users.
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APPENDIX A

Performance Measures Used in Comparisons

The performance measures with their general notations are presented as follows:

**Mean Absolute Error (MAE):** MAE is the average magnitude of the error; it is defined by

\[
MAE := \frac{1}{N} \sum_{i=1}^{N} |\bar{y}_i - \hat{\bar{y}}_i|,
\]

where \( \bar{y}_i \) is the \( i \)th observed response value and \( \hat{\bar{y}}_i \) is the \( i \)th fitted response value and \( N \) is the number of observations. The smaller value for this measure gives the better model.

**Mean Square Error (MSE):** MSE is defined as

\[
MSE := \frac{1}{N - p} \sum_{i=1}^{N} (\bar{y}_i - \hat{\bar{y}}_i)^2,
\]

where \( p \) is the number of terms in the model. The MSE represents an unbiased estimate of the error variance, and it depends on both the residual and number of predictive variables. Similar to the MAE, smaller values for the RMSE indicate a better model.

**Multiple Coefficient of Determination (R\(^2\)):** \( R^2 \) is a coefficient of determination. As the \( R^2 \) values become higher, a better fit is obtained for the model. The formulation of \( R^2 \) is as follows:

\[
R^2 := 1 - \frac{\sum_{i=1}^{N} (\bar{y}_i - \hat{\bar{y}}_i)^2}{\sum_{i=1}^{N} (\bar{y}_i - \bar{y})^2}.
\]

**Adjusted R\(^2\) (Adj-R\(^2\)):** This value is used to compute the number of predictors in the model. It is useful for comparing models with different numbers of independent variables. The higher the Adj-\( R^2 \) value is, the better the model fits the data. The formula is:

\[
Adj - R^2 := 1 - (1 - R^2) \frac{N - 1}{N - p - 1}.
\]
where \( N - p - 1 \neq 0 \).

**Percentage of Residuals within Three Standard Deviation of Mean (PWI):** PWI is obtained by the sum of indicator variables over all observations divided by the total number of observations. The indicator variables take the value of 1 if the absolute value of the difference between the actual and predicted response is within some user-specified thresholds. In this thesis, 3 standard deviations of mean are used as a threshold.
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