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ABSTRACT

IMPLEMENTATION AND EVALUATION OF THE DEPENDABILITY PLANE

FORTHE
DYNAMIC DISTRIBUTED DEPENDABLE REAL TIME INDUSTRIAL PROTOCOL
(D°RIP)
Sezer , ¥ mer Ber at

M.Sc., Department of Electrical and Electroriasyineering
Supervisor : Assc. Prof. Dr.kenan Ece Schmidt
Co-Supervisor : Asac. Prof. Dr.Klaus WerneliSchmidt

SeptembeR013, 93 pages

Dynamic Distributed Dependable Real Time Ethernet Industrial Pro(®¢RIP) is a real
time industrialcommunication protocol that rumver shareanedium Ethernet with COTS
hardware. The protocol consistsf an interface layer that enables time slotted
communication and a&oordination layer that guarantees collisioavoidance and timely
delivery of real time messages generated by the control application. At the current
development stage, these two layers of the protocol areifofiiemented and tested. The
scope of this thesis the implementation of a neptanefor D*RIP to achieve dependability.
To this end, mechanisms of fault detection and roll vackveryareapplied The interface
of the dependabilitplaneto the existingnterfacelayer and coordinationlayer is defined.
Finally thedependabilityplaneis implemented and integrated to the exisgngtocolstack.

A number of tests under different fawitenariosare conductedo demonstrate thplane
functionality.

Keywords: Ethernet, industrisbmmunicatiometwork real time industrial communication
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CHAPTER 1

INTRODUCTION

Industrial ©ntrol applicationsare nowadays realized using distributed contralé&icesthat
are connected by meaktime communication netwotkThe amount of the transmitted data
has been increasadth the new control systems attte demand of thesgystens will be
increasd more and more in the near future. Traditional bus and control neswtukons
such as CANTJ1], ProfiBus [2] and LonWorks[3] do not support te demanded
requirements, because of their low speed, high costrexednpatibility with other devices
and equipment

Therefore, a different protocol is needed to suppiatstatedequiremerd. EthernetflEEE
802.3)is a common proposition for theupport of industrial control applicatiossice it is
cheap, commdy used, high speeandcompatible with other protocols. Howevéhgere is a
problem to use Ethernet in real tinl®T) communication. The reason tise CSMA/CD
(Carrier Sense Multip Access / Collision Detectipraccess protocol. In CSMA/CD access
protocol, ifa collision occurson the networkthe node which sends the packet to the other
node, waits a random time to resend the packet. Also, the random amount ofdoublés
increased if collision occuragain. This causes naleterminisn and impairghe RT timing
requirements To overcome this problem, there avarious solutionsin the literature.
Commonsolutions are:

T Modification of the Medium Access Control
1 Adding Transnission Control Over Ethernet
1 Using Switched Ethernet

In modification of MAC solution, specialized chips (ASIGsE used to modifthe Ethernet
hardware. Sercopt], Ethercat[5], Profinet IO[6] are example of modification of MAC
solutions. They are used RS Ethernet protocol, but their high cost and incompatible with
other equipments are the problem of the modification of MAC. In adding transmission
control over Ethernet solutiothere are several different ways of doing this. Master /slave,
Token Passing and TDMA methods are used to solve the problem by adding transmission
control over EthernetVirtual Token Passing Etherndfr], Ethernet Powerlink[8],
Modbus/TCP[9], Ethernet for Plant Atomation (EPA)[10], FTT Ethernet[1l] are
example of adding transmission control over Ethernet. In using switched Ethernet solution,
there are multiple transmission psittind switcles are used instead of hultisat is, each
net wor k & nNI@)rotlyareceive taffic which( is addressed to itHowever, this
solution is not enough to makg&thernet reatime due to the nowleterministic queuing
delays in switches



The newRT Ethernet protocolDynamic DistributedDependableReal Tine Ethernet
Industrial Protoco{D°RIP) is proposed in article 2. This protocolis fully distributed,uses
COTS Ethernet hardwaend timeslotted transmission control basedtbalEEE 1588 time
synchronization protocdl13]. No hardware modification is requiredt. supports botlRT
and nRT traffic.D°RIP is an extension of the twlayer protocolD?RIP by dependability
functionalityin the form of a dependability plan€heinterface layelIL) andcoordination
layer (CL) of D°RIP wereimplementedn [41]. In this thesisthe additionaldependability
plane of D°RIP is studied implementedand evaluated based on an application exanple
this examplefour distributedcontroller devicescommunicate with each other oVerRIP.
Several test scenarios show the functionality ofddmeendabilityplaneThe remainderf the
thesis is organized as followRT Ethernet forindustrialcommunication, requirements
them and dependabilitsre discussed and availabRT Ethernet protoca are reviewd in
Chapter 2 Formal protocol modslandthe implementation ofa genericsharedmedium a
genericinterfacelayer, a genericcoordinationlayerand a genericdependaliity plane are
explainedin Chapter 3. The implementation thie cependabilityplaneis described in detalil
in Chapter 4. Thetest scenario with 4 controllers andonfiguration of simulator
performance parametermxperiments and saelts are studied in Chapter 5. The conclusion
and future works arpresentedn Chaptei6.



CHAPTER 2

BACKGROUND

2.1 Real-Time Ethernet for Industrial Communication Protocols

In industrial applicatiog industrial communication network and protocol are ufed
communication amongontrol nodes and equipmeni&T access, deterministic behavior and

RT are the reasons why industrial communication protocols are used so often in control
applications. In control applications, different components are used to implement the control
system: controllers, remote doollers, supervisory stationgctuators andensors are some

of the components that are used. Sensors céledbacldatg controllers control the system
according to receiving data from sensors using actuadataators transforninput signals

into motion Supervisory stations are the intelliggoart of the control systertt.is used as a
monitoring part and computer in the system. All different parts are connected with each other
using industrial communication netwark

Nowadays industrial communication netwakare widely used by mdustrial control
applicationsand thesendustrial control applicationlsecomemore complex and largscale.

Also computer aided industrial control devices with the network access are manufactured in
recenyears. These developments make industrial control sysbsomsme an important
industrial and academic researdpic. Different industrial communication networks have
been developed for the last twenty years for these systems.

In different industrial communication networks, messages for the different purposes are
transmitted to each device in the systefhese industrial communication networks are
divided as follovs: [14] (Figurel)

i T1) Device level data transmission between sensorsiofiens and actuators: The
receiving sampled data is periodic and it must be sent with time constraints

1 T2) Control level data transmission between supervisory controllers and the system
components: It is needed that controllers and the system compatedifferent
hierarchical levels communicate each other for their coordination in the system.
Mostly, components and controllers send the data which is-easetd and requires
deterministic response times, to each other. Because of thgimtpani the gstem
behavia in discrete time, the next state of the system and the gwessach is sent
in that casehave been already known using system dynamic model. For example,
the controllerwhich controls the two machinesends a message to the second
machineto start, when the first machine completes its operation.

I T3) Information level data transmission: Mostly, it is used fornR& and event
based communication.

When these traffic types are armdy, here are four requiremerttsat should be fulfilled by

3



the networkto make it usable for industrial contradhere should b&RT traffic transfer,
synchronized communication, depeni@albperationand support fomRT traffic. In RT

traffic transfer requirement, when a node in the contstesn wants to s@l amessageo

other nods, this message transfer time should be less than a deadline time of the message. In
synchronized communication requirement, beforeRfieeommunication starts, all nodes in

the system are synchronized to get tR& message successfully. In dependability
requirement, if there is a failure in the systéhg systemshouldbe able to fix the problem

and resume its correct operatiom support fornRT traffic requirementnRT messages
shouldbe sehwithout corruptig theRT traffic.

Programmable
Device

Information Level
(T3, Non Real Time)

( _ ) _ 0

PLCor Connection
Device
Control Level

(T2, Real Time, Sooradic)

I

( ) 0

Device Level

(T1, Real Time, Periodic)

] I
( ) ) ) 0

Sensor Sensor
Actuator

Figurel: Industrial Communication Leve[44]



| n 19 8 0LldmworksRidfibusstarted tdeusal as industrial communication network
[15]. But, theirimplementationcost ishigh, expanding the system is difficult and they are
not compatible with other communication protocols. So, these preladesnthe reason for
developing and usindifferent protocolsEthernet can be used for industrial communication
protocol. However, Ethernet is not directly usableas industrial communication
protocolwithout any modification ohardware or software. Becausiegoesnot support the
RT traffic when collisiors occurin the systemWhenacollision happens, baeiff algorithm
runs ad the node which wants to seadnessagdo the system, waits a random time. It
creates nomleterminism on the system. So, gendftbernet without any modificatien
cannot be used for industrial communicatiblowever, the application &themet is simple,
widely used andow costare thereason whythere is a considerable research effort on
modifications and additions tBthernetin  or der t o maRK eom@unicatior a b | e &
protocol.

2.1.1Requirements
The requirements for the degpiment of the reaime Ethernet protocol are listed below:

[16]

Real Time Data TransmissioriMessage transmission time is measured between the
applications which are sent and received. The requirements of the message transmission time

for the different level communications are differamhile the applications including human
operatorgequire 100ms transmission time, applications working withr o gr ammab |l e | ©
controllers PLC9 require 10 ms transmission time and applications which coordinate many
devices, require 1 ms transmission time.

SynchronizationSupport In industrial communication networlRT response timeand
common reference time between nodes are provided by synchronization protocol. The
sensitivity of the synchronization is defined the maximiaviationbetweerthe time of two

nodes 16]. To protectthis sensitivity of the synchronization, guard periods are used and this
causes the increasing of the time delay. The most common and used synchronization
protocol for Ethernet is IEEE 1588 time synchronization protdcgI[[L7].

IEEE 1588 time synchronization protocol works according to Preeisimnprotocol (PTP).

In this protocol, time difference and delay time between the selected master node and other
nodes are calculated using message exchanges between master node adesavihus,

nodes are synchronized. Except IEEE 1588, spéiai@ synchronizatiormechanisrma are

used in EtherCAT4] and Sercos (IEC 614915][ protocols.

Non-Real Time Traffic Supportit is provided that whilenRT traffic is supported, the RT
traffic is not affected nRT traffic.

Compatilility: The most importanteason thatmakesEthernetan attractive technologig
inexpensivehardware andoftware interfacelt is required thawhen industrial Ethernet
works, it is compatible with standarBthernet to make implementation with COTS
(Commercial OffThe-Shelf) components and to take advantage of inexpemsivdware
andsoftware interfacen addition to this, it is also supposed tdmmhmonly use@pplication
protocolssuch asHTTP and FTP andyschronizationprotocolssuch aslEEE 1588 are
supported.There atgackwardcompatibilityrequirementsFor this reason, it is expected that

5



oncea protocolhas been established, it works for ye@s.a result, an industridthernet
protocolshould beconducive toaddingnew devices.

Dynamic Resource Separatifor the RealTime Traffic: The communicatiorrequirements
of the industrial system which communicates with a netweohange dynamicallyn time
[18]. For instancein the selftriggeredcontrol concept at thedevicelevel, calculation times
are reservedbefore. In addition to this, higlevel controllers which coordinate the
distributedsystems, communicate only whtrey are neededt is supposed thaiccording
to instantaneousieeds,RT bandwidth should be separated to devicesthe industrial
Ethernetprotocols.

Dependability:Dependabilityis an important requiremefior the applications whiclhave
critical securityconstraintsand workin the industrial control systemsl]. Availability,
safety, integrity andnairtainability are the elements diependability20]. To talkabout he
dependability ofa distributedindustrial control system which communicatesith the
network, it is provided that the dependability of thetwork and controller is necessary.
When designing a dependable industrimlommunication network, dependable
synchronizatiorand theconsistence o¥alueswhich are sent with messages, are important.
The problem ofdependability stands outmofRT Ethernetbasedsolutions due tanon
deterninistic feature of Ethernef2l]. Dependablecommunications provide that accurate
informationshould besentto the right placeat the right timeand right ordebependability
support is often done by the segition of the stati@additional capacityccording todefadlt
worst case2]. For examplefor the TDMA-based protocohdditional time slat might be
allocated to the transmitting node®rder to seneéachmessagavhich is lost,in repetition
time and only half othe capacitycan be used

2.1.2 Real Time Ethernet Protocols
In the literature, there are four major approaches to add Ethernttrelithess:
1 Changingthe nondeterministic sending messages mechanism vitie hardware
modificationon Ethernet network interface card
1 Minimizing response time and the probability of the collision
1 Removal ofthe probability ofcollision on shared medium using poiapoint
connections and switches,
1 Constructing layers on top of shared medium to avadiisom.

Specialized HardwareEthelCat [4], SERCOS Il p] and ProfiNet [6] use specialy
desigred node and switch hardwardethercat and ProfiNet use IEEE 1588 for time
synchronization. On the other hand, SERCOSusks special messages to synchronize the
nodes in the system. These thmaetocobk are supported by special designed dependable
protocols. Special designed, Twinsafe Protocol operatsg@arate layer under EtherCAT
protocol. Devices get addresses andtal safety is provideavith CRC. In SERCOS 1l
Safety, there arsequence numberanda timestamp in the message. The receiveendse
an acknowledgmennessage tthe sendemode Devices get addresses and data safety is
provided with HDLC coding.PROFIsafs developed for ProfiNe6]. Sequence numband

a timestamp are added in the message. Devices get addresses and data safety is provided
with CRC.




Non-GuaranteedApproachesMODBUS/TCP P] and similar protocols work on TCP/IP to
be conpatible with standard Ethernf23] [24]. With traffic shaping it low delay can be
achievedn thesesystens. In these approachethere is no guarantdbat messagesvill be
transmittedn time.

Switched EthernetSince collisions are possibln standard Ethernethe solutionof the
nondeterministic network access problem is fullplex switched and pointto-point
Ethernet(IEEE802.3). With this structuregven ifshared medium and the collision problem
are eliminatedthe problem of netw& access isarriedto queuaing delaysn the network
[22][25][26]. To provide theRT communication, Ethernet switches that make scheduling
and prioritizationare neededGiving priority to themessagg according to these priorities,
providing different servicelike 802.Jp and 802.1QEthernet protocols andprotocol
extensionsare proposed Unlike the standardEthernetprotocols these protocolsequire
specializedswitches.Under the assumption ah infinite buffer for reakttime traffic, even if
scheduling analysis can be matlee actual conditionsequire the use ad limited buffer
[27]. On switched Ethernet, the implementation of the sensitive time synchronization which
is important foRT communication, can be difficult.

EthernetiP (EIP) [28] works on the TCP/IP with fullluplex Ethernet switches which have
special prioritization mechanism.Ethernet /IP protocol does notensure the -tiga
communication. Time synchronization is made with special messages which are compatible
with IEEE 1588 protocol. Also, the coordination between sender and receiver, is provided
with the ping messages. There is also timestamp in the mesBagées get addresses and
datasafety is provided with CRC.

Constructing Layer on Shared MediuA variety of academic and indusl protocols are
proposed t@revent collisionoon shared mediurby addingRT properties These protocols
aim at addinga layer on IEEE 802.ghat prevens collision andnon-deterministic sending
messageafter collision.NRT andRT traffic pass over this layer. On this layer, there may be
a specific protocol which is responsible for transmissioRDfraffic. TCRUDP/IP layers
may be responsible for transmissionRar traffic. Figure 2 shows the additional protocol on
Ethernet layers.

There are 3 different approaches for adding layer on medium access layer:
9 Time Division Multiple Access (TDMA)
1 Mager-Slave
1 Token Passing

Time Division Multiple Access (TDMA) iIn this approach, time is divided into equivalent

slots. The owners of one or more time slots are determined statically for each node. Time
synchronization between all nodes in the system, is important for communication between
nodes. This approach praes reliable network access for all nodes. Working with low
efficiency is the disadvantage of TDMA. If a node does not send a message in the time slot
which is belongs to that node, another node in the system cannot send a message in that
unused time slotn addition to this, the delay in the software and switches is also considered
while choosing the time slot. If thmessages in the network arelostdue to network errors
additional time periods must be allocated to send messages again.




Real-Time Traffic Non Real-Time Traffic
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TCP/UDP
Additional Protocol IP
Additional Medium Access Layer
Medium Access Layer
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Figure2: Additional Protocol on Ethernet Laydi29]

MasterSlave: A chosen master node senchessage to the other nodes (slaves) to ask
whether itheeds tasenda message or not (polling). Slave nodes only send message when
master nodes poll them. This approach is used in the netmiidh has small number of
nodes. The efficiency of master slave is affected negatively while polling the system.
Especiallyin cases wherethe trafficis vewmariable and nodes do not have any message to
send, the efficiency decreasédso, the delay time which is pastwhen the master node
waits sl av e decreades the effieiancy Wwehen the number of sisdarge the
polling cycle timefor all nodesis more tharthe delay time of sending message. In that case,
the delaytime is much more thaacceptabldimit. The speed of software in the slave nodes
alsois the one of thedetermining factark the polling process time. If the software is too
slow, the importance of the network speed is ignored and the efficiency pétiwerk is
decreased. In addition tike problem otfhe efficiency masterslavecommunicatioris not a
suitablestructurefor distribution Because of master node, it is singéntered and there
might bea problem at a singleoint.

Token Passingin this approach, one node can samdessage if and only if it has a token to
send a message. When it sends its message, it transmits the tekethés node witha
special message. In tokéased approacheshe possibility of losing the tokentoken
circulationtime which causegecreasegdommunicatiorspeedand the difficulty of adding a
new component are the disadvantages of token passing system.

There are lots of solutions which are created in industry and acad@meése solutions and
standardgollow the approaches which are explained the section above and they carry on the
negative aspects of them.

Time Critical Control Network (T&Net) [30] is implemented with adding a layer on
standad Ethernet which provides the token passiNgRT traffic has low priority. Time



synchronization is provided with the sjp# message. The dependability of the protocol is
also provided using an extra et card Figure3 shows the TE&Net structure.26][ 31].

Message data Real-time data
application application
| 1
TCP/UDP/IP Common memory

we ——1
TCnet MAC

1 1
Ethernet PHY Ethernet PHY

Figure3: TC-Net Structurd 31]

Powerlink (EPL) 8] is implemented with adding a layer on stamd&thernet which
provides the masteslave. With the inefficiency dhe masterslave structureEPL efficiency

is calculated as 25922]. Time synchronization is provided with the special messag#ar

to the IEEE 1588 protocolRT and nRT data are sent in different time "oSequence
numberanda timestamp are added in the message. Devices get addresses and data safety is
provided withCRC.

Ethernet for Rint Automation (EPA)J0] works with static TDMA. Time slots for nRT and
RT are determined before the communicatibrsupports both RT and nRT traffic. IEEE
1588 time synchronization protocol is used to synchronize the nodes imetivork. The
disadvantage of this protocol is static slot scheduling and TDMA. &heidsiling is dondy
periodic message broadcast. Alemthe guard periodand error recovery precautions cause
low efficiency in TDMA solutions like EPA.16] [26]

In FTT Ethernetpratocol, master/multslave model is used to implement the protocol. It
uses COTS Ethernet hardware.The communication is TDMA based and time slot durations
are fixed Nodes can be connected to share or switched medium. It supports bathdR

nRT traffic, also in addition to them, there is online admission control to guarantee
timeliness to theRT traffic. Also there is no specific synchronization protoc8ut,
elementary cycle begins with master node trigger. When master node brdadcegier
message, elementary cycle is started with that trigger message. The disadvantage of the FTT
Ethernet protocol is that mastelave method Masterslave moded have single point of
failure, undistributed structure and low efficienf/1][ 32

In Virtual Token Passing Ethernet (VTPH),a node wants to hold a network, it should
takethe virtual token to send a message to other rnodiis mehod a virtual toka is
circulating between nodes and it works with closing the binary exponentialofia(BEB)
algorithm. When there is collision in the system, it provides that the nodes send the RT
messageagain immediately. In this protocdEthernet hardware is not modified. It uses
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COTS (commercial ofthe-shelf) Ethernet. Software Ethernet drivaodification is required
for RT stations Figure 4 shows the algorithnof VTPE.The disadvantage dhe VTPE is
losing token whichs the dependability problem of token passing metH@t.

The focus of this study is working with compatib@mponentswithout changingthe
working principle ofEthernet and providing guaranteed riae performance for shared
media protocols. Tablel shows the comparison dthe definedrequirements and
perfamancecriteria for these protocols. In tabld/l: Academic/ Industrial Purpose, RT
Cap: RT Data Transmission Capacity, nRT C&RT Data Transmission Capacity, Time
Sync: Time Synchronization Protocol are used as abbrevition

Tablel: Shared Medium Industrial Ethernet Protocol

Mediu RT
Node :
A/l | Protocol m Delay Cap.(bps| nRT Cap.| Time Sync
Number
Access )
IEEE
5ms,
EPA TDMA v 32, 64 12.28M 0,85 MPYYZM
MK a
Master | n n n 1 15.2M, 19.6%,
EPL 4,1 IEEE 1 1
Slave | 5.5ms 15 32M 4.4% 588,
Time 58.4M/
Critical 2ms/ 51.2M/
Token 7.2M, 0%,
Control . 20ms/ 24,13 -
Passing 45.6M/ 20%
Network 200m 40.8M/
TCNet '
( ) 4.8M
Periodic Time
- Sychronizatio
Master Unspecifie| 36M,
A FTTE 1ms 0,11 n Message
Slave d 36%
from Master
Node
Under
0 -
A VTPE Toke-n 5.8ms 256 40% | Unspecifie )
Passing Ethernet d
Cap.

2.2 Dependability
Dependability is defineds the ability to deliveservice that can be justifiably trustealso,
it includes the attributes beloy20][ 33].

1 Availability: A system is ready to provide the right service.

1 Reliability: A system continwo right service in a time.

1 Safety: A system doehlead to irreversible erroed the user level.
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1 Maintainability: A system can be conducive to repair anan be available to
maintain when needed

1 Integrity: Systenthangesaresuitable fordesigned sequence and thereraveany
unexpected system chasge the system design sequence.

System is dependable wherfultfills (some of) the above attributeslso, system must have
precautions against threatened dependabilitythef systemelements at thedesign and
operationstages. Threatened dependabilitytied systenelements aréivided into thethree
maincategoriesThesecategoriesare [20] [33] [34]

1 Componentievel Errors (Faults)

1 SystemLevel Errors (Errors)

1 UserLevel Errors (Rilures)

Figure4 shows thdaults causeffect relationship

. Component A : Component B
‘Gternah Sar}vioe i
| Dormant —Activation Intetface Service
\\Fauy } ) 1 ) ) ) Interface
_ Y Popagation . Propagation . Propagation _ Propagation _  Propagation
(7 ORI N 1 /input A 4
| Bror —»— — — p» Hror | P V‘er?————n Eror ——p—
- \_/ N \&ror/ \_/ N
Eror | Eror
——  —Bxternal Fault
Qorrect Service
Service status of Incorrect Boundary
component A Failure Srice T T T~
\ 4
Qorrect Service | oct
Service status of r;orr
component B i rvice

Figure4: Dependability Threatf20]

As can be seeim Figure5, faults which occurred and anet solved at the component level
proceed to the user level. After thhke system cannot work properly. Bringirfgack the
correctfunction ofthe system, error conditiossiould be eliminated

Means (dependability activities) are activities elimination of errorsand allocation of the
dependability of the system at various levels. They are divided main groupsf20] [33]
[35]

1 Componenlevel Fault Prevention ActivitiesEault prevention activities are the
activities which prevent the faults at the design stage. Keeping records of faults at
the designed system and modifyduring the design process is the most common
example[36] [37].

T ComponeniLevel Fault RemovalActivities: Error detection, classification and
validation phases of the system design phase of these activities aims to eliminate the
errors. System verificatiors a method which providesonfirmation of fault before
debugging andupportsystem requinments after debugging.
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1 Componendevel Fault Forecasting Activitiestault forecasting activities are the
activities which determine the state changes that causelewsérfaults after
completed system design.

T ComponenlLevel Fault Tolerance Activities: Activities of detection and
elimination of errors that can occur during operation of the sydiimination of
effects of the system faults called system oovery [20]. The most common
method without having to initialization (resethile system is perating ismaking
checkpoint and rathg back.

In this methodfunctionsin a distributedsystemrecord their statén error conditionghat
may occur. In the event aiy error, functionseturn to theipre-recordedstates within the
scope otheerrorrecoveryscenario operated by the system. Althoagtirst glanceit seems

to be an easy method oépplication, in some conditions rollback mechanism causes
consecutive rollbacks whichight return the system to its initial state. In other words, it
causes reseif the systemFigure5 shows that situation which is called domino effect.

Process 2 [ T { T { T T {
E_ b 43 r f" < 10 T | 4
Process 3 | ] O3 e | A
S N N :

Figure5: Domino Hfect [38]

In Figure6, lines with dashed vertical shailve communication of functions. 3 procesi
Figuredetermine theollback point periodially. For example in process &) error after 4th
recovery block is identified. This situation causes that process 3 rétutims4th recovery

block. When proces$ returnsto the 4th recovery blockthe other two process have to
returnto theirprevious recovery point to be compatible with process 3. The reasothahy
other two processs have to returnto their previous recovery point is that process 3
communcates with the other two procesdbetween error and 4th recovery block. With the
same logic, rollback mechanism causes that the system returns to its initial state, like toppled
dominoes one after the other.

In order to stop the domino effec, communication mechanism between processes is
recommended39] [40]. In these articlesproposedcommunicationmechanismscause

additional load orthe systemmessagédraffic. However, it seemsthadQ] 6 s proposed i dea
causes less additional load thre systermessageraffic than other one. Ind[], the use ok

commonreference timédetween functions is proposed to reduce the additional load on the

system message traffieigure 6 shows theproposedcontrol point description and rollback

mechanism.
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Figure6: Creaing Control Point and RollbadkQ]

Figure 7 shows thatistributednodesrun synchronousvith each otherCommonperiod of

time is determinedor synchronous nodes to malia acceptance tesiode which doesot
complete acceptance test within the specified time, sends its delay time to other nodes to
determine the synchronouscovery pointsThis reduces the additional load on the system
messageraffic. However,currently onlyavailable inrecoverypoint messages anesedfor
identification purposesn the network and thisadversely affectshe efficiency ofthe
network In our framework, distributed nodeare synchronous. In addition to this,
communicationbetween the nodes is on the shared mediDapendabilityplane in our
framework useghe advantages dhese two features and it is aimed to aliate the
additional message load on thestem.
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CHAPTER 3

PREVIOUS WORK

3.1 Dynamic Distributed DependableReal Time Industrial Protocol (D°RIP) Protocol
Overview

Dynamic Distributedependabldreal Time Ethernet Industrial Protocol can be used for the
communication otontrollersin distributed contol systemsDynamicDistributed Real Time
Ethernet Industrial Protocolorks over Ethernet protocol with noeal andRT traffic.
There is no need to change the physical MAC layer, it uses COTS Ethernet habfRéfre.
protocol workson shared medium without usirany switch It realizesTDMA on top of
Ethernetwherebysynchroniationis achieved by theEEE 1588protocol. It requiresmall
softwareEthernet driver modifican and modificationsf the software stacketweenVAC
and Application layer.Figure7 shows thdayered architecturef D°RIP. The Dependability
Plane works over fRIP structure that is implemented inl}4

IEEE Non-Real Time

Real Time Application Layer mRe
1588 Protocol| Application Layer

Coordination Layer TCP /IP Layer

Dependability
Plane Interface Layer

MAC Layer

Shared Medium

Figure7: D°RIP Laye Architecture

In D°RIP Layer Architecture, there aBdifferent layers added to the original Ethernet layer
architectue namelyinterface layer(IL), coordinationlayer (CL)and dependabilityplane

(DP). Interface layer is responsible fibre timeslottedTDMA structure that is implemented

and synchronized with other nodes using IEEE 1588 timehsynizing protocal At the
beginning ofeach timeslot, CL send information to the IL about the usage of the time slot
and IL sendsEthernet fame within time slot when it gets information from CL.
Coordination layer is responsible for determining the allocation of the type of slot whether
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RT or nRT and the allocation of the owner of thiet CL is implemented in the user space

of Linux and IL is implemented in the kernel space of Linux in previous w@¥E42). In

these works, CL is implemented as 2 types: DART (Dynamic Allocation-Res
Protocol) and URT (UrgeneBased Realime Potocol). In DART, variables in the
protocol are hold in the form of allocated RT slots. In URT, control application variables are
stored in the form of the communication requeg8.[Also, IL is implemented as 2 types:
RAIL (RealTime Access Interfacdayer Protocol) and TSIL (Tim8lotted Interface
Layer). In RAIL, slot allocations for nRT and RT traffic are made statistically. In TSIL, slot
allocations for nRT and RT traffic are made dynamically by €4]. [

Dependability Plane is responsible for dependability of the framewoBX® makes an
acceptance test whether theotocol works without problem or not. If there isfault, it
sends store€L parameters using rollback message to CL and when CL gets the rollback
message fronDP, it warns application layer to resend the fault messages OWR protects

the framework.Timing of messaging between layers is important to deterrtfie slot
timing duration.Figure 8 illustratesthe timings of 1 slotCL.q, which isa calculation time

for CL, IL¢mp Which is a calculation time for ILand Messagerx, which represents
transmission of aapplication message on Ethernet

dSlot dSlot

CLc'm P I Lc‘m P F rame;, F. ramegy, ] ] ] .

Figure8: Time Slot Structure

D°RIP Layer Architecturavorks on theRT operating systenRT features of theperating
system kernehre gained withRT patches over the Linux kernel. The latest stable kernel is
3.6.2. The configuraticmbelow are needed foRT operating system afteRT patches
implemented over Linux kernel:
1 ActivateTickless System (Dynamics Ticks).
Activate High Resolution Timer Support.
Sefi Preempti on Model 6 parameter to AFully Pree
Seth Ti mer fr eque fAlcOy0o0 Hzaor.amet er t o
Deactivate6iSus pend t o RAM and standbyo.
ActivateiT i mest ampi ng i n PHY deviceso.
ActivateilP TP Har dware Cl ock (PHC) 0.
ActivateilP TP ¢l ock supporto.
Deactivat6iShow ti mi ng i nformation on printkso.
Setil / O schedul gebé&a plairmenét er t o

=4 =4 -8 48 & 8 _—a 2 12
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3.2D°RIP Formal Protocol Model:

3.2.1GenericInterface Layer:

Interface Layer Generic Model is defined using TIOA Model 2][[43]. Figure9 shows the
IL Model using TIOA.There are6 parameters in the IL ModetiSlot, t0,t1,t2, t3, M, Q ,
AlL,HIL.

dSlot: Slotduration,

t0,t1,t2, t3 Time of events

M: The type of transmitted messages,

Q: The type of a FIFO queue messages,

AIL: Abstract variablef IL.

HIL:Abstract variablef IL

= =4 -8 4 -—a -9

IL Model as TIOA has variables to define the model and operatioog®, next®, TXRT,
TxnRT, RXRT, RxnRT, RTIL®, mylIL%, vIL, reqlL.
1 now® Analog variable which evolves with the time derivative of 1 , the updated
time information is provided by this variable.

1 next™ The end of the current time slotsitoredby this variable.
f TxRT": The buffer thastores thd&RT messageto be transmitted
f  TxnRT" The buffer thastores theRT messaggto be transmitted
f RxRT" The buffer thastores thdRT messagethat are received
f  RxnRT: The buffer thastores theRT messaggthat are received
f  RTIL®: The variablehatstores the type of next slot whet®&F or nRT.
1 myILid: The variablghatstores whether the device owns the next time slot or not.
1 vIL% The variablghatholds the additional information of the protocol operations.
f reqlL® The variablehatstores the request to the CL to determine RTIL and myIL.
1 sendVIL®: The variablghatstores thavhether vIL is sent or not.
9 at® The variablghatshows theacceptance testesult.
§ checkPT: The variablghatstores the rollbacktatus of that node.
Actions in IL:
1 output IL2SM(M:M),
f output UPDVIVIL: A, TRT Q, RRT:Q
1 inputSENDREGtRes:bool, rbSt: int
1 inputRBACK(ILHT:H,_ cLHT: H, rbSt: int)
1 inputSM2ILDP (m:M),
1 input CL2ILRT(bmy:bool, bgr:bool, m:M),
1 inputAP2ILNRT(m:M)
1 input IL2APNRT(q:Q)
1 output IL2CLRT (m:M)
1 internal UPDATE()
1 output REQRT()
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TUHOA FL (I STow e for b fr 02 Gt 02 dwr s e M2 Type, O Type A 2 Type Hyp @ Tipe)
Alafes

oW s R 1= dSlen signature
TXRT]: M := empty output 1IL25M(m: M),
TxnRT) : (F 7= emply output UPDVIL{vIL: Ar TXRRT: QLRXnRT: Q)

MT?! M = emply Input SENDRES (arRes: bool, rbSr: inr)
M’I‘;’: ) = emply input REACK{HHT : My  olHT : Hey rbSe: i)
BTILY: bool = false input SM2ILDF(m: M)
myILY: bool := false :P“: ::E:E;Té:r :._’;‘{ brgr ; bl m: M)
d, - pu L i
rquﬁ" :Jmp,:m; .m; input ILZAPNET[g: ()
“'d‘d IL: o e output ILZCLRT{m: M)
aty: hool 1= trug internal UPDATE(),
checkpTd: ins = -1 output REQRET();
wILE: A o= InitV
-
intermal UPDATE(Y Input 1L2APNET(RxaRT?),
pre- eff:
nowl= dSlol set Fxn®T; emply
eflt input AP2ILNET(mr);
vILy = foalvitd, RTILY) off
"=
reqTif :m true TocnR T Push{r)
sendVILY o= true output IL25M(m),
output UPDVIL(WL, TXaRT, RXnRT); pre:
- il
pre: (monw —T::J Amylioh . .
(~(TxrTd empty) A RTILY) v (-RTILY A
ndvILd = : ! !
fL:...; i ~(TxnrT Top empty))
eff: eff:
sendVIL? = false i RTILY
. ot = 'I‘JLR’["r
input SENDRES (ar Res, rhSt ); st TxRT empty
el elie
at? = arRes sct = TxnRTY. Top
checkPT? := rbst Tk Pop
input REACK (T, elH T, rbS1); set m.rbSit = check#T{
off: et m.arfes = ar?
' A = false
vInd = {1wr_wind ity =1
TEnRTY := i1HT. TEORT] input SM2ILDP(m)
REaRTY ;= L1HT.R¥ARTY eff:
“““‘J:H; 0 e ifrTId
reqIld := B
sendVIL] i= true RRT]' =
atd ;= true else
‘ RecnR T Push(m)
output REQRT(); output IL2CLET(m);
pres _
d_ _— pre:
reqll] = .
nw: =‘" oW = I3
~(RxRT] empty)
ell:
reqIL? = false eff.
set it = RaRT
set BXRT] emply
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input CL2ILRT(by, by, m);

eff:

RTILS = b,

myILd = froy (VILE, RTILY, by, i)
TxRTd = m

Trajectories T

stop when evolve

now? = dSlot d(now?) =1
(sendVIL}j = true) A (now? =1o)

(now? = 1;) A (reqILd = true)

((now? = 1) A (myIL¢ = true) A

i
(=(TxRT¢ empty) A RTIL{) Vv (-RTILS A
—(TxnRTY. Top empty)))
nows= 3 A\ ﬁ(RxRT? empty)

Figure9: IL Model as TIOA

mylL®and vIL;® variables are updated tigternal operations ,, andf ,,q. After the data
transmission iginished UPDATE() is called for the update of variables of the next sift.

is updated firstWhen IL doesot needthe informationif the next time slot iRT or nRT,
reqlL gets false valuerdglL’=false) and the owner of the next time slot is determined
locally. If IL needs to informatioiif the next time slot iRT or nRT, reglL gets true value
(reqlLi®=true) IL triggers the actioREQRTo the CL.REQRT) requests the type of the
next time and the owner of the next time slot. After calculation timef CL, the action
CL2ILRT( by,b ,,m) indicates the type of the next time slbg)( the owner of the next
time slot p,) andRT messagenf) in CL if it has.RTIL andmylIL variables update their new
values according tb; andbs.

In IL2SM(m, IL sends messages tdl aodes, when current time noeguals to next
starting timenextandmyIL is true.The value irRTIL® determines if théransmitted message
is RT or nRT message. Also, iSM2ILDR( ) , RTIL® is important too, to send message to
upper layeRT buffer RxRT’) or nRT buffer RxnRT). In IL2CLRT () , RT messageare
send to the upper layer immediatelyIL2APNRT( RxnRT; %) andAP2ILNRT(m) , upper
layer can reaclixnRT andRxnRT buffers in the IL at any time.

If thereis no collision on the sharededium, IL sends essage to SM in a one slot aafter
every update in ILparameters which are réda protocol are same. BIRTIL variablegets

its by parameter from upper layer CL ailis b, parameter shows the next time slot is RT or
NRT. Also, irf my (VIL ;% RTIL ;%b ,,i ) function gets itd, parameter from CL ank,
parameter indicates that the next time slot belongs to the dexricmt.

fm(VIL ;% false, -,) =true
(viel i {ip fm(VIL ;9 false, -,i ) =false
fm(VIL ;%true,b 50 ) =Dy

In UPDVIL, if sendVILis true, IL sends viL parameters of that time slob®in each time
slot. In SENDREGatRes,rbSt ), IL gets informatiorfrom the DP about acceptance test
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result @tReg and rollback statusifSy). After gettingatResandrbSt these variables are sent
to other nodes witHL2SM( ) .In RBACK IL gets stored viL parametersRx and Tx
message frorDP and updateits vIL parameters with the reisedvIL parameters.

Also, IL obeys some requirements below:
1 Transmission window covearll messages.
m.length < dSlof rem v m € M
1 The time betweeREQRTandCL2ILRT ;is remcmp. After eactREQRT function,
CL2ILRT  occurs.
1 If REQRT¢) andREQRT() i, j €1, i#] occur at the same time t, then, it holds
for the
next occurrence @L2ILRT( by,b ,,m) andCL2ILRT( &4.56.i); thatand by = b, = b,

trueC b= false [2]

In framework,IL asks to the CL layer whether the next time slot is RTRT. There are 3
variables in viL such adl.cnt, viL.cyc, viL.slotsThese vIL parameters show which node
owns the nRT slot at that time sldtternal functions ,,q andf ,, are defined irFigure 10.

In f ,ps function,viL.cntis incremented with modubaL.cyc.After sendingactionREQRT0
the CL, CLdoes actiorCL2ILRT (by, by, m). In f y internal functionif the next time slot
is RT, it determines witlaction CL2ILRT, f ,, function returnsb, variable which returns
with action CL2ILRT . If the next time slot is nRT, it determines wiFknTIud and
VIL.nRTSet f ,y internal function returns true and the owner of the next time islot
determined byL.

fupd(VILZ;l:RTIL;—_l)-Cnt ={ (virdent +1) mod vIiLl.cyc

ba if RTTLY = true
fuy(vILY, _ ) true if -RTILI AvILd.cont
RTILY, bo, 1) € vIL{.nRTSet
false otherwise.

Figurel1Q: Internal Functions in IL Layer

3.2.2Generic Coordination Layer:
CoordinationLayer Generic Model is defined using TIOA Model in the articlg] [43].
Figure11 shows theCL Model using TIOA. There ar@ parameters in thEL Model : del,
t0, M, Q, V, AL, Hey, InitCL .
9 del:A processing delay value
t0: Time of event,
M: The type of transmitted messages,
Q: The type of a FIFO queue messages,
V: A vector of nessages with type M,
Aci: Abstract variable of€L.

= =4 —a —a A
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T Hc: Abstract variable o€L.

CL Model as TIOA has variables to define the model and operatisesid, T Rx%,
RTCLYmyCL’, ch® reqCL®, vCL®.
1 sendf: Analog variable which evolves with the time derivative afeflnesthe
passage of time after a requisssent by IL, itis bounded by del
Tx% Thebuffer that represents the transmissibimessages.
Rx® The buffer that represents the receptiomebsages.
RTCL%: The variablghatstores the type of next slot whett®F or nRT.
myCL% The variablehatstoreswhether the device owns the next time slot or not.
ch?®: The channel variable.
reqCL% The variablehatstores the requesbm IL to determine RTIL and myIL.
sendvCl%: The variablehatstores thavhether vCL is sent or not.
1 vCL% The variablghatholds the additional information of the protocol operations.
Actions in CL:
1 inputAP2CL(m:M, ch: ind)
input IL2ZCLRTm:M),
input REQRTmM:M)
output UPDVCL(VCLAc TX: V, Rx:Q, RTGE: bool),
output RBACK(ILHTH,_ cLHT: H_, rbSt: int)
outputCL2ILRTIRTCL®bool myCL® bool, m:M);
input CL2ARQ:Q);

= =4 -4 —a a8 -8 -9

= =4 -8 —a A -9

The transmission of messages for different channels are supported in CL. Channels have 2
parameters namelyb which shows the device number andwhich shows the channel
number of that deviceCurrent messag®r one channel is stored in Tx message buifar.
and Rx buffers are used to stbreessage RTCLY, myCland channel variableh indicateif

the next time slot iRT or nRT, the owner of the next time slot and its channel. These
variables are updated whe@L is updated with internal functions. Send variadhews the
passage of the time after a request is sent by IL and it is also bounded by del

When CL gets messageEQRTt); from IL layer, RTCL®, myCL and ch variables are
updated for the next time slasing gr+( VCL; “,RTCL; %t ) and gm( vCL; ¢,RTCL,; %,

i ) functions After gettingREQRT( ) ; message from IL, send analog variable gets O and
reqCL boolean variable gets truén the computation, unigue sender for RT slot is
determined to avoid collisioomyCL variable shows the owner of the next time slot. While
computing in CL layerRTCLY, myCL?, vCL¢, reqCL", ch®, t( timing information )and
m.par (RT message parameters) are used by ICkend (the computation time) doasot
exceed thelel andreqCL variableis true,CL sendsCL2ILRT( RTCL ¢ myCL;¢m) to the

IL layer. Also del variable should be less than remp time.In CL2ILRT( RTCLY,
myCL 9,m) ,if myCL® variableis true,Tx® buffer gives messagato the IL layer.

In actionUPDVCIL.if sendVCLis true, CL sendgCL parameters of that time slot BP each

time slot.In actionRBACK L getsvCL parameters, Rx and Tx message fidfand update
its vCL parameters with the recedvCL parameters.
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TIOA CL;{del;: int.ty: int, M: Type, Q: Type. V: Twpe, Acr: Tvpe, Hey: Tvpe, InitCL: Aeyg)

states

send; : real := del;
Tx}l: V := empty
ij.l: () := empty
RTCLY: bool = false
rrryCL:.j: bool .= false
-::'_'1:.1: int :==0

reqCLy: bool: = false
senﬂvt'_j.l: bool: = false
vC'_j.l: Acp: =InitCL

iransitions
input AP2CL(m,ch);
eff:
T:[ch].data = m.dar
T[ch] par ;= m.p
input IL2ZCLRT(m);
eff:
PJ{:.’_Push{mJ
'trCLj.1 :=gu|ﬂ(uCLj.1. m.par)
input REQRT();
eff:
RTCLY = gpr(veLd, RTCLY)
(mycLd, chd) == guy(veLd, i)
send ;=10
reqCL:.j = true
513:1:1‘.?!.’_"_:.3 = true
output UpDVCL{vCL, Tx, Rx, RTCL);
pre:
snar.u:l‘uu":ZL:,-j = true
send] =1y
eff:
snar.u:l‘uu"::L:,.j = false

trajectories
stop when

{=endVCLy = true) A (send? =1y))
reqCLd A (send? = del;)

signatures

input AP2CL{m: M, ch: int);

input IL2CLET(m: M);

input REQRT();

output UPDVCL{VCL: Ay, Tx: V. Re: (. E'_"C'_j.l: bool);
input REBACK (i[HT : Hy .clHT : Hpp.rbSt: int)
output CL2ILRT(RTCLY : ool mycLy : baol.m: M);
input CL2AP(g: Q);

input REACK({HT, clHT, rbSi );
eff:

veLd := c1BTdvCL

Tl = 1T Tx

red = 1B Ry

output CL2ILRT(RTCLY, mycLd m);

pre:
reqC'_jl A(send? = del;)
eff:
if mycrd

m = Tx[ch]

mvCL :=vCL

set T [chd] empty
else

set m empty
reql.’_"_jl := false
input cL2AP(Re);
eff:
set '1"1:1 empty

evolve
d(send?) =1

Figurell CL Model as TIOA

CL shares the actiorAP2CL(dat,p,ch ); with the upper layer and the action
IL2CLRT( m,t ); with the lower layer .After AP2CL(dat,p,ch );, datadat and the
protocol parameterp are stored ifx‘[ch].data and Tx‘[ch].par on the CL layer. After
IL 2CLRT(m,t ), the messagen from IL is stored inRx¢ buffer andvCL variable is
updated with the action @f,,q( vVCL; ,m.par,t ) .UpperLayer control applicatioshares
the action CL2AP(RXx; 9) ; with CL. After CL2AP(Rx %) , message ilRx" buffer is sent to
the control applicationThe decision variablesCL, the slot typeRTCL? , variable which
indicates theowner of the next slot timaanyCL-,d and related channel variabth® are
updated  with Oupa( VCLi “m.part ),  gr VCL;®,RTCL;%t ) and
gmf VCL; ,RTCL;%t,i ) functions.

gmy( VCL, ¢ false ,t,i ) = (false, 0),
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Omy( VCL; % true,t,i ) = (true, ch),
C gmy( VCL, “ true,t,j ) = (false, 0) for all JE 1T {i}

In CL, variables are stored in the form of communication requests. Priority (eeugueue
which stores the communication requests in the forrfbaf,eT,d]. b indicates a device;
shows the channel of that devied, holds the eligibility ime of the message anid is the
deadline time of the message which is stavtbdnthe request is issuebh other words, the
message in the priority queue is sent by deliegth channek at the eligible timeeTand it
should be sent before the deadline tid¥e m.par.req parameter is a set of request from
control application. After getting messages froontrol application, messagese pushed
into vCL.PQand they are ordered according to their eligibility tiefeand deadline timdT.

The request which is the most urgent eligibility tie¥es sent to the lower layer.

true if vCL;.PQ.Top.eT <t
grr(VvCL;, RT; 1) =
false otherwise

(true,a) if PQ;. Top.h =i A RT;
gmy(VCL, RT;, 1,1) = = true A PQ;.Top.c = a

(false,0) otherwise

Figure12 Update Functions faCL

Figure 12 shows the update functions f6t.. In gupa( VCL; ¢, m.par,t ) function, if RTCL

equals true,in other words , the next time sl®Tsslot, the first request in the priority queue

is popped and the request is sent to the lower layer. However, if RTCL is false (the next time

slot is nRT slot), the first request reemsethe priority queuelf the eligibility time of the

request at the top of the priority que(®CL".PQ.Top.eT is smaller than current time t

grr( VCL; 4, RTCL; %t ) function returns true. Thus, the type of next slot time is determined
whether it isRT or nRT. If the request at the top of the priority quéuswvneris (PQ.Top.9

that device and the request iatthath ed e voipc eodfs tch
gm VCL; 4, RTCL; %t,i ) function returnstrue anddhd e vi ceda channel

3.2.3 Generic Shared Medium Model
Shared Mediuntayer Generic Model is defined using TIOA Model in the artic® [43].
Figure13 shows theSM Model using TIOA. There aré variablesin the SM Model : mes§,
coll”, next, now, M, N.

f  mes& Theparametethatindicates currently transmitted message

1 coll: Theparametethatindicates whether the collision is happened or not.

f next: Theparametethatindicates the next reception time

1 now": Analog parametemwhich evolves with the time derivative of 1 , the updated

time information is provided by this variable.
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1 M: The type of transmitted messages.

1 N: The parameter that indicates the numbene$sages.
Actions in SM:

1 input IL2SM(m:M)
1 output SM2IDP(m:M)

TIOA SMIN :int, M : type)
slales

mess? M = empty

col1Y : Bool := false signature
next? :int := 0 input 1L2sM(m 2 M),
now" :Real ;=0

output SM2ILDFP (e M)

Iransitions

input 1.25M(m); output SM2ILDF ()
eff: pre:
if ((coll” = false) Almess® is empty)) (now® = next?) A (mess? not empty

mess? 1= m off:

Y P '

next=im.length d

el mess” emply
else d
o next® =)
! = Lrie

nextd ;=0

set mes s empty
now® =0

trajectories
stop when
(now® = next9) A (messd

not empty)
evolve
dinow*) =1

Figurel3 SM Modelas TIOA

There are 2actions shared with th& layer namelylL2SM(m) and SM2IL(m) . In
IL2SM( m) , if messvariable is empty in SM layer, messagds sent to the SM layer and
next variable is updated. tiessvariable is not empty in SM layer, collision is oc&d and
coll variable equals true. In this casextvariable is set to 0 and mess variable is set to
empty. If next equals to now in SM laly SMdoes actiorSM2IL to the IL layer. INSM2IL
transition,m variable is set tanessvariable. Thus the messagecan be sent by SM. After
that,messvariable is set to be empty.

3.2.4 Generic Dependability Plane Model:
DependabilityPlane (DP) Generic Model is defined using TIOA Modg3]. Figure 14
shows theDP Model using TIOA. There aré parameters in th®L Model : cyc, b,t, AL,
Act, Aop, INitDP .

1 cyc: The variable shows the number of the cycle.
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to,t1: Time of events.

A Abstract variable of IL.
Ac.: Abstract variable o€L.
App: Abstract variable obP.
InitDP: Abstract variable obP

=A =4 =4 -4 =4

TIOA DP{cyc:imt to z int ty int Ay : Type, Acy : Type, Ape: Tyvpe, InitDL : Ap: .Q : Type)

s Siguahuret

now;: R:=0 input UPDVIL(VIL: Ait. TXnRT: Q.RXnRT: Q)
atRes?: hool := true input UPDVCL(VCL: A¢y, Tx: V. Rx: Q.RTCLY: bool),
rbReqd: bool := false input SM21LDP (m: M)

rtslotd: bool := false internal ATEST(),

stNo!: int :=—1 output REACK(JLHT : Hy ,cIHT : Hey ,rbSt: int),
nodeID!: inf 1= —1 output SENDRES(atRes : bool .rbSt: int),

rostl: int im —1 i

e fus's cctones

cnty: int =0 o

ILHist feve]: Hy P
vewkistd o) Aa (stNof = 1) A (now? =1)
vOre: Ape = InitDL (stho! =2) A (now? =1y)
veLd: Acy (sto! = 3) A (now? =to)

2

input UPDVIL(VIL, TXnRT,RXnRT), internal ATEST(),

eff: pre:

1L st8fent).vIL := viL stiof = 1

ILHistdfent]. TXnRT = TXnRT now] =l

IL8isteent) RYnRT := RXnRT eff:

d

input UPDVCL(YCL, Tx, Ry, RTCL), caty+=1

x if rbReqf == faise
e

tRes! = fAT(CLHist[cnt — 1|2vCL.vDP,

rtslotd = RTCL SLRAR) = LAT\CLH I ey

rVCL. nodelD.rtSlot)
if atkes? == rrue
rbStd = cntd ~ |

craistdfem]) vCL :=1vCL
cLaistdfem).Tx 1= Tx
cLaistfent). Ry = Rx

else
input SM21LDF (m) ,mqf = true
eff: rbsté = cntd -2
nodeID! = m.nodelD if rogtd == 1
VoL = maCL rbstf = e -1
rbstd = m.rbSt if cntf ==cye
nowj :=0 cnté =0
if m.atRes == false sthof =2
sthof =3 output RBACK (11879 c1HT rbst!),
c::lo‘ =] 5
’ stNod =3
output SENDRES(atRes!, rbst?), now? = 1o
pre: eff:
sthiof =2 cntd = rbgtd
uov, =4 if eatf == cye
off: cnt;' =0
sthof = —1 $10TY = TLRistd[rbSH]
c1urd = cLuise[rbst]
EtHo;' = -]
rbReq! = false

Figurel4: Functions inDependability Plane
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DP Model as TIOA has variables to define the model and operatiatRes, rbReqf,
rtSlot’, stNg’, nodel”, rbSt, cnt®, vILHist‘[cyc] , vCLHist[cyc] , vDP, rVCLE.
1 atReg: Boolean variable keeping the acceptance test results
rbReg™": Boolean variable keeping the rollback requirement
rtSlot™: Boolean variable kggng the type of the time slot.
sthd: Integer variable used for state transition
nodelQ% Integer variable keeping the message transmitting node 1D
rbSt® Integer variable keping the rollback state number
cnt®: Integer counter variable f@eriodicoperation
vILHist 9[cyc]: Data structure keeping the viL history
vCLHist “[cyc]: Data structure keeping the vCL history
vDP%: Data structure to keep the information requifed dependability checks.
Now it justholds the non redlme slot ownership information as an integer array
f rVCL" Dat a structure keeping t he transmitti ng
dependability checks
Also, some new parameters are added to the heatterraessage.
f nodel”: transmit.ting nodeds | D
f vCcL* transmitting nodeés vCL
1 atReg: transmitting nodebs acceptance test res:t
1 rbSt™ the rollback state in case of a failure
Actions inDP:
input UPDVIL(VIL: AL, TXNRT: Q, RXnRT: Q)
input UPDVCL(VCLAc. Tx: V, Rx:Q, RTGE: bool),
input SM2IIDP(m:M)
internal ATESTY()
output RBACK(ILHTH,_ cLHT: H_, rbSt: int)
output SENDRES(atRes:bool, rbSt:int )

= =4 -4 —a & -8 _a 2 -9

]

= =4 -4 —a -

Dependability Plandas interfaces with IL and CL. There are inpations shared withL

and CL namelyUPDVIL(vIL ) and UPDVCL{CL,RTCL). In UPDVIL(VIL ), VIL

history vILHist “cyc] is updated with vIL decision variable taken from IL. In
UPDVCLECL,RTCL), the type of the time slottSlot”is updated withRRTCL which is

taken from CL layer that shows the next time slot is whether RT or nRT. Also, vCL history

vCLHist 9cyc] is updated with vCL decision variable taken from CL. Also,aation

SM2ILDRA n) is occurred inDP. In SM2ILDRA(m), t r ans mi t t i mmgodeloisse 6s | D (
assigned tonodelR?, transmitting noda6Ll§ whiclk keeps the assi gned
transmitting nodeés vCL Theroilback $tate nfinbedSt'd e pendabi | i
of message m is assignedrh®t®inDP. Ift ransmi tting nodedRefacceptance
equals to false, the state transition nUMEEBIg’ equals 3, ifatReg equals to true, the state

transition numbestNg® equals 1.

There are 2 outpuactionsfrom dependability planeSENDRESé&tRes ;2,rbSt ;) and
RBACKIL ;9 vCL ;%) . BeforeSENDRESccurs the state transitionumberstNg® should
be 2, and afteBENDRESstNQ® is -1. BeforeRBACKoccursstNg® should be, and after
that, counter variable foperiodic operationequals torollback state numbeplus 1 €nt’=
rtSlot® +1). If counter forperiodicoperationcnt;d equals to number of theycle, cnf gets 0.
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vILHist"[cyc] and vCLHist“[cyc] variables are assigned wtL;"and vCL variables in IL
and CL .The state transition numbestNg®equals-1 andthe rollback requiremenbRed’
gets false.

In the dependability planethere is also an internalction ATEST(). Before ATEST()
occurs the state transitionumberstNg® should be 1, and afteATEST() , stNq” is -1.The
counter variablent® is incremented by firstly in ATEST(). Then f rollback requirement
rbReqd equals falsef ar( vCLHist,v DP,cnt,nodelD,rtSlot ) function result is
assignedtother ansmi t t i ng nodedReg and iaecpptanca testresulie st r
atReg equals truethe rollback state numbebSt® equals thecountercnt®minus 1 (bSt® =
cnt®- 1). If acceptance test reswtRes equals falserollback requiremenis needed and
rollback state numbebSt® equals thecountercnt® minus 2 (bSt® = cnt® 2). If rollback
state numberbSt® equals -1, rollback state numbabSt® equalscyc minus 1 (bSt® =
cyc 1). If the countercnt® equals tocyc countercnt® is assigned to 0 and , the state
transition numbestNQ® is assigned to 2.

Figure 15 shows the example df,r. In function of acceptance teblr , there are 4

parameters using input of functionyCLHist ¢, vDP%, cnt®, nodelD, rtSlot® . If vIL
historywILHist; 9cnt-1] equalstot he transmi tting nodeds VvCL v
checksrVCL® and if the type of the time slaiSlot’ equals true (slot is RT) and the device

of the on the top of the priority queue of vIL histoLHist; “[cnt-1].PQ.Top.bequals the

nodelD f ot function returns true in other words acceptance test result is passed . If slot
rtSlot® equals false (sldas nRT) andvDP, d[cnt—l] equalsnodelD f a7 function returns true,

otherwisef 57 function returns false and acceptance test result is failed.

fAT(vCLHTY, vDLd, rveLd, node1Dd, rtSlot?)
if(rtsl Dt}J == true) NvCLET.PQ;. Top.b == nodel D)
if vCLHT! == rvcLd
return(true)
else iI"{rtSlo:'j] == false) N(vDL[cnt — 1] == nodel D)
return(true)
else

return(false)

Figurel5: Example forf a7

3.3D”RIP Implementation

D?RIP is the predecessor @°RIP which includes all layers as described before except for
the dependability planeD’RIP is implemented over Intel Gigabit Ethernet driver on PCs.
While developing the framewoyk .ubuntu (Linux Kernel 3.6.2 witthe RT patch)is usedas
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the operating system. Several changesmade on kernel configuration bfnux to provide
precise timing and needed task scheduling mechanism. These chanfye§

1 The amount of memorg increased for TCP/UDP socket lifDeues.

1 BIOS Settings arehanged to disable nanaskable interrupts. Because operating
system cannot disable these interrupts.
For lowlatency, network interface caNiAPI is disabled.
To create an interrupt for all incomimgessage, InterruptThrottleRa is set to 0.0
For instanimessagéransmission starting, TxIntDelay set to 0.0
To prevenpower saving state, EEE is set to 0.0
To disable re transmission in Ethernet, EL000_COLLISION_THRESHOLD is set to
0.

= =4 —a A -

In implementation, synchronization of n@dis needed to run system. IEEE 1588 protocol
with hardware timestamping is used for precise clock synchronization. For IEEE 1588
protocol, Intel Gigabit CT Desktop Adapter is usédthis adaptere1000 driver module
with version 2.2.14is used. So, whe software development, codes regarding
implementation are added on the e1000 driver module.

In D?RIP, standard Ethernet frames are ud®ifferent types offrames are useih standard
Ethernet framedn RT frame type, RT messages have 14 Bytesreéssagdeader and CL
message have 14 Bytes Ethernet header. In fragmented nRT frame type, fragmented
payload messages have 8 Bytes fragment header and nRT Fragment niessaddsBytes
Ethernet headerFigure 16 below shows the data encapsulation of Rid long nRT
messages.

Time | Slot Number Size Control Application
Eth
[;e:;:t 8DBytes 4 Bytes 2Bytes CONTROLfHEADER Data CRC
14Bytes| CLL PACKET HEADER RT APP MESSAGE 4 Bytes
CL PACKET
ETHERNET FRAME
(a)
Ethemet NodeN | PacN | PacL | FraN | FraO | Fral
Header 1 Byte | 1Byte |2ByteqlByte| 1 Byte] 2Bytes nRT_PACK—ET fragment CRC
14 Bytes RAGMENT HEADER FRAGMENT DAVI.OAD 4 Biytes
nkT GMENT —
ETHERNET FRAME

(b)

Figurel6: Data Encapsulation of RT and Long nRT messfdeés

3.3.1 Interface Layer (IL) :

Interfacelayer (IL) is the layer which lies between shared mediand coordination layer

(CL). It gets RT and nRT messages from shared medium and stores RT messages in the
RxRT message buffer and stores nRT messages in the RxnRt message buffer. It sends RT
messages to the CL usihig2CLRT message and sends nRT messages to the application
layer wsing IL2ZAPNRT. IL layer gets also RT message and nRT messages from CL and
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application layer. It stores these messages in the TXRT and TxnRT message buffers and they
are sent to the shared medium udit®SM message.

Interface layer wasmplemented inRT Linux kernelspace partFigure 17 illustratesthe
message transmission in IL.

|EEE 1588 Time
CL nRT Applications Synchronization Application

A A

CL2IL )
IL2CL IL2APNRT AP2ILNRT 1588 Time Sync

RTRxData RTTxData NRTRxQ NRTTXQLowPri NRTTXQHighPri

A A

SM2IL IL2SM

v

SM

Figurel7: Message Transmission in IL layer

The communication method in’RIP is time division multiple access (TDMA). In TDMA
structure, all nodes have different slots to transmit the message to the other nodes. IL
provides this TDMA structure to avoid collision in the shared medium. This TDMA
structure is synchronized using8Bprecise time synchronizing protocol and all nodes start
TDMA at the same time to t®ynchronizedising SYNC messagét the startup point, e

of the nodsin the network behavess amaster node and sends a special SYNC message to
all nodes to determir the start of theperation After that, TDMA structure is started and all
nodes in the network know that TDMA is started. It is also rametl using IEEE 1588
Precise Time ProtocalWhen TDMA structure is implemented on this framework, the issue
which is related TDMA structure with fixed time slots is raised. Message packets especially
NRT packets can be bigger than tiglet size. To overcome this problem, nRT packets
which are bigger thadetermined message sighould be fragmented before transmission
andreassembleafter transmission. So that, there are fragier and defragmenter threads

in the IL thread.Table 2 shows the frame header structure. In the framseér structure,
nodelD shows the id of the source node, packetID indicates the id phtket which is
transmitted from source node (nodelPdcketLength stores the total length of packet which

is unfragmented, frameNum shows the total frame number, frameSeq indicates the sequence
number of the frame, framelLength stores the data lengtieidframe. Fragemter thread
fragments the nRT packets which is bigger tHatermined message siaad transmits the
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fragmented packets to shared medium. After destination node receives the fragmented
packets, reassembly thread assemblies the fragmented packets.

Table2: Frame Header Structure

nodelD: unsigned char
packetID: unsigned char
packetLength: unsigned short int
fragNum: unsigned char
frameSeq: unsigned char
frameLength: unsigned short int

If the received message is nRT, ttiggers thelL2ZAPNRT action which is shared with
application layer to transmit the nRT message and application layer sends nRT message to
the IL usingAP2ILNRT. Also, the time synchromationmessages are sentr@d®T message

to the application layer. The difference betweef @Rd the time synchronizationessages

is 1588 messagesod6 priority is higher than nRT
in the IL to seprate the nRT messages and time synchrdpnizanessages namely high
priority queue(nRTTxQHighPr) and low priority queug nRTTxQLowPr). When nRT

packet comes from SM, IL puts time synchronizing packets into the high priority queue and
puts nRT packets into the low priority queue. When an nRTcslotes for that device, IL
controls the high priority queue firstly and packets in the high priority queue is sent to
application layer.

There are twoshared actiondetween theshared mediumayer and theinterface layer

SM2IL andIL2SM. In SM2IL, shared medium sends RT and nRT message to tfiddre

are 3 different cases. If ETHERTYPE is 0x2200 in the frame, it means that fragmented nRT
packet is received and thisessagés forwarded to Reassembly threddter reassembling,

packet is sent to ILIf the packet is nRT and shorter than packet size, it also setioksIL.

In third type, ETHERTYPE is 0x1100 in the framie,is alsosert to thelL. Then IL
transmits the received message to RieRxDataor nRTRxQ buffer depends oneceiving

p a ¢ kgratoéok which is written iHL2SM actionbefore packet is sent by other nadfle
recei vi ng p asRK the eceiveg masdage ¢sstbred inRAi&RxDatamessage
gueue. Ifr ecei vi ng pac ke thé eceiyed massagedd storechRTRXR T
message queue. Ilh2SM, if the device owns the time slot (mylL=truié and only if cnt
belongs to NnRTSEgt the type of time slot is determined and the message queue which is
related the type of message has at least a message, IL sends message to the SM. If the slot is
determined foRT traffic (RTIL=true), the message m is transferred fiRmrxData If the

dlot is determined fornRT traffic (RTIL=false), the message m is transferred from
NRTTxQHighPrior nNRTTxQLowPridepends on the type of NnRT messdtieEE 1588 Time

Synch or nRT from AP) If the message m is nRT message thenapplicatorand it 6s
longer han standard packet size, IL wakes up Fragmentation Thread and then send
fragmentednessage m to SM.

There are alsawo shared actiondetween thanterface layer and the coordination layer
namelylL2CL andCL2IL . InIL2CL , interface layer getsacketfrom SM, it copies that

packet into the(RTRxDatamessage queue, thens#énds RT message m to the coordination
layer. In CL2IL communication message, message m is copied from CL using
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copy_from_user  function. Then the message length is different from % bydceiving

message is copied into tRI TxDatamessage queue. If the message length is 1 byte and the
receiving messageods first byte is set to RTI
slotOwner(RTIL). If the receiving message is OxFF, RTK get to false. Thus, it can be

seen that RTIL and myIL is determined according to message coming from CL.

For nRT communication between application layer and interface layer, thereaatiors
IL2APNRT and AP2ILNRT. In | L2ZAPNRT, the nRT message m which is stored in
NRTRxQmessage buffer is sent to the application layerrdRIRxQmessage queue is set
empty. In AP2ILNRT, application layer sends nRT message and it is stored in
NRTTxQLowPrimessage buffer in the IL.

3.3.1.1SM- IL | nterface Implementation

In the implementation of SNL interface Ethernet driver functions are used and new
functions are implemented on tHethernet driver source code. For implementing the
interface between SM and IL, modular structure of Linux is uBked.driver source code did

not change directly, instead the driver source code of the network internet card (NIC) is
downloadedfrom its website and modification of driver functions and new functions are
added to the driver source code. After thiag oiginal Ethernet driver module is removed
and the updated version module is added to the kernel.

In the implementation of the IL, receive and transmit functions are used and edodifi
Binary exponential backff algorithm is disabled. Because backoff algorithm, if a
collision occurs on the network, a node which wants to aomiwate to other one wait a
random time and start a communication again. This causes that TDhéfationis
collapsed. So bae#ff algorithm is disabledFigurel9 shows the algoritin of the transmit
function and modification in the @nsmit function In Figure 18, IL gets RT and nRT
messages from user space. RT packets go into IL module firstly, then they are transmitted to
SM by e1000_xmit_frame() function. nRT packets go into e108module firstly.If

the packets length bigger than standard packet wieg, are transmitted to fragmentation
module. If the packet lengths smaller than standard packet size, they are transmitted to
€1000_xmit_frame() function. If the packets are 1588me synch packets, they are
transmitted to IL module.
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RT APPLICATION
NRT APPLICATION
NRT Packet

nRT Packets from
ARTTxQHighPri
- Fragmented nRT packets Y RT Packets From CL
nRT Packets from
r’ nRTTXQLowPri
L
\ oY
'
.
\
e1000_xmit_Frame_modified()
TRUE
L 4
Is packet length
5 packet going to TRU smaller or equal than Is fragmentation
the etho? ALSE initialized?
TRUE FALSE
TRUE
Is packet sent by TRUE J
1588 apﬂ?
FALSE J
FALSE
e1000_xmit_frame(}
/ Continue to
. o ethernet driver —
transmit function

v

l Transmit Packet to SM l

Figure18: The Algorithm of the Transmit Function

Figure 19 shows the algorithm of the receive function and modification in the receive
function. In Figure 19, packetscome from SM and they go into the e1000e module. In this
module, if packets are not fragmented, they continue to receive function n&d
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application. If packets are fragmented, they continue to defragmentation thirpadkets
are RT they continue td L2CL function. Then they are sent to CL.

(Receiw Packet from SM)

SMZIL()
Is packet
|s packet
cﬂ?ﬂ"’ it protocol RT? TRUE ™\
Defragmentation
Thread
FALSE
FALSE
D3RIP_IniE "
D r:l:stgca;lhstm TRU 8 ALS defragmentation
RTIL? initialized?
FALSE
L 4 TRUE
Continue to FALSE
ethernet driver ALS|
receive Function
o
IL2CL{)
ERROR
¢ FALSE FALSE
Read RT data
size From the
packet header D3RIP_Init = true  |ageTRU lotnumber == 17
and send RT
datato CL
FALSE
ALSH
TRU ERROR
-
¥
4
cL

( nRT Application ) +.
( RT Application )

Figure19: The Algorithm of the Receive Function
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3.3.1.2CL- IL Interface Implementation

In the implementation ofL-CL Interface,character device files are used to transfer the
messages between IL and @harDev_IL2CL and charDev_CL2IL device files are uked
the communication of each layefThe reason why using character device file is that IL is
implemented on kernel space andL is implemented on user space.
Copy_from_user () and copy_to_user()  functiors in the IL are used to write
messages to the filnd to read messages from file

3.3.2Coordination Layer (CL):

Coordinationlayer(CL) is the layer which lies between the caitgpplication andnterface

layer (L). It gets the RT messages from control application, sends the RT messages to the
interface layer. While processing the RT traffic, it calculates the best performance of
delivery of the RT messages to the network. A€t calculates the slot allocations
according to RT messages coming from control application coatdinats the RT
traffic.Figure20 below shows the message transmission in CL.

*_d3.dev *.sim

AP (SIMFAUDES)

CL2AP
AP2CL

A\ 4

mMQueueToTransmit

mMQueueToReceive

v

TxRTmsg RxRTmsg

A

o

I )

Write() P chardev_D2RIP Read()

CL A

CL2IL

IL2CL
v

Figure20: Messagdransmission in CL layer

In coordination layeimplementation, there is a thread which wakes up periodically at the
startof the each time sloAt the beginning of the time slot, if mMMQueueToReceive message
gueue has a message from AP, CL continues wvibbessAP2CL . In processAP2CL
recaving message is copidd Tx. After that CL continues with thprocessCLUPDATE
function. In this function, théype of the time slofRT or nRT)is determined by looking at
the PQ_dTpriority queue If there is no message in PQ_dT, RTCL is nRT. If there is any
message in PQ_dT, RTCL is RTh& owner of the time slot is determinaglodking at vCL
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parametersin@ dT.1 f v CL par adetguéds snodha@at nodeds noc
true.l f v CL par dddeasmmtreGas ahode at nodeds node id,
After determining the type of the time slot and the owner of the time Stog time $ot is

RT and the owner of the time slot is mine (myCL=trile¢, message in the Tx assigned to
chardev_D2RIP character file. The reason why character file is used to communicate with IL

is that CL is implemented on usgpace. If the time slot is RT aRT and the owner of the

time slot is other (myCL=false), CL sends IL 1 byte to inform it.

If there is a message in chardev_D2RIP character file, CL maltsessCL2AP function.

In processCL2AP , recaving message is copied into Rx. After that gUpdate tfancis

called to update the vCL parameters in the PQ_dT. Then the messagRindtassigned to
mMQueueToTransmit message queue to send the message to Application Layer (AP).
Figure 21 shows the structure of the message which is send to AP. It coctansel

information (ch), CL protocol parameters and payload.

ch CL Protocol Parameters Control Message Payload

Control Message

Figure21: Messagestructure

In CL, two priority queu@re used to implement the protocol namely PQ_dT and P eT.
PQ_dT, he communication requestse ordeed with the deadline time of the events. In
PQ_eT, he communication requestse ordeed with the eligibility time of the events.

PQ _dT and PQ_eT are used to storedbenmunication requesighich are needed ahe

time slot. Figure 22 shows themessagdormatin the CL It contains 3 parametersumber

of requests (NoR)communication requests and control message payload. urhbenof
requests (NoR¥hows the count of request. Communication requests part contains requests
with the noddb), channelc), eligibility time (eT) and the deadline tim@T).

1 Byte
| NoR | Communication I Control Message Payload
Requests
Request | Request | -
| Node | ch | eT | dT |

-~ et ra—— o>
1Byte 1Byte 1Byte 1Byte

Figure22 Messagd-ormat in CL[29]
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