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ABSTRACT

CLASSIFIER FUSION METHODS ADAPTED TO TEMPLATE MATCING ON
SATELLITE IMAGES

Ers6z, Ahmet
M.S., Department of Electrical and Electronics Eegiring

Supervisor: Assoc. Dilkay Ulusoy

September 2013, 122 pages

Classifier combination and selection methods areotméng popular in vision
research. Classifier fusion studies started to thkeplace of continuous development of
new algorithms. In this study, template matchinghods are used as classifiers and the
results of the template matching methods from ka&teéinages are taken as input to the
fusion center. Template matching methods are adafpte different classifier fusion
methods. In literature, there is not any perforneameasurement standard for the binary
template matching output images. In order to amabmzd compare the template matching
methods and the classifier fusion methods, twooperdince measurement methods are
proposed. In one of them, pixel-by-pixel intersectdf the output image and the ground
truth image are considered. In the other methagl ptitput image is considered as a set of
objects and the intersection of the object in thgpuot image and the ground truth image is
analyzed. The individual performance of the tenglamatching methods is highly
dependent on the threshold values used in the w&th®&hen combining the template
matching results, choosing optimal threshold isartgmt to analyze the performance of the
classifier fusion method. There have been verydmies for optimizing the fusion system
performance and the studies have only been presentelecision level fusion. As a final



task, a method for optimizing the performance ioreqraw output) level fusion system is
proposed. The results are quite promising such ttietoutputs of the proposed method
outperformed to most of the score level fusion rodshin the literature.

Keywords: Template Matching, Classifier Fusion, ClassifiegleStion, Performance
Measure, Optimizing System

vi



Oz

UYDU GORUNTULER ICIN SINIFLANDIRICI KAYNA STIRMA YONTEMLERININ
SABLON ESLEME METODLARINA ADAPTASYONU

Ers6z, Ahmet
Yuksek Lisans, Elektrik-Elektronik MuhendigliBolumui

Tez Yoneticisi: Assoc. Dilkay Ulusoy

Eylul 2013, 122 sayfa

Siniflandirici birlgtirme ve se¢cme Uzerine olan gaialar son yillarda ¢ok poptler
olmustur. Yeni algoritma gegtirme yaklgimi yerini olan algoritmalari birlirip daha
basarili bir sistem olgturma yaklaimina birakmaktadir. Bu catnada sablon eleme
metodlari siniflandiri olarak ele alilgmve uydu gorintiisine uygulanaablon gleme
metodlarinin sonuclari siniflandirici kagnema yontemlerine girdi olarak verilgtir.
Sablon gleme ydnteminin kullanilan siniflandirici kaghal yontemine gore adaptasyonu
sglanmstir. Literatlirde uydu gorintiisiine uygulanablon gleme ybntem sonuglari icin
ortak bir performans oOlcim metodu bulunngadicin iki performans 6lcim yontemi
onerilmistir. Bu metodlardan ilkinde cikti goruntlst ile kessonug¢ gorintlstndeki
pikseller arasi ortiime goz 6ninde bulundurulgtur. Diger yontem ise c¢iktl gérintisinin
ortsmesini Olcer.Sablon gleme yodntemlerinin baarisi algoritma icinde secilensike
degerine baimhdir. Sablon gleme yontemlerini birlgtirirken algoritmalar icin bireysel
olarak optimum gk degerleri secilmesi kullanilan siniflandirici kaghama metodunun
basarisini analiz etmek acisindan ¢ok 6nemlidir. kiterde kayngirici sistemin bgarisini
optimumlatirmak adina cok fazla cama yer almamaktadir ve olan gatalar da
genellikle ikili karar seviyesindeki ciktilar icigapiimstir. Bu calsmada algoritmalarin
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skor (ham) seviyesindeki ciktilari icin optimugtilama yontemi onerilmgtir. Yapilan
testlerde umut verici sonuclar elde editini Onerilen metodda, literaturdeki skor
seviyesindeki siniflandirici kaygtarici metodlarinin ¢gguna gore daha karili sonuclar
vermistir.

Anahtar Kelimeler: Sablon &leme, siniflandirici kaynarici, siniflandirici secme,
performans Olgimu, sistem optimugtlama
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CHAPTER 1

INTRODUCTION

1.1. MOTIVATION

Decision making can be defined as a poéselecting a logical choice from the
available options. Identifying the values, unceties and other issues relevant in a given
decision is important to concern decision’s ratliltpaand examining its optimality.
Generally, searching the optimal decision is amyaagy problem of all people in their daily
lives (Figure 1) and this problem is addressed anyndisciplines including economics,
psychology, philosophy, mathematics, statisticgireering etc. In decision theory, it is
assumed that an ideal decision maker is fully imix and able to compute with perfect
accuracy and fully rational. In engineering apglmas, providing fully informed system is
generally impossible to satisfy. Every decisiongrpsystem has some limitations and all
decisions include some degree of uncertaintiesesrat rates. The common approach to
obtain more accurate decisions is to progressiveprove the decision maker systems or
provide a creative model to increase the performamut, it is very hard to design a
decision maker optimal in every condition. Prognessmprovement sometimes reaches
the limits. In order to solve this problem, deamsitusion approach is developed. In this
approach, decisions of different decision makers Bategrated to obtain improved
performance.

Imaging technologies have been developed extremdehng the last decades.
Object recognition, identification, classificatiomacking and template matching became
the hot topics in computer vision area. In a digitaage processing applications, the
method developed for the specific task can be pnééed as a decision maker. Different
methods developed for the same purpose providsethef decision makers and the optimal
decision may be obtained from the fusion of themgsibn makers. For example, detection
of war crafts from a satellite image (Figure 1).efiéda may be more than one detection
algorithms, each one of which produces a diffedmtéction result and these results should
be fused to obtain detection result, i.e., the lteshich is closest to the ground truth, if
there is any.



(e)

Figure 1: Example war craft detection from satellite imaggddur different decision
maker (a), (b), (c), (d) and the fused output ehth(e)



1.2. SCOPE OF THE THESIS

In this study, we aim to perform decision fusiontémplate matching methods.
Template matching is a digital image processindiepie and widely used in target
detection and many other areas. A template is givehthe regions in the image, which are
similar to this template, are searched throughbatimage (Figure 2). Many methods,
which utilize different features and different diamity measurement, have been developed
in the literature for template matching applicaioi\s in the other image processing
applications, developing a best method for evepuintype is a very difficult task to
achieve. In this study, in order to improve thecass rate of the template matching
methods, classifier fusion methods are adaptedefoplate matching methods. Besides, a
new classifier fusion method, which depends onnaigtition, is developed for the same
purpose. Outputs of template matching methods dasisiier fusion methods for an
example test image and template are given in Aggend
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Figure 2: Example template matching image with input imagetémnplate (b) and the
resulting image (c)
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Figure 2: Example template matching image with input imagetéamplate (b) and the
resulting image (c) (continued)

It is also an important problem to evaluate thdquarances of template matching
methods. Determining the ground truths as wellhashit and miss conditions need to be
handled carefully. If the results of template matghfusion and the ground truth are given
as binary images, by checking the intersectionhalsé¢ gives some opinion about the
performance of the algorithm. However, by direatymparing the result and the ground
truth pixel by pixel, the objects in the image aomsidered as the combinations of pixels
and thus every pixel becomes very important anelctlir affects the success rate. Ground
truth boundaries are also important in this kindoxdel based approaches. If the object’s
representation in the ground truth has loose baiggjahis may cause false increases in
the hit and miss rate (Figure 3). If the boundaaesso tight, this may cause false increases
in the false alarm rate, although the algorithnedestthe object to some level (Figure 4).



(b)

Figure 3: Example for loose boundaries in the ground truthgen(a). Ground truth
boundaries are illustrated with red colored windowl detection methods output is shown
with blue color. In the performance measure iméjeh(t pixels are shown with green and
miss are shown with red color

(b)

Figure 4: Example for tight boundaries in the ground trutlagm (a). Ground truth
boundaries are illustrated with red colored windowl detection methods output is shown
with blue color. In the performance measure imdeh(it, miss and false alarms are shown
with green, red and blue color respectively.

Instead of pixel based approaches, objects inrttegyé may be considered as a
whole, for example as connected components, antitlad miss rates may be measured
by the intersection of the connected componentsarground truth and algorithm’s output
image. If the intersection rate is above a thraskalue, then this target may be interpreted
as detected. Otherwise, it is interpreted as mid3et] the drawback of this method is that,
threshold value directly affects the performancesnee. If the center point of the detected
object in the algorithm’s output image is varieonfrthe center location of that object in the
ground truth image, but still intersection rateat®ve the threshold, this variation is not
punished and cannot be recognized from the perimceeeasure outputs (Figure 5). Thus,



in order to analyze the performances of the teraptatching methods and also the fusion
results in detail, both of the performance measergrapproaches are used. These methods
are named as pixel-based approach and object-baggibach and explained in the
following chapters.

Intersection rate is low
. [ ——————— MISS

Intersection rate is high

I —— [

Figure 5: Miss and hit conditions in performance measurednsiering the objects in the
image as a whole is illustrated. Red and blue ¢bj@enote the objects in the ground truth
image and output image respectively. Although tger points are varied from each
other, the intersection rate determines hit or miss

1.3. OUTLINE OF THE THESIS

In Chapter 2 of the thesis, performance measuremetitods are covered. In all of

the chapters following Chapter 2, the experimemntslults are presented based on the
precision, recall and f-measure values discussé&hapter 2.
In Chapter 3, template matching methods are disdudsirst, a literature review and the
related works are summarized. Then, four major tatepmatching methods which are
correlation based template matching, edge basegldagmmatching, histogram based
template matching and angular radial transform tatepmatching are explained. After
covering each method, experimental results of thathod are presented by the two
performance measurement methods.

Chapter 4 includes classifier fusion methods. A€hapter 3, first the classifier
fusion methods developed so far are summarizedn,Tthee methods, which are most
appropriate to be used for template matching, &eudsed. The way in which they are
adapted to the template matching applications ighasized. At the end of each classifier
fusion method, experimental results related to tinethod are presented.

Finally, comparison, conclusion, discussion andyestgd future works are in
Chapter 5.



CHAPTER 2

PERFORMANCE MEASUREMENT APPROACHES

2.1. INTRODUCTION

Performance measurement is an important task ttyzmand compare the decision
making systems. In this study, focus is on the mesent of the hit and miss rates of the
template matching and fusion algorithm outputs.hBibte ground truth images and the
algorithms’ outputs are given as binary images.

Template matching methods draw a rectangle arourehter point where they detect
the template object. Ground truth images are forinea similar way, i.e., a rectangle is
drawn at the object position on the binary groumdtht image. Two performance
measurement methods are developed. One of therixak psed, and the other one is
object based.

2.2. PIXEL BASED PERFORMANCE MEASUREMENT

In pixel based performance measurement methodintbesection of the output
image and the ground truth image is considered pixel wise way. When looking the
intersection of the output image and the groundhtimage, pixel values in the same
location of both images are compared. But, thig@ggh does not give enough information
about the performance of the fusion results. Simten fusing the outputs of the template
matching methods, rectangular outputs are disrugtdough, the resulting image gives
hit pixels very near to the hit pixels in the grdunuth image, the fusion result is highly
punished due to small location variance. As showifrigure 6, even one pixel distance
variations are punished as miss or false alarmorther to handle the neighborhood
relations, nearest neighbor values are also takerconsideration. Let (u,v) be the location
of the pixel in consideration, the nearest neighbofr that pixel are analyzed and the
number of pixels having positive value are cal@datSimilarly, the pixel in (u,v) location
and nearest neighbors of that pixel in the grounthtimage are analyzed and again the
number of pixels having positive value is calculiatd the numbers calculated from both



the resulting image and the ground truth imageal@se a threshold value, hit condition
occurs in that neighborhood (Figure 7). If the nembf positives in the resulting image is
above the threshold but the number of positivethenground truth image is below the
threshold, false alarm condition occurs (Figure IB)the number of positives in the
resulting image is below the threshold, but the Inemof positives in the ground truth
image is above the threshold, a miss condition iscicuthat neighborhood (Figure 9).

() (b)

(c)

Figure 6: Disrupted fused output image (a), ground truth iend®) and performance
measure output (c) by illustrating the hit, misd &se alarm with green, red and blue
color respectively



Fused output

Above threshold

Above threshold

Ground truth ¢ HIT

Figure 7: Hit condition in pixel based performance measurdrnsetlustrated. The center
point of the red window is the pixel in considepatand all the pixels enclosed by that
window are the nearest neighbors of it.

Fused output

Above threshold

FALSE

Ground truth ALARM

T ld) -

Figure 8: False alarm condition in pixel based performancasuement is illustrated.
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Figure 9: False alarm condition in pixel based performancasueement is illustrated.

Experiments are performed for different nearesghmsir sizes. According to

empirical results, choosing neighbor size as 20nseappropriate for the train and test
images used in this study. An example binary fusesult image, ground truth image and
the pixel based performance measure illustratiergaren in Figure 10. Hit, miss and false
alarm conditions are shown with green, red and lololers respectively. As shown in
Figure 10(e), the organized rectangular outputsimmpted in the fusion result of the four

template matching methods.

(@) (b)

Figure 10: Example outputs of four methods (a), (b), (c), (d¥ulting image of them after
fusion(e), ground truth image (f), and the illusta of the performance measure (g) by
representing the hit conditions by green, miss tmmd by red and false alarms by blue

color are given

10



(9)

Figure 10: Example outputs of four methods (a), (b), (c), (djulting image of them after
fusion(e), ground truth image (f), and the illustra of the performance measure (g) by
representing the hit conditions by green, miss itimms by red and false alarms by blue

color are given (continued)
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2.3. OBJECT BASED PERFORMANCE MEASUREMENT

In this approach, each object is considered asaenhstead of as a set of pixels.
Instead of measuring the intersection of the objedhe ground truth and the resulting
image by looking the hit pixels in both images, iden analysis is made on whether the
object which is represented as a rectangular coat@omponent in the ground truth image
can be taken as detected or not according to thanbiresulting image. As mentioned
before, template matching methods find a cententpand draw a rectangle around that
center in their binary output image. Fusion operatiare performed in pixel level and the
resulting images may disrupt the organized recti@nguutput with specific center points.
But, in the fusion result,, at least one of theteepoints given as detection by the template
matching methods are preserved. The preservedrcgoitets are found at the resulting
image and rectangular windows are drawn aroundetlcester points. Finally, both the
resulting image and the ground truth image haveangular connected components. Then,
the performance measure is performed by the irteose rate of these connected
components. Each connected component is consi@sredsingle object. By masking all
other connected components in the resulting imdgejntersection with the ground truth
image is measured. If the intersection rate is almvhreshold value, then this connected
component is considered as a hit. Otherwise, thisiected component is considered as
false alarm. In order to detect the miss conditi@ash connected component in the ground
truth image is considered one by one. When onberhtis considered, the other connected
components are masked and the intersection rateabfmage with the resulting image is
calculated. If the intersection rate is below theeshold value, it is considered as that
object in the ground truth is missed. An examplgreésentation of converting disrupted
fusion result to an output image with the rectaaguepresentation of the object is shown
in Figure 11. Example performance measure is shiomigure 12. Again the hits are
shown with green color, misses with red color aadd alarms with blue color.
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Fusion Result All algorithms' results

Fusion Result after processing

Figure 11: Converting fusion result to oriented rectangul@resentation for each object

(@) (b)

Figure 12: Example pixel based performance measure by bingigri resulting image (a),
image converted object based representation, (@ynd truth image (c), and the
illustration of the performance measure (d) by espnting the hit conditions by green,
miss conditions by red and false alarms by bluercol
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(c) (d)

Figure 12: Example pixel based performance measure by bigign resulting image (a),
image converted object based representation, i(tnd truth image (c), and the
illustration of the performance measure (d) by espnting the hit conditions by green,
miss conditions by red and false alarms by bluerg@ontinued)

When analyzing the performances of the templatelag methods and the fusion
methods, precision, recall and f-measure valuesaden into consideration. L&k, is the
total detection instances by the algorithig; is the total object instances in the ground
truth and N, is the total instances where the algorithm’s outpod the ground truth
intersect. Then, precision is the ratio of thersgeted result to the total detection instances
by the algorithm. Recall is the ratio of the intated result to the total instances in the
ground truth. In other words, by precision, we noeashe probability of an instance given
as detected by the algorithm is actually an obgtrecall, we measure the probability of
detection of an object which actually exists in tfreund truth. Combining the precision
and recall values for measuring the overall perforce of the system is very important.
For that purpose, a measure called f-measure @ Esmeasure combines the precision and
recall by calculating the harmonic mean of precisend recall. The formulation of
precision, recall and f-measure are givef2il), (2.2) and(2.3) respectively.

Precision = -2 (2.1)
Ny

Recall = - (2.2)

GT

Precision * Recall
FMeasure = 2 ¥ ————— (2.3)
Precision+Recall
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CHAPTER 3

TEMPLATE MATCHING METHODS

3.1. INTRODUCTION AND RELATED WORK

Template matching is one of the revolutionary cpteén computer vision. It has
wide-spread applications in robotics, automatigearecognition, image registration etc. In
general, template matching is a classification wathvhich compares portions of image,
called as the template, with another image [1]. flate matching methods may be divided
into two categories according to the approached. @ee of them is area based approaches
and the other one is feature-based approaches.-bassal approaches are generally
correlation-like methods. The similarity values aadculated according to the intensity
values of both image and template. Squared diféerenn fixed intensities, correction-
based methods, optimization methods and mutualrrivdtion are the mostly used
techniques in area-based approach. Feature-bapeahapes are used when template and
input image have more correspondence with respdeiatures and control points. Feature-
based methods are utilized to locate the pair-wigenection between reference and
template by using the spatial relations or desoripbf features. Both in the area-based and
feature-based approaches, template matching proisleaduced to similarity measure in
the end. A great number of techniques have beegalg®d to measure the similarities
between the input image and the template. One efntbst known similarity measure
method is sum of absolute intensity differencescihs defined by Devijver and Kittler
[2]. Geometric distance is a preferred techniquesiimilarity measure, when both template
and image has binary structures [1]. Average digtas also used by determining the
closest structure points between the image andtdimplate. Then, the average of the
distances between the corresponding points is usdlde similarity measure. In mutual
information method, correlation in intensities aftho image and the template is calculated
by dealing out all voxels in template and the imaflee similarity measure approaches
discussed so far are ineffective in template matchihen matching images have rotational
differences. Invariant moment method is free framermation. In this method, invariant of
the position and orientation of a pattern is olgdiby normalizing the moments [1]. Sum
of squared distances is another popular similarigasure method. It is widely used in
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image matching applications such as tracking aatestmatching. This method is very
sensitive to outliers and is not robust to templateéations [3]. Hausdorff distance measure
reduces the effect of outliers and is quite tolexnsmall position errors [4]. Given two
finite point sets A = §,... a,} and B = {b,... by}, the mathematical definition of

Hausdorff distance is defined as

H(A,B) = max (h(4, B), h(B, A)) (3.2)
where
h(A,B) = maxgec, mingep || a — b| (3.2

Four most popular template matching approaches@mealized correlation-based
template matching, histogram based template majchitlge based template matching and
angular radial transform template matching.

Normalized correlation matching is the most popufsthod in target tracking
algorithms. Direct image information collected frathpixels, such as image brightness, is
used in normalized correlation method in order tmimize the error measure [5].
Although, the normalized cross correlation is asosable choice in template matching
applications, it is computationally expensive. Inder to reduce the computational
complexity, fast normalized cross correlation isgmsed [6]. The basic idea of the fast
normalized cross correlation is to represent thenatized cross correlation as a sum of
rectangular basis functions. Let the template intageepresented by t amds the mean
value of the template. Then, the zero mean temfileietion t' shifted by u steps in the x
direction and by v steps in the y directions idrded ag3.3).

tx—uy—-v)=tx—uy—-v)—t (3.3)

The basic idea to simplify the calculation of tliemalized cross correlation is to expand
the zero mean template function t'(x,y) to the viabdgl sum of K rectangular basis
functionst;, yielding an approximatiof(x,y) of the template function as given(4).

Lx,y) = L1 kiti(x, ) (34)

For automatic determination of the basis functighe,quadratic criterion given {8.5) is
used to assess the quality of the approximation.

J = Zay(t' C6,y) — Ex,y))? (35)

A recursive algorithm is proposed to determinelihsis functions. Algorithm divides the
template function t(x,y) into rectangular basis diions. It starts with a single basis
functiont,(x,y) =t = constant and calculates J usir{8.4) and(3.5). If ] > J,,4x,» Where
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Jmax 1S @ predefined threshold, the basis functiornvigldd into two basis functions and the
coefficientsk;, i = 1,2 are recalculated under the condition ghiastminimized. This process
is continued recursively for each basis functipmuntil J < J,,,.,. By this approximation,
the number of calculations required to evaluatertwanalized cross correlation depends
linearly on the number of basis functions used,rfmiton the size of the template t. For
example, a video graphics array (VGA) camera imaggh the image function size
640x480 pixel and a template function 64x64 pixeé number of multiplications for the
numerator of correlation function is reduced 20488 in fast normalized cross correlation
compared to the direct calculation of the normalizeoss correlation. Fourier-transform
based implementations of the normalized cross lediwa algorithm are also implemented
to reduce the number of calculations. Fast norredlizoss correlation can outperform the
Fourier-transform based implementations. For theAVihage (640x480) and template
image (64x64) mentioned before, the number of piidations required for the numerator
of the correlation is reduced 47 times in fast radimed cross correlation compared to the
Fourier-transform based correlation calculation.

Edge-based template matching is one of the feaamplate matching methods.
Feature template matching methods minimize ther emeasure based on geometrical
constraints between corresponding features in impage and the template. Edges are one
of the features. In edge based template matchirigads, edge intensity value is used for
each pixel [7]. Edge intensity value of the pixelncbe obtained by edge detection
algorithm. At the present, there are a lot of md¢hof edge detectors [8]. Kirsch edge
detector is one of the important edge detectorKitech edge detector, eight directional
derivatives of every pixel are obtained and theiealf the maximum directional derivative
is used as edge intensity [1].

In histogram based methods, the aim is obtainindissinctive histogram to
represent the object or template. Color histograay be used as a distinctive histogram.
Matching is performed by searching the similar eagn the image, whose histogram best
matches the object or template in the input im&jeThe general approach in histogram
based methods is focusing on the distribution atures at each pixel. The information
contained in each pixel may consist of the coloerisity or certain other features like the
gradient [9]. Although color provides high discrimative power, the most existing template
matching methods were designed in gray scale. @agson of that is the problem in color
constancy. lllumination changes also worsen theopmance of pattern recognition
algorithms [10]. Some studies have been made toconee these difficulties and use color
as a feature in template matching. C-color-SIFbrie of the important algorithm [11]
which combines SIFT descriptor with a set of calorariants proposed by Geusebroak
[12]. Color-Ciratefi is also a newly developed téate matching method based on
grayscale template matching Ciratefi techniquedi@ar, Radial, and Template Matching
Filter) [13]. According to experiments of Araujo &t[10], Color-Ciratefi produces more
accurate results compared to C-color-SIFT algorithtoreover, Color-Ciratefi is robust to
minor viewpoint variations and blur.
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The Angular Radial Transform (ART) was adopted iREBG-7 as a regional based
shape descriptor and widely used in human facectiete applications. Histogram
equalized intensity map and local intensity mapagfotential object or face pattern are
created and applied to the ART to derive the compsaresentation of the pattern. Then,
ART coefficients are obtained and given to the suppector machine (SVM) to determine
the existence or not of the pattern in the imadgé. [1
Although many studies conducted on finding the besthod in template matching, there is
no winning method for every input type. The meth@asform differently for different
feature sets. Due to the nature of methods’ depwmydéo the input set, some studies
performed for choosing the best classifier for ghan input set or combining the outputs
of different methods and taking the decision of boration.

3.2. TEMPLATE MATCHING METHODS

Correlation based, edge based, histogram basedA&Td template matching
methods were covered as template matching algasitiadge and histogram based
methods are feature-based approaches and comdbats@d method is area based approach.
Before calculating the similarity, a template imageletermined according to the chosen
object. This object is enclosed with a rectangblaundary. Then, in the test image, this
rectangular template is moved all over the imagd Hre similarity is measured in
everywhere. The region where the similarity valselove a threshold value is detected.
Threshold selection is also an important problenghHhreshold value may cause high
false negative results and low threshold value weyse high false positive results. The
images and templates for each of them are givéyppendix A. The results of the template
matching methods and classifier fusion methodstjgad based approach for an example
image are given in Appendix C.

3.2.1. Correlation based template matching method

Normalized cross correlation is widely used method template matching
problems. Let the given image be f and the intgnsitue of the image of the si2é xM,,
at the point (x,y)x € {0, ...,M, — 1}, y € {0, ..., M, — 1}, be denoted by f(x,y). Let the
template image is represented by t and the sizeisfgiven asN,xN,. The problem in
template matching is to determine the position gfiveen pattern in the input image f. In
order to calculate the position of the patteu,,,, v,05) in the input image f, the

normalized cross correlation valye at each point for f and the template image t is
calculated. The normalized correlation method findd as [6]:

_ Ty (F V)~ Fuw) (t(x—u,y—v)—£))
jzx,y(f<x,y) Fan)? Sy (t -1y —v)—E)?2

(3.6)

18



fuv denotes the mean value of f(x,y) within the arkthe template t shifted to (u,v) and is
calculated as i§3.7).

J— 1 — v+N,—1
I o D W (C3Y (37)

t is the mean value of template t similarly. By islglthe template image on the input
image, the similarity degree at each location canchlculated. Then, the matching
locations can be obtained by choosing the locatwamsre the similarity value is above the
threshold value.

In this study, the normalized cross correlation glxt@ matching is performed and the
experiment results measured by the pixel and obgs¢d approaches are given in Table 1,
Table 2, Table 3 and Table 4.

Table 1: Precision, Recall and F-Measure by the Pixel Baggatoach

Image No Precision Recall F-Measure
1 0.17 0.65 0,27
2 0.17 0.42 0,24
3 0.81 0.68 0,74
4 0.21 0.57 0,30
5 0.17 0.27 0,21
6 0.18 0.67 0,28
7 1 0.41 0,58
8 0.30 0.89 0,44
9 0.45 1 0,62
10 0.05 1 0,09
11 0.19 0.71 0,31
12 0.12 0.31 0,17
13 0.11 0.70 0,19
14 0.20 0.80 0,32
15 0.21 0.56 0,31
16 0.20 0.78 0,32
17 0.52 0.83 0,64
18 0.71 0.97 0,82
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Table 2: Mean and Standard Deviation of Precision, RecalliMeasure of the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,32 0,68 0,38
Standard Deviation 0,27 0,22 0,21

Table 3: Precision, Recall and FMeasure by the Object BAgguoaches

Image No Precision Recall F-Measure
1 0.19 0.75 0,30
2 0.19 0.60 0,29
3 1,00 0.71 0,83
4 0.25 1 0,40
5 0 0 0
6 0.20 1 0,33
7 1 0.50 0,67
8 0.50 0.83 0,63
9 1 1 1
10 0.08 1 0,14
11 0.20 1 0,33
12 0.17 0.50 0,25
13 0.17 1 0,29
14 0.25 1 0,40
15 0.50 0.57 0,53
16 0.52 0.86 0,65
17 0.67 1 0,80
18 1 1 1

Table 4: Mean and Standard Deviation of Precision, RecallMeasure of the Object

Based Approach
Precision Recall F-Measure
Mean 0,44 0,80 0,49
Standard Deviation 0,35 0,28 0,29
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3.2.2. Edge based template matching

Edge detection is an important task in pattern geitmn for discriminating the objects
from the background [4]. The purpose of edge deteds to reduce the amount of data in
the image significantly while preserving the stunat properties to be used for further
processing. As mentioned before, there are manye etfgection methods. The edge
detection method used in template matching in faiper is the Canny edge detector.
Canny edge detector is one of the standard ancekssitt edge detector methods. Canny’s
motivation for developing the method was to maxanithe signal-to-noise ratio by
increasing the probability of detecting real edged minimizing the probability of falsely
detected non-edge points, and locate the detedgebses close as possible to the real edge
points. Canny edge detection algorithm runs in feeparate steps: smoothing, finding
gradients, non-maximum suppression, double thrdsiglnd edge tracking by hysteresis.
All images taken from a camera includes some amainhoise and smoothing is
performed to reduce the noise by blurring the imagmoothing is performed by a
Gaussian filter. The kernel of the Gaussian filigth a standard deviation af = 1.4 is
given in(3.8).

[245421

, |49 12 9 4

B=*|5 12 15 12 5 (3.8)
l4912 94J
2 4 5 4 2

In finding gradients step, the aim is to find thents where the intensity change is high. In
order to find the gradient points, two Sobel opasatas shown in Figure 13 are used. By
applying Sobel operators, the gradients in the c& yardirections are found respectively.
Gradient magnitudes can be calculated by the lawPythagoras(3.9) or Manhattan
distance measui@.10) The computational complexity of Manhattan dis&rgclower than
Pythagoras calculation.

[
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Figure 13: Convolution masks in Canny method [8]

G| = G +GZ (39
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G| = [Gx| + |Gyl (3.10)

In order to indicate exactly where the edges drection of the edges are determined and
stored as given i(8.11)

6 = arctan (%) (3.11)
X

After finding the gradient magnitudes and grad@irgctions, non-maximum suppression is
applied. In non-maximum suppression, the blurregesdare converted to sharp edges by
preserving all local maxima in the gradient imagd deleting others. Eight directions are
defined as edge directions as shown in Figure hé.chlculated edge direction is round to
the nearest defined direction. Then, the edge gtinesf the current pixel is compared with
the neighboring pixels in the positive and negagvedient directions. For example, if the
gradient direction of the current pixel is north £ 90°), the edge strength of the current
pixel is compared with the edge strength of thesigixat the north and south. If the edge
strength of the current pixel is largest, then ¢dge strength is preserved, otherwise, the
value of the edge strength is suppressed. The mgaapplication of non-maximum
suppression is given in Figure 15. As shown infitpere, gradient directions are generally
in north direction and the value of the edge stifehgre compared with the pixels in the
north and south and the pixels having the maximafaesin this comparison are marked
with white borders.

direction-4

g direction-2

direction-3

direction-1

Figure 14: Four directions of edge [8]
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Figure 15: lllustration of non-maximum suppression [15]

Double thresholding is performed to the result ohimaximum suppression operation.
Upper and lower threshold values are determined. 8dges having higher values to the
upper threshold value are marked as strong eddes.efiges having strength values
between upper and lower threshold values are maakedeak edge. The edges having
strength values lower than lower threshold value suppressed. The last step in the
algorithm is edge tracking by hysteresis. Strorgesdare interpreted as “certain edges” and
directly included in the final edge image. Weak exignay come from true edges or
noise/color variations. The probability of noiséézovariants result in strong edges is low
compared to the probability of real edges resulstiong edges. Then, the ones in weak
edges which result in strong edges are includeferfinal edge image. Edge tracking can
be implemented by BLOB-analysis (Binary Large Ob)jethe edge pixels are divided into
connected BLOBSs using 8-connected neighborhood. B €ontaining at least one strong
edge pixel are then preserved, while other BLOBéssaippressed.

In the edge-based template matching algorithm isedis study, first, the input
image and the template image are filtered by mefili@n. Then, the Canny edge detection
is performed for both images. The example inputgepahe image after median filter is
applied and the Canny edge detection resulting énaeig given in Figure 16, Figure 17 and
Figure 18 respectively. Finally, the resulting ireagf the input image is filtered by the
resulting image of the template image and the looatwhere the result of filtering is
higher than a predetermined threshold are takenadshing points. Experimental result of
the edge-based template matching method, when meghby the pixel-based and object
based approaches are given in Table 5, Table @ Vadnd Table 8.
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Figure 17: Example input image and template image after mefiltan applied
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Figure 18: Example input image and template image after Cauige detector applied

Table 5: Precision, Recall and F-Measure by the Pixel Béggatoach

Image No Precision Recall F-Measure
1 0.04 0.03 0,03
2 0 0 0
3 0.51 0.46 0,48
4 0 0 0
5 0 0 0
6 0 0 0
7 0.23 0.45 0,31
8 0.29 0.63 0,40
9 0.20 0.54 0,29
10 0.07 0.80 0,13
11 0.33 0.77 0,47
12 0 0 0
13 0 0 0
14 0 0 0
15 0.02 0.01 0,02
16 0 0 0
17 0 0 0
18 0.30 0.99 0,46
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Table 6: Mean and Standard Deviation of Precision, RecallliMeasure of the Pixel

Based Approach

Precision Recall FMeasure
Mean 0,11 0,26 0,14
Standard Deviation 0,16 0,35 0,19

Table 7: Precision, Recall and F-Measure by the Object BAgguloaches

Image No Precision Recall F-Measure
1 0.50 0.25 0,33
2 0 0 0
3 0.67 0.57 0,62
4 0 0 0
5 0 0 0
6 0 0 0
7 0.20 0.50 0,29
8 0.50 0.67 0,57
9 0.25 0.40 0,31
10 0.17 1 0,29
11 0.33 1 0,50
12 0 0 0
13 0 0 0
14 0 0 0
15 0.33 0.07 0,12
16 0 0 0
17 0 0 0
18 0.67 1 0,80

Table 8: Mean and Standard Deviation of Precision, RecallsMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,20 0,30 0,21
Standard Deviation 0,24 0,39 0,26
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3.2.3. Histogram based template matching

Histogram-Based template matching measures theasityiof the histograms of
the template image and the input image. Both tpatiimage and the template image are
converted to gray scale. Let (u,v) is the pixelakoan in the input image angxt,. is the
size of the template rectangle. Then, a rectanguladow with the corner locations (u,v)
and (u+,-1, v+t.-1) is cropped from the input image. The histogiefrboth the template
image and the cropped window are calculated. Thersaction of the histograms are
calculated by taking the minimum of the histograatues at each location. This operation
guarantees to take the intersection of the histograAn example demonstration of the
histogram of the cropped window of the input imagegplate image and the histogram of
the intersection is given in Figure 19. Then, &ltree values in the intersection histogram
are summed. This value gives the similarity of ¢chepped window and the template. This
operation is performed for all locations in theuhpnage by sliding the starting point (u,v).
Then, for all pixels, a similarity value is assigndhe matching locations are found by
comparing the similarity values with a thresholduea The experimental results of the
histogram-based template matching method, whenure@d$y the pixel and object based
approaches, are given in Table 9, Table 10, Tablent Table 12.
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Figure 19: Example histogram of the cropped window of the tipage (a), the template
image (b) and, the intersection histogram (c)
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Table 9: Precision, Recall and FMeasure by the Pixel Baggutdaches

Image No Precision Recall F-Measure
1 0.09 0.59 0,15
2 0.21 0.70 0,32
3 0.39 0.72 0,50
4 0.31 0.47 0,37
5 0.46 0.49 0,47
6 0.22 0.77 0,34
7 0.11 0.61 0,19
8 0.12 0.89 0,21
9 0.08 0.54 0,14
10 0.02 1 0,04
11 0.12 0.90 0,21
12 0.04 0.28 0,07
13 0.17 0.83 0,29
14 0.04 0.87 0,08
15 0.14 0.63 0,22
16 0.27 0.59 0,37
17 0.20 0.68 0,31
18 0.14 0.97 0,24

Table 10: Mean and Standard Deviation of Precision, RecallaMeasure of the Pixel

Based Approach
Precision Recall FMeasure
Mean 0,17 0,70 0,25
Standard Deviation 0,12 0,19 0,13
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Table 11:Precision, Recall and FMeasure by the Object BAgguioaches

Image No Precision Recall F-Measure
1 0.12 0.75 0,20
2 0.22 1 0,36
3 0.55 0.86 0,67
4 0.38 1 0,55
5 0.60 1 0,75
6 0.25 1 0,40
7 0.13 1 0,22
8 0.24 0.83 0,37
9 0.25 1 0,40
10 0.04 1 0,07
11 0.10 1 0,18
12 0.06 0.50 0,10
13 0.19 1 0,32
14 0.05 1 0,10
15 0.37 0.93 0,53
16 0.72 0.93 0,81
17 0.31 1 0,47
18 0.17 1 0,29

Table 12: Mean and Standard Deviation of Precision, RecalleMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,26 0,93 0,38
Standard Deviation 0,20 0,13 0,22

3.2.4. Angular Radial Transform Template Matching Method

Shape features of 2-dimensional and 3-dimensiobjgicts are very important for
Image processing and image recognition applicatiOtgect functionality and identity can
be retrieved from the shape of the objects andcoblgkape vectors are very powerful
descriptors for similarity measure. This properigtidguishes shape from some other
elementary visual features such as color or textlitee Visual Part of the MPEG-7
standard defines three descriptors for shape festith different properties. These are the
contour-based shape, the region-based shape aldDtBhape spectrum descriptors. Two
approaches were developed by MPEG to cover theh2lpesdescriptor issue. These are
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contour-based shape tools and region-based shalse The region-based shape descriptor
expresses pixel distribution within a 2D objectioeg The properties of multiple disjoint
regions are described in a compact and efficieny waregion-based descriptors. In
contour-based shape descriptor, Curvature ScaleeSgpresentation of the contour is
concerned. The contour based shape descriptorgegraobust to non-rigid deformations
such as outline of a running person. The poweridl\aeak sides of the region based shape
descriptor and the contour based shape descriptdliwstrated in Figure 20. Although the
objects in the first row are different from eaclhhest clearly, they have similar spatial
distribution of pixels and are therefore similarcaing to the region based shape
descriptor. On the other hand, contour based sldgseriptor provides differential
information among them and recognizes them asrdiife When contour-based similarity
is concerned in the second column, objects in ¢obimn are similar according to the
feature vectors produced by the contour-based sthegaiptor. But, the spatial distribution
of pixels in that column is very different and @gibased shape descriptor recognizes that
the objects are different from each other.

L IS
Figure 20: Example of region-based and contour based regiitesity [16]

The region-based shape techniques are more powerfudlomplex shapes that
consist of several disjoint regions such as tradksnar logos etc. Since the images used in
this work are satellite/plane images, region basetiniques are more suitable for these
samples. Three region-based shape descriptorsrappged: Multi-Layer Eigen Vector
Descriptor (MLEV), a descriptor based on Zernikenmeots and a descriptor based on
Angular Radial Transform (ART). According to thepeximents, it was concluded that
ART descriptor offers the best overall performafareregion-based similarity [16]. ART is
the orthogonal unitary transform defined on a wdgk that consists of the complete
orthonormal sinusoidal basis functions in polar rdomates. The ART coefficients are
defined as ir(3.12)



2T

Fam = Vam(0,0),£(0,0)) = [J™ [ Viim (0,60),  (p, 8) pdpd? (3.12)

WhereFE,,, is an ART coefficient of order n and 1fi(p, 8) is an image function in polar
coordinates and,,(p, ) is the ART basis function that are separable akhegangular
and radial directions as (8.13)

Vam (1, @) = Am(@)Rn (1) (313

In order to achieve rotation invariance, an exptimefunction is used for the angular basis
function(3.14)

1 .
Am(q) = 5 exp (jmq) (3.14)
The radial basis function is defined by a cosimecfion,

Ry(r) =, n=0 (3.15)

2 cos(pnr) n=0

Rotation invariance means that the magnitudes®fRT coefficient of the given image
and the rotated version of the same image are dhee 63.16) Let the original image
function bef(r,q) and the rotated image function |6é(r,q) where the relation of the
image functions are given {8.16)

fer@) = f(ra+q) (3.16)
Then the ART of the rotated image are given as
Fin =55 15" Jy Vam (r, ) (r, )rdrdg (317)
or

E%, = Fynexp (—jma) (3.18)
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The exponential term does not affect the magnitlitien, it is proved that the magnitudes
of the ART of the original image and the rotatecgm are same.

IEdnll = 1| Fme (3.19)

When measuring the similarity of two shapes, theTAfefficients for each order are

calculated for both shapes. Then, the sum of tlemlate differences of each order of

descriptor elements is calculated. The result gikiesdistance between two shapes. If the
distance is high, the similarity of the shape®s.|

Template matching is performed according to thelaiity measures of the regions and the
experimental results, when pixel and object bagguicaches are used, are given in Table
13, Table 14, Table 15 and Table 16.

Table 13: Precision, Recall and FMeasure with the PixeleBlaSpproaches

Image No Precision Recall F-Measure
1 0.07 0.77 0,12
2 0.10 0.89 0,18
3 0.21 0.60 0,31
4 0.12 0.18 0,15
5 0.22 0.68 0,33
6 0.06 0.70 0,12
7 0.05 0.67 0,09
8 0.02 0.93 0,04
9 0.03 0.83 0,05
10 0.02 0.80 0,03
11 0.04 0.74 0,07
12 0.02 0.90 0,05
13 0.06 0.83 0,11
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Table 13:Precision, Recall and FMeasure with the Pixel Basgproaches (continued)

14 0 0 0

15 0.14 0.56 0,22
16 0.16 0.09 0,11
17 0.04 0.55 0,07
18 0.35 0.66 0,46

Table 14: Mean and Standard Deviation of Precision, Recalll@easure of the Pixel
Based Approach

Precision Recall F-Measure

Mean 0,09 0,63 0,14

Standard Deviation 0,09 0,27 0,12
Table 15: Precision, Recall and FMeasure with the ObjeceBaspproaches
Image No Precision Recall F-Measure

1 0.11 1 0,20

2 0.13 1 0,24

3 0.38 0.71 0,50

4 0.25 0.67 0,36

5 0.33 1 0,50

6 0.09 1 0,17

7 0.10 1 0,17

8 0.18 0.83 0,29

9 0.15 1 0,26

10 0.05 1 0,10

11 0.07 1 0,13

12 0.08 1 0,15

13 0.11 1 0,20

14 0 0 0

15 0.48 0.79 0,59

16 0.40 0.14 0,21

17 0.14 0.75 0,24

18 0.50 1 0,67
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Table 16: Mean and Standard Deviation of Precision, RecallMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,20 0,83 0,28
Standard Deviation 0,15 0,30 0,18
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CHAPTER 4

CLASSIFIER FUSION

4.1. INTRODUCTION

Determining the true class of a given pattern byngis: single feature descriptor
and a particular classification procedure is tlalitonal approach in pattern recognition
systems [17]. According to this approach, the ssed@@provements and progress in pattern
recognition and decision support systems are basethe continuous development of
existing methods as well as discovering new on8&% [Rut, in case of noisy inputs and
large number of classes, obtaining improved perémeas by using a single classification
procedure is difficult to achieve. This situatioashled to the development of another
approach, which claims that combining individualtheels provides better results [18]. The
multiple expert fusion received considerable aitenf{19]. In combination process, first,
each pattern recognition problem is solved indigijuand then results are combined in
some way to achieve reduced recognition error rates

There are many methods developed for classifigofiuslassifier fusion methods
may be divided into two general categories. Th@fumethods in the first category do not
do anything with classifier outputs until they fisthgle best classifier or a selected group
of classifiers. If single best classifier is fourigen its output is taken as the final output. If
a group of classifiers is selected, then only thmitputs are considered for the final
decision or for further processing. This approaiused in dynamic and static classifier
selection methods, classifier structuring and groy@nd hierarchical mixture of experts
methods which will be analyzed later. In the otbategory, methods operate on classifier
outputs and use different methodologies for conmiginhe outputs. These methods may be
further classified according to the output the siléeys produce for combinations.
Classifier outputs can be class labels, class mgskand soft or fuzzy classifier outputs. If
only labels are available, voting methods and keogé space obtained from the training
set may be used. Sometimes, classifiers produ¢enganfor each label. In this case, class
set reduction or class set reordering approachgshmautilized by widely used methods
such as the highest rank method, Borda Count, tlogiggression, intersection of
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neighborhoods and union of neighborhoods. If inuous outputs like posteri
probabilities are supplied, then linear combinatiomethods like average Bay
combination, or nonlinear methods likroduct of experts may be used [1®ther mos
popular methods for soft/fuzzy outputs are Demp}Shafer @mbination, Fuzz
Templates, Fuzzy Integrals and Neural Network. Biagnatic representation of t
proposed taxonomy of classifier fus methods is shown in Figure 21 [18].

Dyramic Classifler Herarchica
Classifler Sfruciuring and Mheuras of
Selecion Grouping Expetts
i [ ) comems
I:l CF methods operaing
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Neighnoumioods
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Figure 21: Taxonomy of classifier fusion methc [18]

The main motivation behind the classifier fus is to obtain a system in whi
different classifier designs potentially offer cdempentary information about the patte
to be classified and improve the classification faenance. In order to obn
complementary information from different classifigclassifiers should be different frc
each other. In other wordslassifiers should be diverse as much as posg€itherwise, th
overall decision will not be better than the indiv@l decisions. Ahough, there is n
consensus on the meaning of notions such as diyersimplementarity, orthogonality e
many methods were proposed for measuring classifersity. There is no unique choi
of a measure of diversity. As stated in Kunchevd Wrritaker’'s work [2Q, two genera
approaches are commonly used in diversity mea3imese are pairwise and r-pairwise
measures. In pairwise measuring methods, diveosigimilarity is measred for each pa
of classifiers. Consider th@; andD; are two classifiers. A 2x2 table which is showr
Table 17 smmarizes the output of these classifiN'! denotes the number of cases
classifiers give the correct outpuN°® denotes the number of cases both classifiers
the wrong outputsi!? denotes the number of casD, gives wrong output anD; gives
correct output andy®! denotes the number of casD, gives correct output arD; gives
wrong output. According to these numbers, differditersity measure methods we
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developed for pairwise diversity measure. One efrths Q statistics. The formula for Q
statistics is given in4.1). If classifiers have a tendency to classify theneaobjects
correctly and same objects incorrectly, Q stasstudl have positive values. It means that
diversity between classifiers is low. If classiierommit errors on different objects, then Q
statistics will have negative values. It means thedsifier diversity is high.

Table 17:lllustration of Q statistics

D, correct D, wrong
D, correct N N'0
D; wrong N1 N
N1LxN00_ 10,701
Qi = N11.N00 4 .01 (4.1)

Other popular pairwise diversity measure methodstlae correlation coefficient method,
disagreement measure, and double fault measurelf2@pn-pairwise measures, diversity
is measured on whole group of classifiers. The naaivantage of non-pairwise diversity
measure is to prevent losing some information aleoudr relations when there are more
than two classifiers [21]. The entropy measure e @f the important non-pairwise
diversity measure methods. For a system of M mrallhssifiers such that D&, ..., Dy}
with producing binary outputs for N input samples(i=1, ..., N). Each classifier produces
an outputy; ; j =1, ..., M for input sampler;. The value ofy; ; is 1 if classifier j produces
correct output for input sample, andy; ; is O if classifier j produces incorrect output for
input samplex;. Let m(;) denote the number of classifiers producing efoorthe input
samplex; which is given in(4.2). Then the entropy measure is a¢4r8).

m(x) =M -Y1, y;; (4.2)

1 1
H= 3= M—[M/2]

min{m(x;),M — m(x;)} (4.3)

Other well-known non-pairwise diversity measure lmes are the measure of difficulty,
Kohavi-Wolpert variance, measurement of interragreement, generalized diversity and
coincident failure diversity [20]. As mentioned bed, diversity of classifiers highly affects
the performance of fusion results. There are mangies supporting this idea. Ruta and
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Gabrys [22] performed an experiment for analyzihg torrelation of majority voting
method and diversity measures. According to tresearch, error rates in majority voting
method were highly correlated with the diversityues calculated by both pairwise and
non-pairwise diversity measures.

4.2. RELATED WORK

4.2.1. Voting Methods

Although classifiers producing crisp, single clig®els provide the least amount of
useful information for the fusion process, they atiéd applied to a variety of real life
problems. Voting methods and behavior knowledgecspmethods are two important
approaches for fusion of single label output cféessi. Voting method may be applied to
classifier outputs directly or after a training pess. Majority voting method is the most
popular method for voting without training. Majgritvoting gains its popularity from
simplicity and performance on real data. The laheputs of classifiers are taken and the
class which receives the maximum vote is takemadinal output. There are some studies
for determining the lower and upper bounds of thdgymance of majority voting [23, 24].
Kuncheva [25] attempted to measure and analyzep#mrmance of majority voting
empirically.

Narasimhamurty [26] tried to explain the limitsrogjority voting theoretically and
stated that majority voting method increases comecision rate if the classifiers used are
independent and the individual error rate of ealdssifier is below the 0.5. If the
independency condition is satisfied, then the amyuof majority voting method becomes
higher with the increasing number of classifierst,2nforcing statistical independence in a
classifier ensemble is a very hard condition tedtsfied. In order to obtain a classifier set
which is composed of independent classifiers, diygmeasure mentioned before may be
used. It is reasonably expected that when the sltyeralue is high, then the independency
increases and the performance of majority votingobees higher. Narasimhamurty [26]
made some experiments to measure the correlatiodivefrsity and performance of
majority voting method. Two experiments were perfed. In one of them pairwise
diversity measure approach was used. Q statistes @alculated for every classifier
couples in the classifier set and the average stdafstics values was taken as diversity
value. In the other experiment entropy measurepea®rmed. According to experimental
results, there was no correlation between the paence of majority voting and diversity
value calculated by Q statistics. But, the sucae$s of majority voting method was
increasing with the higher values of diversity cédted by entropy measure. This results
point out that theoretically independency of cles directly affects the performance of
majority voting method, but there is no widely guesl formal characterization of
diversity. Hence, it is very hard to characterike telationship between majority voting
accuracy and classifier diversity.

Voting methods that needs training is very sucegssfimproving the accuracy of
certain classifiers for artificial and real worldtedsets [27]. Some of the methods adaptively
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change the distribution of training set based @npgérformance of previous classifiers and
some of them do not. Boosting can be given as ampbe to the algorithms which change
the distribution of training set. Boosting improvidese performance of a weak learning
algorithm. AdaBoost algorithm is an algorithm inosting algorithm family developed by
Freund [28], training sets are generated sequbntadd classifiers are built for the
generated training sets. Finally, weighted votsgerformed for combining the generated
classifiers. The weight of each classifier depeodshe performance on the training set
used to build it. In Bootstrap aggregating (bagpialgorithm, the classifiers are built in
parallel for each bootstrap sample which is geedratrom the training set with
replacement. Bauer and Kohavi [27] made some axjgettis for empirical comparison of
two families of voting algorithms: perturb and canm (e.g. Bagging) and boosting (e.g.
AdaBoost). The voting techniques in these two familwere extremely successful at
reducing the loss according to a mean squared ex@uation and in general, boosting
algorithms were better than Bagging.

4.2.2. Knowledge Space Methods

Behavior-Knowledge Space method, which was intreduby Huang and Suen
[29] is another method works on single class lalput classifiers. Behavior-Knowledge
Space method was developed to obtain better rebyltaggregating the decisions of
individual classifiers. The method contains twasta In the first stage, a knowledge space
is constructed from the behavior of classifierdhia training set. The second stage is the
operation stage. For each test sample, final detis made according to the decisions
generated from individual classifiers and the cpomding information in the knowledge
space. In Behavior-Knowledge Space method, evesgiple combination of individual
classifiers is regarded as a cell in the knowledgace. For every cell, the number of
samples taken from training set for each classderded and the most representative class
label is determined for that combination of indivédi classifiers.

In statistical point of view, Behavior-Knowledgedg®e method tries to estimate the
distribution of each class from the frequencie®a@turrence in the training set. The most
important advantage of Behavior-Knowledge Spacéhatkts that it does not require any
independency relation between the classifiers. iMlagn drawback of that method is its
exhaustive approach. It lists all combination @fssifiers’ outputs which means large space
complexity. If large data sets are used, knowlesjggce can be modeled accurately but
memory usage will be too high. If small sample s&ased, the method will be extremely
overfitting to the training set and generalizatadility will be very poor. In order to solve
this problem, Roli [30] proposed to inject noisethe training set. Yang and Zang [25]
improved this approach by adding observational niegr algorithm. In the proposed
approach, observational learning algorithm is peméxl based on the classifier ensemble
and enlarged dataset is generated. Then, finakidecis made through the Behavior-
Knowledge Space constructed by enlarged datasételexperiments of Yang and Zang,
three learners which are linear discriminant cfeegsi, quadratic discriminant classifier and
K-nearest neighbor classifier were adopted. Acoaydo test results, Behavior-Knowledge
Space method with observational learning algoritiutperforms to the classic Behavior
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Knowledge Space method on three datasets of tkeeofes. Behavior-Knowledge Space
with observational learning algorithm did not preihigh improvement when considering
the additional computational complexity of learniatporithm. But, this study is very

important for bringing a solution approach to snmedimple size problem in Behavior-
Knowledge Space method.

4.2.3. Fusion Methods for Ranking Outputs

Classifiers may give the class rankings as oufphis type of classifiers provide
more information in their output compared to singlss output classifiers. There are two
approaches for fusing ranking output classifierse f them is class set reduction
approach. The objective of class set reduction agur is to minimize the number of
classes in the output list by ensuring the truesscls included in the class set [12,8].
Intersection of neighborhoods and union of neighbods are two simple and direct
methods developed for this purpose. In interseatibneighborhoods method, the lowest
ranking value of each classifier given to the taless is determined. In other words, the
ranking value for the worst case is determined. Whest case ranking value is taken as a
threshold for that classifier. When a test sammegiven, the classes above the
predetermined threshold ranking value are put & ltt. Then, the intersection of all
classifiers’ list is taken as the final class set the given test sample. The union of
neighborhoods method uses a max-min procedureb&kerank (minimum) in classifier
outputs for each input sample is determined. THemaximum (worst) of best ranks for
each classifier is obtained and taken as thredloolthat classifier. When a test sample is
given, each classifier puts the classes with higaek from the threshold to the list.
Finally, a class set is composed by taking the rurob lists’ of each classifier. The
intersection of neighborhoods method process ustiated in Figure 22 for the example
classifier outputs table with six input types awndrfdifferent classifiers. Studies showed
that [17], the intersection approach provides smelghbor sizes missing the true class
when all the classifiers have poor performancent or more classifiers are specialized for
some kind of input samples, intersection of neighbods does not give reliable results and
union approach is preferred in that case. Uniorragh focuses on the best-case behavior
of each classifier.

ran R; of classifier CI roOWmin;

inputl, | G €z Cs € |bestrankfor [, €; €5 Cp | worst rank for

I 3 12 1 24 |eachinput 0o o 1 o |eachclassifier

I 1 5 29 12 |[—— 1 0 0 0 T G G G G
I3 ¥ 3 4 6 0 3 0 0 a2 3 & 0
I s 7 6 7 o 0 6 0

Iz 4 3/ 5 5 4 o 0o 0

Is 16 2 3 4 ¢ 2 0 O

Figure 22: Example illustration of threshold finding in interdion of neighborhoods
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The other approach for fusing ranking output cfemsi is class set reordering
approach. The aim of class set reordering meth®de improve the rank of the correct
class. Method is considered successful or not biitg how far the ranking of the true
class is away from the top ranking. The higheskirmpmethod, the Borda count method
and logistics regression are examples of clasgesmtering methods. In highest rank
method, the ranking of each classifier is considiened for each class the highest ranking
given in classifiers is assigned to that classhasranking fusion output. Then, classes are
sorted according to the assigned rankings. Inasssgnment, ties are possible between the
classes and may be broken by giving priority to saasses from the priori information.
With large number of classes and few classifidrs, ighest rank method is particularly
useful. As long as one powerful classifier existtfte given input pattern, no matter how
the other classifier perform, the highest rank méthssigns high ranking value to correct
class. The main disadvantage of this method istiieaie may be too many ties after fusion
process. Working with large number of classifiersbably causes this problem.

The Borda count method is generalization of majovibting method to ranking
output classifiers. It is simple to implement ardjuires no training. For each class, the
number of classes ranked below that class is @tullin each individual classifier. Then,
these numbers are summed. Ranking of classes edsegicording to result of that sum
value. In Borda count method, all classifiers ammated equally and they are assumed
independent. The differences in individual classitapabilities are not considered [17].
Logistic regression method is developed to overctimeproblem in Borda count method
treating to classifiers equally even quality ofiuidual classifier outputs differ from each
other. Weights are assigned to each classifierdardo reflect their importance in multiple
decision system. Then, so-called logistic regress® performed to obtain combined
ranking values. Assume that fusion system is comgba$ m classifiers and{, x,, ..., x,,)
are the responses from m classifiers for eacheta3$en the logistic response function is
as follows [18]:

_exp(at Bix1+Brx++BmXm)
m(x) = 1+ exp (a+ B1X1+B2Xz++BmXm) (4.4)

The logit function is as follows:

L) = log 505 = (@+ Puxs + By + o+ Bnim) (45)

According to the result of logit functions, the damed rankings are created. The model
parameters are estimated in training stage by wktgfitting methods based on maximum
likelihood. Monwar and Gauvrilova [31] recently masteme experiments for analyzing and
comparing the performances of Borda Count and ltiegrRegression methods in biometric
recognitions test. In this tests, both Borda Coamd Logistic Regression improved the
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system accuracy and the error rates in Logistio@esipn method was smaller comparing
to Borda Count method.

4.2.4. Fusion Methods for Real Valued Output Classifiers

The classifiers producing outputs as real valugharrange [0,1] are considered as
soft output classifiers. These measures are géneeftrred to as fuzzy measures and give
evidence about different dimensions of uncertalnytyovering the evidence of probability,
possibility, necessity, belief and plausibility. &Husion methods for soft/fuzzy output
classifiers aim to reduce the uncertainty by mazing the suitable measures of evidence.
If the outputs of classifiers are expressed ingyast probabilities, the Bayesian methods
can be used for classifier fusion. Bayes averagk Bawyes Belief Integration are two
mostly used methods in soft output classifier fasigpproach. Bayes average method is a
simple method and requires no training. The meaposterior probabilities is taken from
the classifier outputs and classification is perfed according to the calculated mean
value. If classifiers do not produce posterior @ubties as outputs, the posterior
probability may be estimated by k-NN method or samteer methods by training. The
transformation of a single label output classifierposterior probability by k-NN is as
follows:

P, (x c C_) = ki (4.6)

x knn

Wherek; denotes the number of prototype samples from dasat of all k,,,, nearest
prototype samples. The performance of Bayes avefagjen method depends on the
diversity of classifiers and the accuracy of cl#s in posterior probability estimation. In
Bayes belif integration method, the errors are espnted in a matrix called confusion
matrix where how many samples coming from whicls€land assigned to which class is
expressed for each classifier. Belief values faheaassifier are calculated in the training
stage and combined. The class with the highest cmdlbelief measure for the given input
sample is selected.

Some studies are performed in order to analyzecantpare the performances of
Bayes average and Bayes belief integration. Recememirkesen and Cherifi [32]
published a study about the performances of fedawa fusion and classifier fusion on
natural scene images by using support vector mashifihey used four classifiers which
were developed by performing support vector machitoe four different feature
descriptors. The used descriptors were color lagestriptor, edge orientation histogram,
texture representation and gist feature. Textupeesntation was obtained by extracting
four attributes namely energy, entropy, homogenreiky inertia from gray level occurrence
matrix. Gist feature was a 476-dimensional vectbictv is a representation of the scene
structure based on the output of filters tuned ifternt orientations and scales. Eight
categories of natural scenes which were highwaysets, forests, open country, inside of
cities, tall buildings, coasts and mountain imagese used in the experiment. The similar
images were coupled and as a result there were diagsifiers and four classes. As
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classifier fusion methods majority voting, Bayesi@mge and Bayes belief integration
methods were used. The classifiers were produdinggesclass output. These outputs were
transformed to fuzzy outputs for Bayes average Bages belief integration methods.
According to their test results, Bayes belief imédign produces the best results compared
to the other two classifier fusion methods. Bayesrage outperformed majority voting, but
the results of Bayes average were not higher thaye® belief integration for all four
classes. In Dempster-Shafer method, the set gioalible classes is considered as a set of
mutually exclusive and exhaustive propositions. sdbsets of this set are included in
power set and each element of power set is cadleal £lement. A belief value is assigned
to each focal element based on the evidence arfoetles values of different classifiers are
combined [23]. In fuzzy templates method, decidemplates are constructed for each
class. The outputs of the classifiers for each $afigpm so-called decision profile holding
the values of support of each classifier to eaelsscl Decision template for a class is the
average of decision profiles for the samples of ¢hess. Then, when a test sample is given,
the support of classifiers for each class is cateal and a decision profile is constructed.
The similarity of that decision profile for eachctlon template is calculated and the class
of most similar decision template is assigned. Msiiglies conducted so far to analyze the
performance of fuzzy templates method [16, 2]. bstof the studies the accuracy of fuzzy
templates was higher than the single best clas§¥33.

Although there were some studies where fuzzy tet@plmethod were superior to
majority voting, behavior knowledge space, DempSteafer and Bayesian methods [34],
the performance of fuzzy templates are highly ddpahon classifiers and the dataset.
Hence, it is hard to say one winning classifierdosmethod.

Other fusion methods given in the taxonomy of défessfusion methods for
soft/fuzzy output classifiers are product of expemd artificial neural networks. Product of
experts method is beneficial for high dimensionabpems like face recognition. Artificial
neural network method is an iterative learning atgm which makes an input output
mapping. In classifier fusion, the input of artific neural network is the outputs of
classifiers. The number of outputs in artificialire network can be equal to the number of
classes which denote the support for each class.clisp decision is required the output
with the highest value is chosen [18].

4.2.5. Classifier Selection Approach

Until now, the combination of classifier output wdiscussed as common operation
mechanism of multiple classifier systems. Someamesers pointed out the potentialities of
classifier selection as an alternative operationhagism [6, 33]. Selection-based methods
may choose the best classifier by simply compatiregperformances of classifiers in the
training set, or they may adaptively provide thethmassifier to the given input type. The
first method can be called as static classifieec@n in which the type of input is
unimportant. The only knowledge obtained from taning stage is the classifier which
gives the best performance in the classifier entnithe second method considers the
input type and tries to obtain the best classifeerthat input. This approach is called as
dynamic classifier selection or adaptive classifielection. In some systems, especially in
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neural networks, the modular approaches are usagygh@mic classifier selection. System is
composed of specialized networks where each onesgonsible for some aspect of
classification task. All the nets are necessarysatve the whole task. But, modular
approach is not adopted in pattern recognitiondfigh pattern recognition, dynamic
classifier is used to develop a decision supp@tesy where each classifier is able to solve
the whole classification task and the complement@tyavior of each classifier is used for
different input types. In order to describe thessifier as discriminative as possible, a well
defined feature vector should be provided. By tledp hof the defined feature vector,
different types of inputs can be discriminated #mel performance of each classifier for
different types of inputs can be analyzed. Thispddlo choose the most appropriate
classifier for any input after determining the ihpgpe.

Srihari et al were the first to introduce the cagotoef dynamic classifier selection
method [17]. As Srihari stated that the aim of dyitaclassifier selection method is to take
each classifier's best output. In order to achithve measurable characteristics of patterns
should be detected and the correlation of classifierformance with the pattern
characteristics should be defined as clear as lgessDividing the training set into
partitions by a set of mutually exclusive condisois a way to obtain the oracle of
classifiers. After training the system for eachtigian, the best classifier for each partition
is determined and then the test sample will besiflad by the corresponding classifier
according to the partition of the sample. Srihaggested partitioning the input sample by
measuring the disagreement of classifiers for ith@ait sample. Training set is partitioned
according to the disagreement of classifier outgutd the best classifier for the given
disagreement value is determined. The major drakvbathis method is that the classifiers
should be independent in order to provide discratife partitioning.

Woods et. al. developed a dynamic classifier selecapproach based on local
accuracy estimates [35]. Local regions of the feapace of a test sample are defined in
terms of the k-nearest neighbors in the training.d&@he local accuracy of each classifier
for the feature space surrounding a test sampialésilated by two methods. One of them
is the overall local accuracy calculation. The patage of correctly classified k-nearest
neighbor samples in the training data. The othdahatkalso considers the assigned class
by each classifier and takes the percentage oédtyrclassified samples assigned to that
class. The experiments showed that the second theshsuperior to the overall local
accuracy method. Woods et. al. also compared ttferpgance of local accuracy dynamic
classifier selection method with other combinatioethods and claimed that local accuracy
dynamic classifier selection method outperformezldther methods and average accuracy
value was near to the average accuracy value ofothele. In some studies, overall
accuracy approach is called as a priori selectiethad [36]. A priori name comes from the
fact that the class assigned by the classifiehéotést pattern is not known. The second
approach is called as a posteriori selection. Singerobability calculation, the information
of the class assigned by the classifier is constleFhe experimental and empirical results
supported the potentialities of dynamic class#iglection method.
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There is also a study published by Giacinto andi Robvided a theoretical
framework for dynamic classifier selection methdidwas shown that optimal Bayes
classifier can be obtained by the selection of aptmal classifiers [37]. It is thought that
each classifier divides the feature space intositatiregions by discriminant functions and
it is assumed that in some decision regions noimaptdecisions of classifiers intersect
with the optimal Bayes decision regions. The thdmefind the framework comes from the
assumption of a reasonable degree of complemgntamiong the optimal decisions of
classifiers exists and optimal decision boundaies piecewise coincident with the
boundaries of the classifiers. Assume that theeeMupossible classes and K classifiers.

For each classifier there are M discriminant fmmtidij(X), i=1,....M,j=1,...Kand X is
the feature vector. X feature vector is assigned to class | by the iflasg thendij x) >

0, otherwisedij(X) < 0 and in decision boundanj{(X) =0. Rij denotes the decision
region assigned to class | by the classifier j. Ttersection of decision regions of each
classifier with the optimal Bayes decision regiashown in(4.7).

R/, = R/ nR} 4.7)

The representation of complementarity of decisegions and complementarity of decision
boundaries are shown §4.8) and(4.9) respectively.

VX dP(X) = 0= 3K, a;(X)d] (X) = 0,where a;(X) = {0,1} and TX_, a;(X) = 1
(4.9)

An example for the two-dimensional classificati@sk with three data classes and the
optimal Bayes decision regions are showed in FiggBe In Figure 24, partitioning
generated by the two classifiers and the relatioetsveen the optimal and non-optimal
regions of the classifiers are given.
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Figure 23: Example decision regions for two classifiers witree data classes in two
dimensional feature space(a), (b) and the optiragkB decision regions (c) [37]

Figure 24: Partitioning generated by classifiers in the twmelnsional feature space and
the relations of partition regions with the optiraald non-optimal regions of classifiers
[37]

4.2.6. Hybrid Methods

In order to provide the most suitable output fag thput pattern, hybrid methods
were proposed in which the classifier selection alassifier combination methods are
combined. Canuto et. al. developed two hybrid m#shehich are clustering and selection
method and k-NN and selection method [38]. In @usg and selection method, the
patterns are clustered by the k-means method antksh pattern is assigned to the nearest
cluster. Then, a set of classifiers are formedheyrhost accurate classifiers for this cluster.
This set is narrowed by choosing only the mostrdire@nes. Finally, fusion based method
is applied for the remaining classifiers. In k-NRdaselection method, instead of clustering
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the samples in the validation set, nearest neighbbthe test sample is taken to form a set
of patterns. Then, the most accurate classifieescapsen for this set of patterns. After
narrowing the classifier set by only taking the mdiserse ones, fusion-based method is
performed. Clustering and selection method and kad selection method only differ in
providing the most accurate classifier set.

4.3 OUR APPROACH

In this study, the fusion of template matching roehis studied. Four template
matching methods, which are explained in SectiavitB their results for our database, are
used. Hence, our decision system is composed of dlassifiers and two classes. All
classifier fusion methods mentioned above are pptapriate for our decision system.
Some of them are meaningless for our system suatiaas set reduction. Because, the
number of possible classes is two in template niagchTwo types of outputs can be
obtained from the classifiers, binary outputs anft sutputs. Then, application of the
classifiers working on ranking output classifiessiot possible.

The methods covered in this study are some litezataethods such as majority voting,

behavior-knowledge space, Bayes average, Bayesf liiegration, fuzzy templates, two

classifier selection methods, which are all exm@diin Section 4.2, and a newly proposed
optimization based fusion method, which is expldime Section 4.3.2.4. These methods
are implemented and the experimental results fordata set are given in the following

subsections respectively.

4.3.1. Classifier fusion methods for single label outputlassifiers

4.3.1.1 Majority voting

Voting methods are applied to classifiers in whedth classifier gives a single
class label as an output and no training data eaéahle. Vote of each classifier is the
output of that classifier. The final output is pueed according to the number of votes for
each class and the pre-determined threshold valumajority voting for a multiple class
system, final output can be determined by couritmegnumber of votes for each class and
assigning the final output class to the class whadtes the highest number of votes. In
some applications of majority voting method, ramttoption is also considered. If the
highest number of votes is not higher than predgtexd threshold value, then the input
sample is not assigned to any class and rejectech Eecision system with n classes and m
classifiers, a decision vectdr= [ d,,d,, ...,d,]” formed by the outputs of the classifiers
for a given input sample whetk € {c;, c,, ..., c;y}, ¢; denotes the label of th# class. Let
binary characteristic function be defined as fokbow
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Bj(c) = {o if d; # c; (4.10

Then, the majority voting without rejection optisnas follows:

E(d) = c;,whereV t € {1,..,m} ¥, Bj(c;) < X7~ Bj(c;)
(4.11)

When rejection option is also considered, then dbénition of majority voting is as

follows:

ci, Vte€{l,..,m} ¥7, Bj(c,) < X7 Bj(c)) = a.m
r, otherwise

fe ={
(4.12)

M is the number of classifiers, amdcan take values in the range [0,1]. 0.5 is comgnonl
used in majority voting. In the experimendsjs taken as 0.5. The precision, recall and f-
measure results when measured by the pixel-baggdamgh are shown in Table 18. Mean
and standard deviation of precision, recall anceisure values are shown in Table 19.

Table 18: Precision, Recall and F-Measure by the Pixel Béggatoaches

Image No Precision Recall F-Measure
1 0.11 0.67 0,19
2 0.18 0.71 0,28
3 0.47 0.74 0,58
4 0.38 0.34 0,36
5 0.44 0.49 0,46
6 0.25 0.67 0,36
7 0.21 0.61 0,32
8 0.14 0.96 0,24
9 0.21 0.92 0,34
10 0.04 1 0,08
11 0.14 0.87 0,24
12 0.06 0.34 0,10
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Table 18: Precision, Recall and F-Measure by the Pixel Baéggatoaches (continued)

13 0.14 0.78 0,24
14 0.24 0.73 0,37
15 0.25 0.52 0,34
16 0.37 0.48 0,42
17 0.23 0.62 0,34
18 0.39 0.99 0,56

Table 19: Mean and Standard Deviation of Precision, RecalllaMeasure for the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,24 0,69 0,32
Standard Deviation 0,13 0,21 0,13

The precision, recall and f-measure values whersured by the object based approach are
shown in Table 20. Mean and standard deviationre€igion, recall and f-measure values

of the object based approach are shown in Table 21.

Table 20: Precision, Recall and F-Measure by the Object Bagguioaches

Image No Precision Recall F-Measure
1 0.13 0.75 0,21
2 0.19 1 0,32
3 0.67 0.86 0,75
4 0.60 1 0,75
5 0.40 0.67 0,50
6 0.25 1 0,40
7 0.22 1 0,36
8 0.28 0.83 0,42
9 0.42 1 0,59
10 0.07 1 0,13
11 0.13 1 0,22
12 0.07 0.50 0,13




Table 20: Precision, Recall and F-Measure by the Object Basgmloaches (continued)

13 0.15 1 0,26
14 0.33 1 0,50
15 0.64 0.64 0,64
16 0.87 0.93 0,90
17 0.30 0.75 0,43
18 0.50 1 0,67

Table 21: Mean and Standard Deviation of Precision, RecalliMeasure of thr Object

Based Approach
Precision Recall F-Measure
Mean 0,35 0,88 0,45
Standard Deviation 0,23 0,16 0,23

4.3.1.2 Behavior Knowledge Space Method

Behavior-Knowledge Space (BKS) method has beenlojgeé by the Concordia
research team. The method offers a number of aalgastover the other methods in which
each classifier offers only one class label aglé@sision. It contains two stages: (1) the
knowledge-modeling stage, which extracts knowledgem the former behavior of
classifiers and constructs a behavior-knowledgeespand (2) the operation stage, which is
carried out for each test sample, and which consbdezisions generated from individual
classifiers, enters a specific unit of the congrdcspace, and makes a final decision by a
rule which utilizes the knowledge inside the ur@l}. [For a K classifier and M classes
decision system, let each classifier sometimesedalls experts be represented &y
k=1,...,K and each class be represented’py.., Cy,. When an unknown input pattern is
given to the system, the classifigy produces the outpyj, such thate,(x) = j, where
jx € {Cy, ..., Cy} Or expert k rejects x. Then, the combination peobis to determine the
final decision when K experts give their individudgcisions to the unknown input. The
formulation of the combination problem is given(4n13)

er(x) = ]_'1
given 2 (x) : j2 . E(x)=j (4.13)
ex(x) = jk
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Where E is the panel of multiple classifiers whiaésigns x to one definitive class |
(j € {Cy,...,Cy}) or rejects. For each classifier, MxM table is gareed in which the
information of the number of samples coming fromchirclass and assigned to which class
is recorded. The example representation of taleghiree classifiers and three classes
system is shown in Figure 2%, denotes the number of samples assigned to dgsthp
classifier i and actually belongs to class k.

5] C; €y €y C; €y Cy Ca €3
Cy | My1 | Mazg | Mam Cy | Mz11 | Nazy | Mam €y | Ma11 | Maza | Mam
Ca | My1z | Mz | Maaz Ca | Ma1z | Mazz | Moz C; | Ma1z | Mazz | Magz
Ca | My13 | M3 | Maag Ca | Ma13 | Maza | Ma3z C3 | Ma1z | Mazz | Naaz

Classifier 1 Classifier 2 Classifier 3

Figure 25: Example representation of knowledge space for eladsifier for three
classifiers and three classes decision system

Behavior-Knowledge space is a K-dimensional spadeergy each dimension
corresponds to the decision of one classifier. BEgatific combination of experts is called
a unit in BKS and denoted as BKS(e(1), ..., e(K)) evene(i) represents the decision of
expert i. The number of incoming samples belonginglass m for the given combination
of decisions of experts i8y(1)  ex)(m) and total number of samples in BKS(e(1), ...,
e(K)) is Te(1),...ex)- The best representative class for BKS(e(1), .K))eé represented as

Re1),...e(x) @nd the formulation of it is shown {4.14)

Rey.et) = Ulneq),..ea () = Maxycmem Nery,...e) (M) }
(4.14)

Te(l),...,e(K) = Z%zlne(l),...,e(m (m) (4-15)

Te(1),...e(x) Should be higher than 0. Otherwise, system doefiawe any information for
that combination of experts. The mostly used optromhis case is the rejection for that
input sample. If rejection option is not considerdten the a priori information may be
used as an option. A priori information is the patage of classes in the training data
without considering the decisions of experts. lbet total number of incoming samples be
T and the number of samples from each classibe,, ..., n, respectively. Then, the
decision rule without rejection is given (#h.16)

51



Recry, ey whenTeqy  exy > 0
E(x) = ‘f() e(K) " e(1),...e(K) (4.16)
j,where n;/T = max n,, /T
1=smsM
The formulation by considering the reject optiogigen in (17).
R henT. > 0 and Ne(1),...e(k) (Re(1),...ek) ) >
f(x) = e.e()r WHET Te(1),...e(K) an Te(),..e(K) -
Reject, Otherwise
(4.17)

A is a threshold((< A1 < 1) which controls the reliable degree of the decisibhere are
many good properties of BKS method. One of therth& it is optimal combination of
multiple experts method in the context that eadlssifier offers only one class label as its
decision. This can be seen from the experimenglltegiven in Table 22 and Table 23
when measured by the pixel based approach and Pdbdnd Table 25 for object based
approach. In addition to that, it has adaptiverngay ability and it does not need classifier-
independence assumption.

Table 22: Precision, Recall and F-Measure by the Pixel Béggutoaches

Image No Precision Recall F-Measure
1 0.13 0.44 0,20
2 0.33 0.42 0,37
3 0.59 0.62 0,60
4 0.62 0.44 0,51
5 0.78 0.17 0,28
6 0.85 0.79 0,82
7 1 0.49 0,66
8 0.46 1 0,63
9 0.41 0.83 0,55
10 0.05 1 0,10
11 0.35 0.91 0,51
12 0.26 0.24 0,25
13 0.28 1 0,44
14 0.21 0.91 0,34
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Table 22: Precision, Recall and F-Measure by the Pixel Baggztoaches (continued)

15 0.23 0.55 0,32
16 0.22 0.61 0,32
17 0.47 0.82 0,60
18 0.53 1 0,69

Table 23: Mean and Standard Deviation of Precision, RecalllaMeasure of the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,43 0,68 0,45
Standard Deviation 0,26 0,27 0,19

Table 24:Precision, Recall and F-Measure by the Object Bagguioaches

Image No Precision Recall F-Measure
1 0.17 0.50 0,25
2 0.38 0.60 0,46
3 1 0.57 0,73
4 0.33 0.33 0,33
5 0 0 0
6 1 1 1
7 1 0.50 0,67
8 1 0.67 0,80
9 1 1 1
10 0.13 1 0,22
11 0.33 0,50 0,40
12 0.50 0.50 0,50
13 0.20 0,67 0,31
14 0.50 1 0,67
15 0,82 0,50 0,62
16 0.57 0.29 0,38
17 0.60 0.75 0,67
18 1 1 1
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Table 25: Mean and Standard Deviation of Precision, RecallliMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,58 0,63 0,56
Standard Deviation 0,36 0,29 0,29

4.3.2. Classifier fusion methods for soft/fuzzy output clasifiers

4.3.2.1.Simple Bayes average

If the outputs of the multiple classifier systeme agiven as the posterior
probabilities for an input sample x comes from dipalar clas<; asP(x € C;|x), then itis
possible to calculate the average posterior prdibabif all classifiers for all classes. Let
the number of classifiers be K. Then the averagdepior probability is calculated simply
as given in(4.18)

Pang(x € Ci/x) = = 2K P(x € Ci/x) (4.18)

After calculation of the average posterior prokitib#, Bayes decision is made by choosing
the class with the highest posterior probabilitgr Bayes classifiers, this approach can be
applied directly. For other classifiers, there isumber of methods to estimate the posterior
probability. k-NN classifier is the mostly used med for transformation of the output of
classifiers to the posterior probabilities. Assuthat the number of samples assigned to
classC; by the classifier k i%; and the number of all nearest prototype samplés, s
Then the posterior probability of classifier k fdassC; is given in(4.19)

Pe(x € Cilx) = - (4.19)

nn

Bayes average method can be applied to the obtpostrior probabilities of classifiers
and the class with the highest posterior probgbiit chosen. If the rejection option is
considered, then the highest posterior probaligitglso compared with the predetermined
threshold value. The decision methods for a K diasdM class system without rejection
and with rejection are given {#.20)and(4.21)respectively.

E(x) = j where Pa,,g(x € Cj|x) = maXi<mey Payg (X € Ci|x)
(4.20)
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E(x) = j where Pa,,g(x € Cj|x) = maXq<mey Pavg (x € Cp|x) and Pa,,g(x € lex) =1
Reject, Otherwise
(4.22)

A is a predetermined threshold value. In our expemis) the template matching methods
produce outputs in different ranges and these taitpre converted to binary values by
using the specific threshold values. The valuesdywed before converting the binary
values are called raw outputs. In this study, rampots are normalized to [0,1] range and
used as posterior probabilities. Then, Bayes aecim@pplied to these so-called posterior
probabilities. The results obtained from the experits are given in Table 26, Table 27,
Table 28 and Table 29.

Table 26: Precision, Recall and F-Measure by the Pixel Bagmuroaches

Image No Precision Recall F-Measure
1 0.08 0.94 0,14
2 0.11 0.89 0,19
3 0.29 0.05 0,09
4 0.71 0.31 0,43
5 0.88 0.17 0,28
6 0.71 0.26 0,38
7 0 0 0
8 0 0 0
9 0.63 0.21 0,31
10 0.03 0.20 0,04
11 0.11 0.13 0,12
12 0.02 0.03 0,03
13 0.10 0.28 0,15
14 0.08 0.13 0,10
15 0.58 0.28 0,38
16 0.63 0.48 0,55
17 1 0.03 0,05
18 0 0 0
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Table 27: Mean and Standard Deviation of Precision, RecallaVieasure of the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,33 0,24 0,18
Standard Deviation 0,35 0,28 0,17

Table 28: Precision, Recall and F-Measure by the Object Basgnloaches

Image No Precision Recall F-Measure
1 0.12 1 0,21
2 0.16 1 0,28
3 0.75 0.43 0,55
4 1 0.67 0,80
5 1 0.33 0,50
6 1 1 1
7 0 0 0
8 0 0 0
9 0.67 0.40 0,50
10 0.13 1 0,22
11 0.33 1 0,50
12 0.20 0.50 0,29
13 0.20 1 0,33
14 0.50 1 0,67
15 1 0.57 0,73
16 0.83 0.71 0,77
17 1 0.25 0,40
18 0 0 0

Table 29: Mean and Standard Deviation of Precision, Recalleasure of the Object

Based Approach
Precision Recall F-Measure
Mean 0,49 0,60 0,43
Standard Deviation 0,41 0,38 0,29
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4.3.2.2 Bayes Belief Integration

In Bayes average, all classifiers are treated gquahd the errors produced by
classifiers according to the given input type oe tbutput of the classifiers are not
considered. Bayes belief integration method proslucelief values for each class by
considering the outputs of classifiers and thenoshse the class by comparing the belief
values. In Bayes belief integration method, forrgwaassifier, a matrix called as confusion
matrix is built. Confusion matrix consists of trexord of the number of incoming samples
where rows correspond to the classes from whichirtbat sample is coming and the
columns denote the classes to which the input sam@ssigned by the classifier. For a K
classifier M class decision system, the confusi@trives of them are as shown in Figure
26.

2 2 K
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K
Myq o Iim

PTl -
K

1 K
Nt o DMM
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\nn o Iim

e 1'
Ny Nym

PT, =\ ] - PTx =

2
N1 o Dy

Figure 26: Confusion matrices in a K classifier M class demissystem

nl-j" denotes the number of incoming samples from dlasand assigned to clag$ by
classifiere,. On the basis of confusion matrix, it is possitdebuild the belief measures.
The belief value of a test sample belonging tosctaswith the information that expee,
assign it to clasé; is formulated in(4.22)

Bel(x € ci|ex(x)) = P(x € ¢; lex(x) = ji) wherei,j=1,..,m
(4.22)

By using the information in the confusion matB(x € c; |e,(x) = ji) can be estimated
asin(4.23)

P(x ecilex(x)=)) = " (4.23)

K
izt ni,jk

Having defined such a belief measure for each ifileissve can combine them in order to
create new belief measure of the multiple clags#ystem as follows:
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N ~ Mie=1 P(xecilex ()= ji)
Bel(i) = P(x € ¢;) . p(recy (4.24)

The probabilities used in the above formula careasily estimated from the confusion
matrix. If rejection option is not considered, tribe class with the highest combined belief
measure is chosen as the final classification aecighe formulation of that decision is
given in(4.25) If the rejection option is considered, then tighbst belief value obtained

is compared with the predetermined threshold vahdethe sample is assigned to a class or
rejected according to the result of comparison. fomulation of decision with rejection
option is given in4.26)

E(x) = j where Bel(j) = max,<my<y Bel(m) (4.25)

E(x) = {j where Bel(j) = max,<m<y Bel(m) and Bel(j) = A
B Reject, Otherwise
(4.26)

A is a predetermined threshold value in the intef@dl]. In the experiments performed, the
rejection option is not considered and the resansgiven in Table 30, Table 31 Table 32,
Table 33.

Table 30: Precision, Recall and F-Measure by the Pixel Béggutoaches

Image No Precision Recall F-Measure
1 0.11 0.66 0,19
2 0.14 0.36 0,20
3 0.84 0.73 0,78
4 0.50 0.31 0,38
5 0.29 0.14 0,19
6 0.25 0.67 0,36
7 0.20 0.58 0,30
8 0.15 0.96 0,26
9 0.27 0.92 0,42
10 0.05 1 0,10
11 0.15 0.84 0,25
12 0.06 0.34 0,10
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Table 30: Precision, Recall and F-Measure by the Pixel Baéggatoaches (continued)

13 0.18 0.72 0,29
14 0.24 0.73 0,36
15 0.31 0.48 0,38
16 0.39 0.48 0,43
17 0.24 0.60 0,34
18 0.40 0.99 0,57

Table 31: Mean and Standard Deviation of Precision, RecalllaMeasure for the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,27 0,64 0,33
Standard Deviation 0,19 0,25 0,17

Table 32: Precision, Recall and F-Measure by the Object Basguloaches

Image No Precision Recall F-Measure
1 0.13 0.75 0,21
2 0.17 0.60 0,26
3 1 0.86 0,92
4 0.75 1 0,86
5 0 0 0
6 0.25 1 0,40
7 0.22 1 0,36
8 0.31 0.83 0,45
9 0.56 1 0,71
10 0.08 1 0,14
11 0.14 1 0,25
12 0.07 0.50 0,13
13 0.19 1 0,32
14 0.33 1 0,50
15 0.89 0.57 0,70
16 0.93 0.93 0,93
17 0.38 0.75 0,50
18 0.50 1 0,67
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Table 33: Mean and Standard Deviation of Precision, RecalllMeasure for the Object

Based Approach
Precision Recall F-Measure
Mean 0,38 0,82 0,46
Standard Deviation 0,32 0,27 0,28

4.3.2.3.Fuzzy templates

In a K classifiere,, e,, ...,ex,and M classCy, C,, ..., C); decision system, each
classifier produces an output vector for an ingaimple x , such thag;(x) =
[di1(x), ..., d;y(x)] Twheredl-,j(x) represents the degree of support of classifiéo that
input sample x comes from class j. This supportlmamosterior probability, belief value,
certainty possibility etc. [33]. The support vallees not have to be coming from statistical
classifiers. The support vectors are combined byattgregation rule and decision profile
matrix is obtained as shown in (4.28).

DRI e
e1(x) = [du(x)‘ ex(x) = [dz,i(x)} . ex(x) = [dl(,i(x)‘

Ly ()] L ()] Ly ()]
(4.27)
[dl’l.(x) dl,,-.(x) dl,,v.,(x)]
DP(x) = idm:(x) di_j:(x) di,,\,;(x) (4.28)
ldgs() Ay dw (ol

Let Z = {Z,,Z;, ..., Zy}, Z; € RP be the crisply labeled set of training data. Thezy
template of the clagsis then defined as KxM matri& = {f;(k, s)} the elements of which
are obtained from:

Y, md(Z,)dy,s(Z))
27:1 md(Z,i) (429

filk,s) =

Where Ind(Z;, 1) is an indicator function with value 1 #; comes from class and O
otherwise. By this function, only samples comingnirclass i is considered and average
values of the support vectors of classifiers aetldsr the construction of decision profile
which is called fuzzy template. After constructitige fuzzy templates for each class, the
similarity of decision profile of the input sampieith each class’ fuzzy template is
measured as shown ({#.30)
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S(F, DP()) = 1——=Tk_ X (fi(k, $) — dy,5(x))? (4.30)

The class which has maximum similar fuzzy templeaite the decision profile of the given
input sample is chosen as the final classificatitatision. The formulation of fuzzy
template decision without rejection is given #.31) When rejection option is also
considered, the decision formulation is as showd i82)

E(x) = j where S(FL-,DP(x)) = MinX;<m<y S(Fm,DP(x))
(4.31)

E(x) = jwhere S(F;, DP(x)) = minlls,nSM S(Fm,l?P(x)) and S(F;, DP(x)) < 2
Reject, Otherwise
(4.32)

A is predetermined threshold value and does not teaie in [0,1] range. Since, similarity

measure results can have values in a broad raniggeofal. In the experiments, rejection

option is not considered and the experimental tesuk given in Table 34, Table 35, Table
36, Table 37.

Table 34:Precision, Recall and F-Measure by the Pixel Baggutoaches

Image No Precision Recall F-Measure
1 0.07 1 0,13
2 0.12 0.91 0,21
3 0.22 0.61 0,32
4 0.20 0.72 0,31
5 0.20 0.54 0,29
6 0.12 0.67 0,20
7 0 0 0
8 0.14 0.33 0,20
9 0.04 1 0,08
10 0.01 1 0,02
11 0.03 0.87 0,06
12 0.04 0.75 0,08
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Table 34:Precision, Recall and F-Measure by the Pixel Bagguroaches (continugd

13 0.06 0.65 0,11
14 0.02 0.73 0,04
15 0.08 0.93 0,15
16 0.14 0.92 0,24
17 0.15 0.81 0,25
18 0.10 0.70 0,18

Table 35: Mean and Standard Deviation of Precision, RecalllaMeasure of the Pixel

Based Approach

Precision Recall F-Measure
Mean 0,10 0,73 0,16
Standard Deviation 0,07 0,26 0,10

Table 36: Precision, Recall and F-Measure by the Object Basgnloaches

Image No Precision Recall F-Measure
1 0.12 1 0,21
2 0.21 1 0,34
3 0.50 0.86 0,63
4 0.27 1 0,43
5 0.43 1 0,60
6 0.33 1 0,50
7 0 0 0
8 0.36 0.67 0,47
9 0.28 1 0,43
10 0.04 1 0,07
11 0.09 1 0,17
12 0.13 0.50 0,20
13 0.17 1 0,29
14 0.11 1 0,20
15 0.38 0.79 0,51
16 0.62 0.93 0,74
17 0.57 1 0,73
18 0.40 1 0,57
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Table 37:Mean and Standard Deviation of Precision, RecalllMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,28 0,87 0,39
Standard Deviation 0,18 0,26 0,22

4.3.2.4 Proposed optimization based fusion method

As mentioned before, the combination process capeb®rmed in decision level
or score level. In score level fusion, raw outputscores of each classifier is used in the
fusion rule. Some researchers used the SupporoV&tachine (SVM) to fuse the score
level outputs of the classifiers [39]. In decisitavel fusion, on the other hand, final
decisions of the classifiers are used. In orderolain the optimal results, optimal
thresholds and the fusion rule should be choserreThave been very few studies in
optimizing fusion system performance [40, 41]. Tiwomal designs were used to obtain
optimal results. In one of them, two-step optimimatprocedure is used. First, decision
thresholds are estimated and fixed. Then, optimgibh rule is chosen. In the other design
approach, optimal thresholds and optimal fusior auke searched simultaneously [40]. For
an N-classifier system, the dimension of the seapate is N+1, N for the thresholds of
each classifiers and 1 for the fusion rule. Ingheposed method, optimization is performed
for score level fusion. The combination procedwealéfined as the weighted sum of the
raw outputs of the classifiers and the final binaggult is obtained by comparing the
resultant weighted sum with threshold value. Opation is used for finding optimum
weights and thresholds for the fusion of the gitemplate matching algorithms. In order to
turn the fusion problem into an optimization prabldirst of all, a cost function should be
defined. Then, a search method should be chosen.

The template matching algorithms analyzed in tlagegp produces raw outputs for
each pixel and then, they apply thresholding amdiypce a binary image as their detection
output. After thresholding, if they detect the altjghey assign ‘1’ value to the pixels in a
rectangular boundary, otherwise, pixels take ‘Ouesa. The proposed method takes the raw
outputs of the algorithms as input and tries ta faptimum weighting of the algorithms
and afterwards optimum threshold value to reactbést fusion result.

Assume that, we have N classifiers and M trainiatpdIn the optimization method, all

classifiers are combined linearly and then the wiitp produced by applying thresholding.
Hence, we have N weights for each classifier andth&tjualities where the direction of

each inequality is obtained from the ground trutd ane threshold value. The aim of the
method is to estimate the best values for N weights one threshold. The mathematical
representation of these inequalities is show iB3)
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wy % Cyq + Wy * Coq + -+ wy * Cy 1 2T (If ground truth says there is object
>, otherwise <)
Wy % Cpp 4+ Wy % Cyp 4 -+ wy * Cy 2T (If ground truth says there is object

>, otherwise <)

Wy * Cppp + Wy * Cypyp + -+ + wy * Cy 2T (If ground truth says there is object

>, otherwise <) (4.33)

w; represents the weight for classifier “i” aGg; represents the raw output of classifier “i”
for the “j” th data.

Inequalities are bidirectional. In order to convére inequalities to have just one
direction, we included the information provided tnwe ground truth. If the ground truth
includes an object, it has the value “-1” for tlegions occupied by the objects, and has “1”
for the regions not including the object.

GT(u) = —1if thereis object
GT(u) = 1if thereis no object

Now, we can define a functigi(w,, w,, ..., wy, 1) such that:

fwy,wy, o, wy, u) = wy * Cp(w) + wy * C(u) + -+ wy * Cy(w)
(4.34)

where the inequalities can be written for just dimection as follows:

GT (W) f(wy,wy, ., wy,u) = GT(W) *T <0 (4.35)

The aim is to find optimum w and T values, so tmaximum number of inequalities are
satisfied. The final cost function is defined in3@). In order to obtain weights in a
reasonable range, the constraint is defined a& 37).
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](W]JWZI ey WNIT)
M

= Z(max (GT(u(@®)) * f(wy, wa, .., wy, u())) — GT(u())) * T), 0))?

i=1

(4.36)

W1+W2+"'+WN= 1 (437)

The final optimization problem given in (4.34) al35) is a constrained optimization
problem. In order to solve this problenimincon’ function given in the optimization
toolbax of the matlab was used. fmincon Active &&gorithm was used as search
algorithm. Detailed information for fmincon Activ&et Algorithm is given in Appendix B.

In order to make the problem more continuous, ts function is defined so as to
minimize the distance between the weighted sunhefwirongly classified pixels and the
threshold. This definition may cause problem iruaibns such that there are many
wrongly classified pixels very close to the thrddheersus one wrongly classified pixel far
away from the threshold. In that case, the efféctistant one will be higher, although the
number of pixels close to the threshold is muchemor

Threshold

Wrongly classified pixel values

Figure 27: The initial situation for the classifier outputsdahe threshold.

Threshold Wrongly classified pixel values

Figure 28: The thresholdfter optimization.
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Threshold

Wrongly classified pixel

Figure 29: Thedesired threshold.

This problem may be solved by modifying the cosiction as follows:

M
Jw,wy, o, wy, T) = Zyi(wl,wz, o, Wy, T)

i=1

yi(wy, wy, .,wy, T)
0,if (max (6T () » £ (wy, Wy o u(®) = GT(u(@) * 7),0)) = 0
1,if (max ((GT(u(i)) * f(wy, Wy, o, wy,u(@)) — GT(u() = T), 0)) >0

(4.35)

But, this may make the problem more discrete, anthkes hard to optimize the solution.
The experiment results by using the cost functofi34) is shown in Tables 38, 39, 40
and 41 for pixel based approach and object bagewagh.
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Table 38: Precision, Recall and F-Measure by the Pixel Béggatoaches

Image No Precision Recall F-Measure
1 0.11 0.87 0,20
2 0.23 0.70 0,34
3 0.14 0.03 0.05
4 0.74 0.14 0,23
5 0.80 0.09 0,17
6 0.36 0.42 0,39
7 0 0 0
8 1 0.11 0,20
9 0.36 0.38 0,37
10 0.05 0.40 0,10
11 0.35 0.19 0,25
12 0.06 0.07 0,06
13 0.17 0.22 0,19
14 0.36 0.33 0,34
15 0.28 0.48 0,36
16 0.45 0.38 0,41
17 0.31 0.19 0,24
18 0.27 0.04 0,08

Table 39: Mean and Standard Deviation of Precision, RecallMeasure of the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,34 0,28 0,22
Standard Deviation 0,27 0,24 0,13
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Table 40: Precision, Recall and F-Measure by the Object BAgguloaches

Image No Precision Recall F-Measure
1 0.15 1 0,26
2 0.36 1 0,53
3 0.50 0.14 0,22
4 0 0 0
5 0 0 0
6 0.50 1 0,67
7 0 0 0
8 1 0.33 0,50
9 0.67 0.40 0,50
10 0.25 1 0,40
11 1 0.50 0,67
12 0.50 0.50 0,50
13 0.25 0.33 0,29
14 1 1 1
15 0.58 0.50 0,54
16 1 0.36 0,53
17 1 0.50 0,67
18 1 0.50 0,67

Table 41: Mean and Standard Deviation of Precision, RecallsMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,54 0,50 0,44
Standard Deviation 0,39 0,36 0,27

Proposed method was also performed by only inctudive correlation based template
matching method and histogram based template nmatchethod. The experimental results

are given in Table 42, Table 43, Table 44 and Tdble
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Table 42: Precision, Recall and F-Measure by the Pixel Béggatoaches

Image No Precision Recall F-Measure
1 0,10 0,92 0,18
2 0,20 0,77 0,32
3 0,26 0,42 0,32
4 0,39 0,53 0,45
5 0,33 0,32 0,32
6 0,20 0,63 0,30
7 0,09 0,16 0,11
8 0,20 0,41 0,27
9 0,07 0,88 0,13
10 0,01 0,80 0,02
11 0,05 0,65 0,10
12 0,037 0,45 0,07
13 0,08 0,52 0,13
14 0,53 0,53 0,53
15 0,12 0,80 0,21
16 0,23 0,89 0,37
Table 42: Precision, Recall and F-Measure by the Pixel Bagmutoaches (continued)
17 0,16 0,77 0,27
18 0,14 0,57 0,23

Table 43: Mean and Standard Deviation of Precision, Recall B-Measure of the Pixel

Based Approach

Precision Recall F-Measure
Mean 0,18 0,61 0,24
Standard Deviation 0,14 0,21 0,14
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Table 44: Precision, Recall and F-Measure by the Object @a&ggroaches

Image No Precision Recall F-Measure
1 0,13 1 0,24
2 0,29 1 0,45
3 0,63 0,71 0,67
4 0,75 1 0,86
5 1 0,67 0,80
6 0,50 1 0,67
7 0 0 0
8 0,57 0,67 0,62
9 0,40 0,80 0,53
10 0,05 1 0,09
11 0,15 1 0,27
12 0,20 0,50 0,29
13 0,23 1 0,38
14 0,25 1 0,40
15 0,41 0,79 0,54
16 0,65 0,93 0,76
17 0,67 1 0,80
18 0,40 1 0,57

Table 45: Mean and Standard Deviation of Precision, Recalle:Measure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,40 0,84 0,50
Standard Deviation 0,27 0,26 0,25
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4.3.3 Classifier selection methods

4.3.3.1.Static classifier selection

The methods discussed so far are based on comhiréngutputs of the classifiers.
Classifier selection methods, on the other handpsh the result of only one classifier as
the final output.

Classifier selection methods are performed at wiffelevels or stages. Classifier
selection may be either performed in the traintiage and then the chosen classifier is used
in the test stage or classifier selection may b#opmed in the test stage. If the classifier
selection operation is performed in the traininggst and the selected classifier is not
changed for the input test samples, then this sefeprocess is called as the “static
classifier selection”. In the training stage, theestion process may be performed by
checking different metrics for the classifier oupuPrecision, recall, f-measure, process
time or big-O complexity measurement function arEng parameters in static classifier
selection and any one of them may be used deperuting the success criteria of the
operation. In a binary classification system, & thlse positives are not very important for
a system and the system only focuses on the dmteetie, then only the recall information
is important for this system. Intrusion detectigetem may be given as an example for this
kind of systems. Intrusion detection systems foonskeeping the number of intrusion
instances detected by the system as high as pmssibbome systems, precision of the
results are very important and false alarms causkesirable circumstances. The friend-
enemy detection systems may be given as an exdmities kind of systems.

F-Measure assigns importance to both precisionrecall values in some amount.
In the experiments, the classifier selection wadopmed by comparing the F-Measure
values. Because, both precision and recall value® wnportant in the evaluation of the
performances of template matching algorithms. Expemts were performed for 18
images. Leave-one-out approach is used and exp#snage repeated 18 times. For each
image, the remaining 17 images are used for trginline average F-Measure values of
these 17 images are compared and the best tenpddtding method is chosen and used
for the test image. The experiment results arengimeTable 46, Table 47, Table 48 and
Table 49.
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Table 46: Precision, Recall and F-Measure by the Pixel Béggutoaches

Image No Precision Recall F-Measure
1 0.17 0.65 0,27
2 0.17 0.42 0,24
3 0.81 0.68 0,74
4 0.21 0.57 0,30
5 0.17 0.27 0,21
6 0.18 0.67 0,28
7 1 0.41 0,58
8 0.30 0.89 0,44
9 0.45 1 0,62
10 0.05 1 0,09
11 0.19 0.71 0,31
12 0.12 0.31 0,17
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Table 46: Precision, Recall and F-Measure by the Pixel Béggatoaches (continued)

13 0.11 0.70 0,19
14 0.20 0.80 0,32
15 0.21 0.56 0,31
16 0.20 0.78 0,32
17 0.52 0.83 0,64
18 0.71 0.97 0,82

Table 47: Mean and Standard Deviation of Precision, RecalllaMeasure of the Pixel

Based Approach
Precision Recall F-Measure
Mean 0,32 0,68 0,38
Standard Deviation 0,27 0,22 0,21

Table 48: Precision, Recall and F-Measure by the Object Bagguioaches

Image No Precision Recall F-Measure
1 0.19 0.75 0,30
2 0.19 0.60 0,29
3 1 0.71 0,83
4 0.25 1 0,40
5 0 0 0
6 0.20 1 0,33
7 1 0.50 0,67
8 0.50 0.83 0,63
9 1 1 1
10 0.08 1 0,14
11 0.20 1 0,33
12 0.17 0.50 0,25
13 0.17 1 0,29
14 0.25 1 0,40
15 0.50 0.57 0,53
16 0.52 0.86 0,65
17 0.67 1 0,80
18 1 1 1
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Table 49: Mean and Standard Deviation of Precision, RecallfiMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,44 0,80 0,49
Standard Deviation 0,35 0,28 0,29

4.3.3.2.Dynamic classifier selection

Dynamic classifier selection method has been prmghoscently as an alternative approach
to the Multiple Classifier Systems (MCSs). Roughpeaking, selection based MCSs are
based on a function that, for each test pattemautycally select the classifier that correctly
classifies it. It is also pointed out that seleatiased MCSs do not need the assumption of
independent classifiers [36]. Independency of diass is very important in combination-
based MCSs and directly affects the performandbhetlassification results. In selection-
based MCSs, it is assumed that for each test patieere is at least one classifier that
correctly classifies it. It is easy to see thas #sssumption is much more easy to be satisfied
than the independence assumption. The potentsaliiedynamic classifier selection have
been motivated by both theoretically [37] and ekpental results [6, 33]. As mentioned in
the related work, under the assumptions of decisegions complementarity and decision
boundaries complementarity, the optimal Bayes ilas€an be obtained by the selection
of non-optimal classifiers.

There are two popular dynamic classifier selectinathods. These are priori
selection method and posteriori selection methodriori selection method, the selection
is performed without knowing the class assigneainy of the classifiers to the test pattern.
k-Nearest Neighbors of the test pattern in theningi set are chosen and for each classifier,
the probability of classifying correctly the testtiern is determined by the success rate in
the k-NN samples in the training set. There is aceuainty in the definition of the
neighborhood size. In order to overcome this probliée effect of samples in the training
set may be weighted by the Euclidean distancebedest sample. The other method is a
posteriori selection method. In this method, tHerimation of the class assigned by each
classifier to the given test sample is exploitelde Buccess rate of a classifier is measured
by the samples in the training set which are assign the same class with the test sample
by that classifier. The ratio of correctly clagstfisamples to the total number of samples
assigned to that class gives the success rate @fdhsifier. For each classifier, the success
rate is calculated and the one that has the highestess rate is chosen. Choosing the
training samples by k-NN sometimes causes highutation time or some confusion in
determining the neighborhood size. In order to edhese problems, the samples in the
training set and the input samples can be parétiomhere are many methods for the
partition forming and grouping of features of tlaeples is a widely used approach.

In this study, two dynamic classifier selection haets are developed by considering some
important features of the input sample. First edgesity and then Scale Invariant Feature
Transform (SIFT) [24] features are considered.Ha first method, the priori selection
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method is performed by grouping the input sampled the training samples into 64
partitions based on the edge intensity of the sasaflhe process of the method consists of
two stages. One of them is the training stage.nAatler methods which include training,
one image is chosen as test image and the remdlinmages are used for training. In
each image, Canny edge detection operation is npeeth Example input image and the
resulting image after Canny edge detector is pewdr are as shown in Figure 30 and
Figure 31 respectively. Then, each image is dividéaol 238 rectangles with size 64x64 as
shown in Figure 32. The edge intensity of eacharggle is calculated by the rate of bright
pixels to dark pixels in the corresponding locasioof the Canny result. This 64x64
rectangle is taken as an input and partitioned radatg to the edge intensity. The success
rate of the classifier for that input is calculateyl looking the intersection of the 64x64
window with the corresponding window in the grounath image. Then, the mean of the
success rate of all input samples partitioned estype is calculated and assigned to that
classifier as the final success rate for that irgaumple. This operation is repeated for each
classifier and the success rate of each class$ifieeach sample type is calculated. In the
test image, again Canny edge detection methodrierpeed and the image is divided into
238 rectangles with size 64x64. Then, each windotaken as input and the type of input
is determined by checking the edge intensity. Thgowt of the classifier which gives
highest average success rate for that input typepied to the corresponding section of the
output. This operation is performed for each windowthe test sample and finally, the
output image is produced. In output image, pixeddshand object-based performance
measures are performed and the results are showalile 50, Table 51, Table 52 and
Table 53.
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Figure 30: Original image
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Figure 32: The image divided into 64x64 windows
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Table 50: Precision, Recall and F-Measure by the Pixel Béggutoaches

Image No Precision Recall F-Measure
1 0.17 0.65 0,27
2 0.17 0.42 0,24
3 0.81 0.68 0,74
4 0.21 0.57 0,31
5 0.17 0.27 0,21
6 0.18 0.67 0,28
7 1 0.41 0,58
8 0.30 0.89 0,44
9 0.45 1 0,62
10 0.05 1 0,09
11 0.19 0.71 0,31
12 0.12 0.31 0,17
13 0.11 0.70 0,19
14 0.20 0.80 0,32
15 0.21 0.56 0,31
16 0.20 0.78 0,32
17 0.52 0.83 0,64
18 0.71 0.97 0,82

Table 51: Mean and Standard Deviation of Precision, RecalllaMeasure of the Pixel

Based Approach

Precision Recall F-Measure
Mean 0,32 0,68 0,38
Standard Deviation 0,27 0,22 0,21

Table 52: Precision, Recall and F-Measure by the Object Basgmloaches

Image No Precision Recall F-Measure
1 0,18 0,50 0,27
2 0 0 0
3 1 0,86 0,92
4 0,11 0,33 0,17
5 0 0 0
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Table 52: Precision, Recall and F-Measure by the Object BAgguioaches (continued)

6 0,33 1 0,50
7 0,20 0,50 0,29
8 0,45 0,83 0,59
9 0,83 1 0,91
10 0,08 1 0,14
11 0,20 1 0,33
12 0,20 0,50 0,29
13 0,18 1 0,30
14 0,20 1 0,33
15 0,54 0,50 0,52
16 0,56 0,64 0,60
17 0,50 0,75 0,60
18 1 1 1

Table 53: Mean and Standard Deviation of Precision, RecalllMeasure of the Object

Based Approach

Precision Recall F-Measure
Mean 0,36 0,69 0,43
Standard Deviation 0,32 0,34 0,30

In the second method, Scale Invariant Feature Toems(SIFT) [24] algorithm is
used to describe local features in the images. $R¥idely used in object recognition,
video tracking and identification algorithms. SIRfansforms the image into a large
collection of feature vectors, each of which isarant to image translation, scaling and
rotation. In the developed dynamic classifier ss@cmethod, the image is again divided
into windows with size 64x64 and the SIFT vectoreidracted from this window. The
success rate of each template matching methodaslated in this window by looking the
pixel based success measure results. The SIFTr@atmned from the window is assigned
to the set of descriptor vectors of the templatéchinag method which gives the highest
success rate at this window. At the end of thenitngi stage, each template matching
method includes a set of feature descriptor veciinen, the test image is again divided
into 64x64 windows. At each window SIFT vector idracted. The differences between
the extracted SIFT vector and the SIFT vectorshie sets of the template matching
methods are calculated and the most similar SIFCIovas determined. The result of the
template matching method which includes the mastlai SIFT vector is used as a result
of that window. This operation is performed for leagndow in the test image and then the
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success rates are calculated. As in the other mietinaluding training stage, for each test
image, the remaining 17 images are used for trginiine experiment results are given in
Table 50, Table 51, Table 52 and Table 53.

Table 54:Precision, Recall and F-Measure by the Pixel Béggutoaches

Image No Precision Recall F-Measure
1 0.11 0.24 0,15
2 0 0 0
3 0.80 0.76 0,78
4 0.11 0.26 0,16
5 0.10 0.13 0,11
6 0.18 0.67 0,28
7 0.28 0.43 0,34
8 0.24 0.81 0,38
9 0.45 0.88 0,59
10 0.05 1 0,10
11 0.20 0.71 0,31
12 0.11 0.31 0,17
13 0.12 0.61 0,20
14 0.13 0.80 0,22
15 0.19 0.38 0,25
16 0.21 0.53 0,30
17 0.42 0.68 0,52
18 0.47 0.97 0,63

Table 55: Mean and Standard Deviation of Precision, RecallaVieasure of the Pixel

Based Approach

Precision Recall F-Measure
Mean 0,23 0,56 0,30
Standard Deviation 0,20 0,30 0,21
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Table 56: Precision, Recall and F-Measure by the Object @&ggproaches

Image No Precision Recall F-Measure
1 0,19 0,75 0,30
2 0,19 0,60 0,29
3 1 0,71 0,83
4 0,25 1 0,40
5 0 0 0
6 0,20 1 0,33
7 1 0,50 0,67
8 0,50 0,83 0,63
9 1 1 1
10 0,08 1 0,14
11 0,20 1 0,33
12 0,17 0,50 0,25
13 0,17 1 0,29
14 0,25 1 0,40
15 0,50 0,57 0,53
16 0,52 0,86 0,65
17 0,67 1 0,80
18 1 1 1

Table 57: Mean and Standard Deviation of Precision, RecallsMeasure of the Object

Based Approach
Precision Recall F-Measure
Mean 0,44 0,80 0,49
Standard Deviation 0,35 0,28 0,29
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CHAPTER 5

COMPARISON OF THE RESULTS AND DISCUSSION

The mean and standard deviation of precision, Iresad F-measure values of
template matching methods are given in Table 58 Taatnle 60 by pixel based approach
and object based approach respectively. Mean amilatd deviation of precision, recall
and F-measure values of classifier fusion methadisuts are summarized in Table 59 and
Table 61 by pixel based approach and object bagewaches, respectively.

When F-measure values are compared, the Behaviowl€édge Space method
gives the best results for both pixel-based an@ahbpased evaluation approaches. The
dynamic classifier selection by Canny edge detdstbollowing the Behavior Knowledge
Space. The static classifier selection and the elaiion Based Template Matching
methods give the same results. The Correlation ddsemplate Matching generally
dominates the other template matching methods wieervaluate the performance by the
F-measure metric. Thus, the static classifier selecmethod always chooses the
Correlation Based Template Matching method asntd butput. The Behavior Knowledge
Space also gives the best results according t@atbeage precision value. The proposed
Optimization Based Fusion method follows the Bebaiinowledge Space when evaluated
according to the average precision value in botlelgiased and object based approaches.
The fuzzy templates method gives the best resatisrding to the recall measure in both
pixel based and object based approaches. Howewmer ptecision values decrease the
method’s overall performance. Among the classiiglection methods, the static classifier
selection directly chooses the best template magchiethod, which is the correlation
based template matching method. By dynamic classtlection, the overall performance
of the selection result is a little improved whemleated by the pixel based approach. But,
the results in object based approach do not sugpsrimprovement.

It may be better to compare the methods accordirtdir places in the taxonomy.
The correlation based template matching methodsgtiie best results according to F-
measure among the template matching methods. Tineanyr reason of this is high
precision values. Although the histogram based lampmatching method gives good
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results according to the recall values the precis@ues are comparably much lower than
the correlation based method.

The classifier fusion methods used in this studysfogle class label classifiers are
the majority voting and behavior knowledge spac¢hous. The majority voting method,
as expected, gives results close to the best fibadsut some amount lower than that. The
appealing thing in majority voting method is thais easy to implement, it does not need
training and its running time is low. The majoniigting method guarantees to improve the
performance according to the worst classifier mgkstem. If the independence assumption
is satisfied, then the improvement compared tolbst classifier in the system can be
satisfied. The main motivation behind this is thlay, providing the independence of
classifiers, the errors produced by the classitiesome also independent and by taking the
majority of the decisions, we may get rid of theseors. The other classifier producing
single crisp class labels is the Behavior knowlesigace. The behavior knowledge space
method gives better results than the majority wptindeed, it produces the best result over
all of the methods used in this study. However, ithplementation is not as easy as the
majority voting method. The behavior knowledge spawthod needs training and needs
large memory usage. Besides all of these, the admantage of the method is that it does
not need any independence assumption. It is highfyendent on the training data, but,
produces optimal decisions according to the givaiming data. However, small training
data size may cause overfitting and may cause ledfopnance on the test data. The
experimental results showed that the training setduin this study provided enough
information to estimate the distribution of thesdas.

Fusion methods for soft/fuzzy output classifierse #ne simple Bayes average,
Bayes belief integration, fuzzy templates and theppsed optimization based fusion
methods. Proposed method was applied in two differeays. In one of them, four
template matching methods (correlation based, &dged, histogram based and angular
radial transform template matching methods) weeslus weight and threshold search. In
the second way, only the correlation based anddyiain based template matching methods
were used. According to the F-measure values, thpoged optimization based method
applied to correlation and histogram based temphas&tching methods gave the best
performance results. Bayes belief integration dredgroposed optimization based fusion
methods applied to four methods followed it as sdcand third best performance results
respectively. Although Bayes belief integrationpmrforms to proposed method according
to f-measure values, proposed method gave bestaltseaccording to the precision values.
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Table 58: Mean and Standard Deviation of Precision, RecallfaMeasure in Template
Matching Methods by the Pixel Based Approach

Mean Std. Dev. Mean Std. Dev. Mean F- Std. Dev.

Precision Precision Recall Recall Measure | F-Measure

Correlation-
Based
0,32 0,27 0,68 0,22 0,38 0,21
Template

Matching

Edge-Based
Template 0,11 0,16 0,26 0,35 0,14 0,19
Matching

Histogram
Based
0,17 0,12 0,70 0,19 0,25 0,13
Template

Matching

ART
Template 0,09 0,09 0,63 0,27 0,14 0,12
Matching
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Table 59: Mean and Standard Deviation of Precision, RecallaMeasure in Fusion
Methods by the Pixel Based Approach

Std.
Mean | Std. Dev.| Mean F- | Std. Dev. F-
Mean Precision| Dev.
o Recall Recall Measure Measure
Precision
Majority Voting
0,24 0,13 0,69 0,21 0,32 0,13
Method
Behavior-
Knowledge 0,43 0,26 0,68 0,27 0,45 0,19
Space
Simple Bayes
0,33 0,35 0,24 0,28 0,18 0,17
Average
Bayes Belief
) 0,27 0,19 0,64 0,25 0,33 0,17
Integration
Fuzzy
0,10 0,07 0,73 0,26 0,16 0,10
Templates

Table 59: Mean and Standard Deviation of Precision, RecalllaMeasure in Fusion
Methods by the Pixel Based Approach (continued)

Static Classifier Selection 0,32 0,27 0,68| 0,22| 0,38 0,21

Dynamic Classifier Selection by Canny
0,32 0,27 0,68| 0,22| 0,38 0,21

Edge Detector

Dynamic Classifier Selection by Finding

0,23 0,20 0,56| 0,30| 0,30 0,21
SIFT

Proposed Optimization Based Fusion

0,34 0,27 0,28| 0,24| 0,22 0,13
Method

Proposed Optimization Based Fusion

Method for Correlation & Histogram 0,18 0,14 0,61| 0,21| 0,24| 0,14

Based Methods
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05 ® MajorityVotingMethod
045 .
[ ] M Behavior-Knowledge Space
04
A SimpleBayesAverage
035
03 A ® X BayesBelief Integration
. X
B 025 * X FuzzyTemplates
02 ® StaticCassiier Selection
015 . . .
DynamicCassifier Selectionby Canny Edge
01 <— Detector
DynamicCassifier Selection by Finding SIFT
0,05
0 ProposedOptimization Based Fusion Method
0 02 04 06 08 Proposed OptimizationBased Fusion Method
Recall forComelation& Histogram Based Meethods

Figure 33: Precision & Recall Curve of The Methods by Pixet&a Performance
Measurement

Table 60: Mean and Standard Deviation of Precision, Recall BsMeasure in Template
Matching Methods by the Object Based Approach

Mean Std. Dev. Mean Std. Dev. Mean F- Std. Dev.

Precision Precision Recall Recall Measure F-Measure

Correlation-
Based
0,44 0,35 0,80 0,28 0,49 0,29
Template

Matching

Edge-Based
Template 0,20 0,24 0,30 0,39 0,21 0,26
Matching

Histogram
Based
0,26 0,20 0,93 0,13 0,38 0,22
Template

Matching

ART
Template 0,20 0,15 0,83 0,30 0,28 0,18
Matching
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Table 61: Mean and Standard Deviation of Precision, RecalllsMeasure in Fusion
Methods by the Object Based Approach

Mean Std. Dev. Mean Std. Dev. Mean F- Std. Dev.
Precision Precision Recall Recall Measure | F-Measure
Majority
Voting 0,35 0,23 0,88 0,16 0,45 0,23
Method
Behavior-
Knowledge 0,58 0,36 0,63 0,29 0,56 0,29
Space
Simple Bayes
0,49 0,41 0,60 0,38 0,43 0,29
Average
Bayes Belief
) 0,38 0,32 0,82 0,27 0,46 0,28
Integration
Fuzzy
0,28 0,18 0,87 0,26 0,39 0,22
Templates
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Table 61:Mean and Standard Deviation of Precision, RecallsMeasure in Fusion
Methods by the Object Based Approach (continued)

Static
Classifier 0,44 0,35 0,80 0,28 0,49 0,29

Selection

Dynamic
Classifier
Selection by 0,36 0,32 0,69 0,343 0,43 0,30
Canny Edge

Detector

Dynamic
Classifier
) 0,44 0,35 0,80 0,28 0,49 0,29
Selection by

Finding SIFT

Proposed
Optimization
) 0,54 0,39 0,50 0,36 0,44 0,27
Based Fusion

Method

Proposed
Optimization
Based Fusion

Method for
] 0,40 0,27 0,84 0,26 0,50 0,25
Correlation &

Histogram

Based

Methods
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@ MajorityVotingMethod
06 B M Behavior-KnowledgeSpace
A SmpleBayesAverage
05 A
® X BayesBeliefintegration
04
. X
: 2 X FuzzyTemplates
03
X  StaticClassfier Selection
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DynamicCassifier Selectionby Canny Edge
Detector
01 DynamicClassifier Selection by Finding SIFT
0 : : : : . ProposedOptimization Based Fusion Method
0 02 04 06 08 1 L .
4 ProposedOptimizationBased Fusion Method
Recall forCorrelation & Histogram Based Methods

Figure 34: Precision & Recall Curve of The Methods by Objeas@&d Performance
Measurement

90




CHAPTER 6

CONCLUSION AND FUTURE WORK

In this thesis, classifier fusion methods have baealyzed for one of the most
important problems in computer vision, namely, tkte matching. Although the fusion
methods in the literature were not developed fomplate matching applications, they have
been adapted to be used for fusing template majchethods. Performance evaluation for
binary results are done based on two methods,dc#tle pixel based approach and the
object based approach. Besides, a new classifsgrfunethod, called optimization based
fusion method, is proposed.

Measuring the performance of the template matchmeghods is as important as
progressively developing new methods. Since, aleseh@ convention may misdirect in
the development of new methods. In order to prededi measurement convention and then
analyze the results, two performance measuremetitoae are developed: pixel based
approach and object based approach. The main rtiotivaf the pixel based approach was
to measure the intersection of the binary outpagenwith the binary ground truth image.
The objects in the images are not considered adewbat as a set of pixels. However,
there could be some defective points in measuhiagttput image and the ground truth by
looking at only their pixel wise intersection. Sinadriances in pixel locations in the output
image compared to the ground truth image are higbhished in pixel based performance
measurement method. In order to take the outpujénas a set of objects, and measure the
precision and recall values by considering thetehasl hit pixels as whole, object based
approach was developed. By this approach, highspoment of small variance in pixel
location in pixel based approach is also solvedpdddency to the boundaries of the
objects in the ground truth image is reduced. WFading the best, worst method
according to one of the values, precision, redailgasure, or comparing two methods to
find which one outperform the other, two approaclese agree but, pixel based approach
produced much smaller values for precision, remadl f-measure due to high dependency
to pixel locations. Although the pixel based apptomay give some information about the
performance measure, object based approach produmes consistent results and object
based approach is more tolerant to error.
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Once the literature is considered in terms of tewgpimatching methods, it can be
seen that many methods have been developed fodaelation based method is the most
popular one among them. The basic idea behindetimplate matching is to measure the
similarity of two regions. By correlation based hed, the pixel wise difference of two
regions is measured. One of the main drawbackhisfiethod is its high computational
complexity. Because of that, runtime of the aldontis too high. In order to ease the
experiments and decrease the runtime, fast norashkizoss correlation method may be
used in the future studies. The other methods usd¢ke study are edge based template
matching method, histogram based template mata@mdgART template matching. In edge
based template matching method, the similarity mmeais performed on the Canny edge
detector output of the image and the template.idstogram based method, histograms of
the image and the template are considered andrttilarity of them is analyzed. In ART
template matching method, the image and the templat transformed to rotation invariant
space and the similarity measurement is perfornfestvaard. At the end of the each
template matching method, the obtained similastgampared with a threshold value and
detection is performed according to the resulthef tomparison. The fusion methods for
binary outputs use the outputs of template matchiethods after this comparison. Since;
threshold selection for template matching methedsoit in the scope of this thesis. Since,
the motivation of the thesis is to study on classifusion methods to combine or select
template matching methods to improve the performanicthe system. But, for further
studies, classifier fusion methods for single |&beary output classifiers may be extended
to include finding the optimal thresholds. By thoperation, the performance of the
classifier fusion methods on weak and strong diassimay be analyzed.

Although, there are some studies on classifierofugiublished twenty or thirty
years ago, classifier fusion topic has gained agutarity newly. Progressive development
of new methods is becoming hard and combining kiitieg methods seems to be a better
alternative. There are many different classifierd alassifiers may produce different type
of outputs. In order to combine different outpuddferent classifier fusion methods are
necessary. In the taxonomy of the classifier fusimthods, the classifier outputs generally
have indicative role. Three kinds of classifier ppis are considered in classifier
combination. These are single label output, clasking output and soft/fuzzy output
classifier fusion methods. In single label outplassifiers, majority voting and behavior
knowledge space methods have been considered atygeoh In all fusion methods in this
study, classifier fusion problem is reduced to wlass classifier fusion problem to adapt
the solutions to template matching. Majority votimgthod assumes the independence of
classifiers. In this study, the independence assompvas satisfied only the level in which
used template matching methods provide. In futtudias, the number of used template
matching methods may be increased and the mor@endent template matching method
set may be obtained. Behavior knowledge space metloes not need independence
assumption. The main drawback of the method is higinory usage. But, in our problem,
there were four classifiers and two classes. Haneejory usage was not excessive and the
method was appropriate to our problem. The fusiethids for ranking output classifiers
were not fit to combine template matching meth@&isce, template matching methods are
two class systems. Ranking is not different thamglsi class label output for a two class
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decision system. As mentioned before, template mragcmethods measure the similarity
and compare the similarity measure with a threshélccording to the result of the
comparison, they produce binary output. In ordeude the classifier fusion methods for
soft/fuzzy output classifiers, the similarity vatuevere used. These similarity values are
normalized to [0,1] range and used as soft oufffue. studied methods were simple Bayes
average, Bayes belief integration and fuzzy tersplaethods. In addition to them, a
method which works on the soft outputs was proposad method was based on finding
the optimal weights and threshold for combining @@t outputs of the classifiers.
Proposed method gave successful results comparetzag templates and simple Bayes
average method. By using different optimization lmoels or modifying the cost function,
the performance of the method may be improved.ldssdier selection methods, static and
dynamic classification methods were applied. Inadgit approach, determining the feature
vector is the essential part of the work. In ortdeprovide a feature vector, SIFT output and
Canny edge detector were used. It is planned &nedxthe dynamic classifier selection by
determining more descriptive and discriminativetdea vectors. By that way, we can
utilize the strong side of each template matchingthmd. Classifier structuring and
grouping methods are not applied in this work. 8jrthe number of template matching
methods used was not high enough to group or cluBe increasing the number of
classifiers, these methods may also be used.

In this thesis, adaptation and application of défegsfusion methods to template
matching results were studied. The results werdyzed in different perspective and
compared by different evaluation methods. As aréutuvork, increasing the used template
matching methods and applying the fusion methods diroader training set and on a
different template matching methods are planne@ pioblem analyzed so far was two-
class decision system. The performance of the gexponethod on multiple class system
will also be analyzed.

93



94



REFERENCES

[1] T. Mahalakshmi, R. Muthaiah and P. Swaminathan1Z20Review Article: An
Overview of Template Matching Technique iResearch Journal of Applied
Sciences, Engineering and Technologyi424), 5469-5473

[2] P. A. Devijver, J. Kittler. (1982). Pattern Recdgm, A Statistical Approach.
Prentice Hall.

[3] Olson, C. F. (2000). Maximum-Likelihood Template tdteing. IEEE , 1063
(6919).

[4] Daniel P. Huttenlocher, Gregory A. Klanderman, ®itiam J. Rucklidge. (1993).
Comparing Images Using the Hausdorff DistandeZE TRANSACTIONS ON
PAMRN ANALYSIS AND MACHINE INTELLIGENCE (9).

[5] XIAO-WEI WANG, ZHONG WANG, JUN-TAO SUN, HUI-MIN ZHANG.
(2005). THE CORRELATION TEMPLATE MATCHING ALGORITHMBASED
TD FILTER AND ESO FILTER. Proceedings of the Fourth International
Conference on Machine Learning and Cybernetiisangzhou.

[6] Kai Briechle and Uwe D. Hanebeck. (2001). Templ&tatching using Fast
Normalized Cross CorrelatioRroceedings of SPIE4387 95-102.

[7] You Lin, Xiu Chunbo. (2011). Template Matching Bas&dge Detection.
International Symposium on Computer Science ang§oc

[8] Chung-Chia Kang,Wen-JuneWang. (2007). A novel atigection method based
on the maximizing objective functioRattern Recognition40, 609 — 618.

[9] B. Deutsch, Ch. Gral3, F. Bajramovic, J. Denzleil008). A Comparative
Evaluation of Template and Histogram Based 2D TiragkAlgorithms. 27th
DAGM Symposium.

[10] Sidnei Alves de Araujo, Hae Yong Kim. (2010). Cefdiratefi: A color-
based RST-invariant template matching algorithfitVSSIP 2010 - 17th
International Conference on Systems, Signals arajénProcessingSao Paulo —
Brazil.

95



[11] Jianzhong Fang and Guopirig Qiu. (2003). HUMAN FADETECTION
USING ANGULAR RADIAL TRANSFORM AND SUPPORT.IEEE , 7803
(7750), 669-672.

[12] Jan-Mark Geusebroek, Rein van den Boomgaard, AMbM. Smeulders
and Hugo Geerts. (2001). Color Invariané€EE TRANSACTIONS ON PATTERN
ANALYSIS AND MACHINE INTELLIGENGER3(12), 1338-1350.

[13] Hae Yong Kim and Sidnei Alves de Araufgrayscale Template-Matching
Invariant to Rotation, Scale, Translation, Brightseand ContrastSao Paulo-
Brazil: Escola Politécnica, Universidade de Sadd?au

[14] Josef Kittler, Mohamad Hatef, Robert P.W. Duinj Miatas. (1998). On
Combining ClassifierslEEE Transactions on Pattern Analysis and Machine
Intelligence, 20(3), 226-239.

[15] Fruitiere, S. B. (2013). July 2013 http://edgestrg@urelie-
fruitiere.fr/canny.html

[16] Miroslaw Bober, Francoise Preteux, YM Kim. (200MPEG-7 Visual
Shape DescriptorsGuildford, United Kingdom: Mitsubishi Electric lofmation
Technology Centre Europe.

[17] Tin Kam Ho, Jonathan J. Hull and Sargur N. SrihfkP94). Decision
Combination in Multiple Classifier SystemsEEE TRANSACTIONS ON
PATTERN ANALYSIS AND MACHINE INTELLIGENCH (1), 66-75.

[18] Dymitry Ruta and Bogdan Gabrys. (2000). An OverviefvClassifier
Fusion MethodsComputing and Information Systemg 1-10.

[19] F.M. Alkoot, J. Kittler. (1999). Experimental evation of expert fusion
strategiesPattern Recognition Letter20, 1361-1369.

[20] L.I. Kuncheva and C.J. Whitaker. (2001YEN MEASURES OF
DIVERSITY IN CLASSIFIER ENSEMBLES: LIMITS FOR TW®ASSIFIERS.
London-UK: IEE Savoy Place.

[21] Olson, C. F. (2002). Maximum-Likelihood Image Matadh IEEE
TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INIGRNCE, 24

(6).

[22] Dymitr Ruta, Bogdan Gabry#énalysis of the correlation between majority
voting error and the diversity measures in multiglessifier systemsPaisley,
Scotland, United Kingdom: Applied Computationaklifigence Research Unit.

[23] Richa Singh, Mayank Vatsa, Afzel Noore, Sanjay Knug8. Dempster-
Shafer Theory based Classifier Fusion for Improv&dgerprint Verification
PerformanceMorgantown, USA: West Virginia University.

96



[24] Lowe, David G. (1999). Object recognition from lbcscale-invariant
features.Proceedings of the International Conference on QatepVision 2 (s.
1150-1157).

[25] Li-ying Yang, Jun-ying Zhang. (2006). Improved Beiloa Knowledge
Space Combination Method with Observational LeayniMACS Multiconference
on "Computational Engineering in Systems Applicai¢(CESA)Beijing, China.

[26] Narasimhamurty, A. (2005). Theoretical Bounds of javity Voting
Performance for a Binary Classification ProbldBEE Transactions on Pattern
Analysis and Machine Intelligen¢@7(12), 1988-1995.

[27] Eric Bauer, Ron Kohavi. (1998 An Empirical Comparison of Voting
Classification Algorithms: Bagging, Boosting andridats. Boston-USA: Kluwer
Academic Publishers.

[28] Freund, Y. (1996). Boosting a Weak Learning Aldarit by Majority.
Information and Computation121(2), 256-285.

[29] Y.S. Huang and Y.C. Suen. (1993Jhe Behavior Knowledge Space
Method for Combination of Multiple ClassifierQuebec-Canada: Centre for
Pattern Recognition and Machine Intelligence.

[30] F. Roli, S. Raudys, G. Marcialis. (tarih yok). Arperimental comparison
of fixed and trained fusion rules for crisp clagsifoutputs LNCS, 2364 s. 232-
241.

[31] Can Demirkesen, Hocine Cherifi. (2009). Fusing lmd&ppresentations
for Classification Using Support Vector Machin@dth International Conference
Image and Vision Computinlew Zealand.

[32] Ludmila I. Kuncheva, James C. Bezdek, Melanie Att@u (1998). On
Combining Multiple Classifiers by Fuzzy TemplatBsEE , 193-197.

[33] Kuncheva, L. I. (2001). Decision Templates for Npl& Classifier Fusion:
An Experimental ComparisoRattern Recognition 34(2), 299-314.

[34] Kevin Woods, W. Philip Kegelmeyer Jr., Kewin Bowyer (1997).
Combination of Multiple Classifiers Using Local Agacy EstimateslEEE
TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INMGHMCE, 19
(4), 405-410.

[35] Giorgio Giacinto and Fabio RoliMethods for Dynamic Classifier
Selection.Cagliari-Italy: Dept. of Electrical and Electrori@ng., University of
Cagliari.

[36] Giorgio Giacinto and Fabio Roli. (2000). A Theoteti Framework for
Dynamic Classifier SelectiohEEE , 8-11.

97



[37] Marcilio C.P. de Souto, Rogrigo G.F. Soares, Altk@nSantana and Anne
M.P. Canuto. (2008). Empirical Comparison of Dynan@lassifier Selection
Methods based on Diversity and Accuracy for BuigdlBnsemblesinternational
Joint Conference on Neural Networksp. 1480-1487).

[38] Kisku D.R., Gupta P., Sing J. K. (2009). FusiorMafitiple Matchers using
SVM for Offline Signature Identificationlnternational Conference on Security
Technology (SecTech).

[39] Kalyan Veeramachaneni, Weizhong Yan, Kai GoebekalOsadciw.
(2007). Improving Classifier Fusion Using Partidevarm Optimization|EEE
Symposium on Computational Intelligence in Multamia Decision Making (s.
128-135).

[40] Kalyan Veeramachaneni, Lisa Osadciw, Arun RosshaNBrinivas . (June
2008). Decision-level Fusion Strategies for CotegleBiometric ClassifiersProc.
of IEEE Computer Society Workshop on Biometricthat Computer Vision and
Pattern Recogniton (CVPR) conference .

[41] Chris Harris & Mike Stephens. (1988\ COMBINED CORNER AND
EDGE DETECTORUnited Kingdom: The Plessey Company pic.

[42] Gertjan J. Burghouts, Jan-Mark Geusebroek. (200@¢rformance
evaluation of local colour invariant€omputer Vision and Image Understanding
113 48-62.

[43] Giorgio Giacinto and Fabio RolAdaptive Selection of Image Classifiers.
Cagliari-Italy: Dept. of Electrical and ElectroniEsg, University of Cagliari.

[44] J. Kittler and F.M. Alkoot. (2003). Sum versus Vdtasion in Multiple
Classifier SystemslEEE TRANSACTIONS ON PATTERN ANALYSIS AND
MACHINE INTELLIGENCE 25(1), 110-115.

[45] Kuncheva, L. I. (2002). A Theoretical Study on Siassifier Fusion
Strategies.|EEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE
INTELLIGENCE, 24(2), 281-286.

[46] L.I. Kuncheva, C.J. Whitaker, C. Shipp and R. D§#003). Limits on the
Majority Vote Accuracy in Classifier FusioRattern Analysis and Application®
(1), 22-31.

[47] Sangho Park, J.K. Aggarwal. (2004). A hierarchBayesian network for
event recognition of human actions and interactibhdtimedia Systems10, 164-
179.

[48] MATLAB Help

98



APPENDIX A

USED IMAGES AND TEMPLATES

In this Appendix, the images used as training astl and the templates in each image
are given.
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Figure 36: Image 2 and the template for this image
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Figure 37:Image 3 and the template for this image

Figure 38:Image 4 and the template for this image
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Figure 39:Image 5 and the template for this image
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Figure 42: Image 8 and the template for this image
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Figure 45:Image 11 and the template for this image
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Figure 48: Image 14 and the template for this image
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Figure 51: Image 17 and the template for this image

Figure 52: Image 18 and the template for this image
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APPENDIX B

FMINCON ACTIVE SET ALGORITHM [48]

In this Appendix, fmincon Active Set Algorithm isvgn.

R Introduction

Optimization techniques are used to find a set eSigh parameters,
X = {X1,X1,...Xn}, that can in some way be defined as optimal. kinaple case this
might be the minimization or maximization of somgstem characteristic that is
dependent ox. In a more advanced formulation the objective fiomg f(X), to be
minimized or maximized, might be subject to corietsain the form of equality
constraints, Gi(x)=0 ( i=1,..mg); Iinequality constraints, G( X <0
(i =me + 1,...m); and/or parameter boundsg, x,.

A General Problem (GP) description is stated as

min,, f(x),
subject to
Gi(x)=0i=1,..,m,
Gi(x)<0i=m,+1,...,m

(B.1)

wherex is the vector of lengtih design parameter§(x) is the objective function,
which returns a scalar value, and the vector fond8(x) returns a vector of length
m containing the values of the equality and inequalonstraints evaluated at

In constrained optimization, the general aim igamsform the problem into
an easier subproblem that can then be solved aul asthe basis of an iterative
process. A characteristic of a large class of eamyhods is the translation of the
constrained problem to a basic unconstrained pnolg using a penalty function
for constraints that are near or beyond the comsti@undary. In this way the
constrained problem is solved using a sequenceamdnpeterized unconstrained
optimizations, which in the limit (of the sequena®nverge to the constrained
problem. These methods are now considered relgtinelfficient and have been
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replaced by methods that have focused on the snlafi the Karush-Kuhn-Tucker
(KKT) equations. The KKT equations are necessanditmns for optimality for a

constrained optimization problem. If the problem & so-called convex
programming problem, that i§x) andGj(x), i = 1,...m, are convex functions, then
the KKT equations are both necessary and suffi¢éera global solution point.

Referring to general problem (B-1), the Kuhn-Tuckguations can be stated as in
(B-2) in addition to the original constraints(iB.1).

Vi(x) + X214 VG (x™) = 0
Ai.VGi(x*) = 0,l = 1, e, Me (BZ)
4, =20i=m,+1,..,m

The first equation describes a canceling of thedigrds between the
objective function and the active constraints atgblution point. For the gradients
to be canceled, Lagrange multipliess, { = 1,...m) are necessary to balance the
deviations in magnitude of the objective functiord &onstraint gradients. Because
only active constraints are included in this caimgebperation, constraints that are
not active must not be included in this operatiomd &0 are given Lagrange
multipliers equal to 0. This is stated implicitly ithe last two Kuhn-Tucker
equations.

The solution of the KKT equations forms the basis rhany nonlinear
programming algorithms. These algorithms attemptctonpute the Lagrange
multipliers directly. Constrained quasi-Newton noEth guarantee superlinear
convergence by accumulating second-order informatregarding the KKT
equations using a quasi-Newton updating procedurese methods are commonly
referred to as Sequential Quadratic ProgrammingP{S@ethods, since a QP
subproblem is solved at each major iteration (&sown as lterative Quadratic
Programming, Recursive Quadratic Programming, amus@ained Variable Metric
methods).

ii.  Sequential Quadratic Programming (SQP)

Given the problem description in GP (B.1) the ppatidea is the formulation
of a QP subproblem based on a quadratic approxamafithe Lagrangian function.

L, ) = f() + Xit1 A gi(x) (B.3)

Here you simplify (B.1) by assuming that bound constraints have been
expressed as inequality constraints. You obtainQResubproblem by linearizing
the nonlinear constraints.

iii. Quadratic Programming (QP) Subproblem
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mingegn > d” Hyd + Vf (x)"d
Vgi(x)Td+ gi(x ) =0, i=1,..,m, (B.4)
Vgi(x)Td+ gi(x)) <0, i=m,+1,..,m

This subproblem can be solved using any QP alguorithhe solution is used to
form a new iterate:

X+1 = X + apdy (B.5)

The step length parameteris determined by an appropriate line search proreed
so that a sufficient decrease in a merit functisrobtained. The matrikly is a
positive definite approximation of the Hessian nxabf the Lagrangian function
(B.3). Hx can be updated by any of the quasi-Newton methattgugh the BFGS
method appears to be the most popular.

A nonlinearly constrained problem can often be asolin fewer iterations than an
unconstrained problem using SQP. One of the reanhis is that, because of
limits on the feasible area, the optimizer can mifermed decisions regarding
directions of search and step length.

iv.  SQP Implementation

The SQP implementation consists of three main staghkich are discussed briefly
in the following subsections:

. Updating the Hessian Matrix
. Quadratic Programming Solution
Line Search and Merit Function

At each major iteration a positive definite quagwion approximation of the
Hessian of the Lagrangian functidth, is calculated using the BFGS method, where
Ji, 1 = 1,...m, is an estimate of the Lagrange multipliers.

T T.T
_ Arqk _ Hp Sk SkHg
Hpyq = Hy +_q,fsk “oTHuse
where
Sk = Xk+1 — Xk
qr = (Vf (xp41) + Zﬁl i 9i(Xk41)) — (VF(xpe4q) + Z?il/li-gi(xkﬂ))

(B.6)

A positive definite Hessian is maintained providiyjgs, is positive at each update
and thatH is initialized with a positive definite matrix. Véh s, is not positive,

gk is modified on an element-by-element basis so¢hst > 0. The general aim of
this modification is to distort the elements qgf which contribute to a positive
definite update, as little as possible. Therefare,the initial phase of the
modification, the most negative element qfsc is repeatedly halved. This
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procedure is continued until igls, greater than or equal to a small negative
tolerance. If, after this procedurgl s,is still not positive, modifygx by adding a
vectorv multiplied by a constant scalas that is,

dk = qx twv
where
Vi = Vgi(Xk+1): 9i (Xre+1) — V9 ). 9i (i) if (qi)i-w < 0 and (qx)i- (1) < 0,i=1,...,m
v; = 0, otherwise

(B.7)
and increas® systematically untigy s, becomes positive.
The functionsfmincon , fminimax , fgoalattain ~ , andfseminf all use SQP. If
Display is set toiter' in options , then various information is given such as

function values and the maximum constraint violatid/hen the Hessian has to be
modified using the first phase of the precedingcpdure to keep it positive
definite, thenHessian modified is displayed. If the Hessian has to be modified
again using the second phase of the approach bedcabove, themessian
modified twice is displayed. When the QP subproblem is infeasibien
infeasible is displayed. Such displays are usually not a e&das concern but
indicate that the problem is highly nonlinear amat tconvergence might take longer
than usual. Sometimes the messagepdate is displayed, indicating thafl s, is
nearly zero. This can be an indication that theblemm setup is wrong or you are
trying to minimize a noncontinuous function.

At each major iteration of the SQP method, a QPlpra of the following form is
solved, wheré\ refers to the th row of them-by-n matrix A.

mingegn q (d) = %dTHd +cTd,
Al‘d = bl‘,i = 1, e, My, (B7)
Aid < bi,i =me + 1, e, m

The method used in Optimization Toolbox functiossan active set strategy (also
known as a projection method). It has been modiieedoth Linear Programming
(LP) and Quadratic Programming (QP) problems.

The solution procedure involves two phases. Tt fihase involves the calculation
of a feasible point (if one exists). The secondsgh@volves the generation of an
iterative sequence of feasible points that convéwgle solution. In this method an
active setd,, is maintained that is an estimate of the actimestraints (i.e., those
that are on the constraint boundaries) at the isolupoint. Virtually all QP
algorithms are active set methods. This point iplesized because there exist
many different methods that are very similar irusture but that are described in
widely different termsA, is updated at each iteratitpand this is used to form a
basis for a search directiah. Equality constraints always remain in the actee
A,. The notation for the variablé, is used here to distinguish it frodq in the
major iterations of the SQP method. The searchctiline d; is calculated and

110



minimizes the objective function while remaining @any active constraint
boundaries. The feasible subspacedpiis formed from a basig, whose columns
are orthogonal to the estimate of the activeAgt.e.,A,Z, = 0). Thus a search
direction, which is formed from a linear summatioh any combination of the
columns ofZ, is guaranteed to remain on the boundaries afi¢hige constraints.

The matrixZ is formed from the lagsh—1 columns of the QR decomposition of the

matrix A_kT, wherel is the number of active constraints dnd m. That is,Z is
given by

Zp=Q[:, 1+ 1:m],
where (B.8)

A" =[]

OnceZy is found, a new search directidp is sought that minimizeg(d) whered,,
is in the null space of the active constraints.tTisad, is a linear combination of
the columns oF: d,=Z,p for some vectop.

Then if you view the quadratic as a functiorppby substituting fotl,, you have
_1 T T
q(p) = SprZiHZyp + " Zyp (B.9)
Differentiating this with respect foyields
Vaq(p) = ZTHZyp + Z]c (B.10)
Vq(p) is referred to as the projected gradient of thadgatic function because it is
the gradient projected in the subspace definedibf¥he termzl HZ, is called the
projected Hessian. Assuming the Hessian métrig positive definite (which is the
case in this implementation of SQP), then the mummof the functiomg(p) in the
subspace defined k& occurs whervq(p) = 0, which is the solution of the system
of linear equations
ZIHzZyp = —Zlc (B.11)
A step is then taken of the form
Xis1 = X + ady, where d, = Z¥c (B.12)
At each iteration, because of the quadratic nattitee objective function, there are
only two choices of step length A step of unity alongi, is the exact step to the

minimum of the function restricted to the null spaaf 4. If such a step can be
taken, without violation of the constraints, thdmstis the solution to QFB.8).
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Otherwise, the step alonf}, to the nearest constraint is less than unity andva
constraint is included in the active set at thetntetation. The distance to the
constraint boundaries in any directi@pis given by

. —(Aixk—b;
@ = MiNegy, my {%k)} (B.13)
which is defined for constraints not in the actset, and where the directiah is
towards the constraint boundary, i&£4,>0, i=1, ..., m.

Whenn independent constraints are included in the adete without location of
the minimum, Lagrange multipliergy, are calculated that satisfy the nonsingular
set of linear equations

A A =c (B.14)

If all elements oflx are positivex is the optimal solution of QMB.8). However, if
any component ofi is negative, and the component does not corresporah
equality constraint, then the corresponding elenerieleted from the active set
and a new iterate is sought.

V. Initialization:

The algorithm requires a feasible point to stdrthé current point from the SQP
method is not feasible, then you can find a poynsdlving the linear programming
problem

minyeg yegn ¥, SUch that
Al-x = bi,i = 1, e, My (815)
Aix—y<bj,i=m,+1,...m

The notation4; indicates theth row of the matrixA. You can find a feasible point
(if one exists) tdB.15) by settingx to a value that satisfies the equality constraints
You can determine this value by solving an undereverdetermined set of linear
equations formed from the set of equality constsaiff there is a solution to this
problem, then the slack variablés set to the maximum inequality constraint as thi
point.

You can modify the preceding QP algorithm for LBlgems by setting the search

direction to the steepest descent direction at @acition, wheregy is the gradient
of the objective function (equal to the coefficenf the linear objective function).

die = ~Z1Zj gk (B.16)
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If a feasible point is found using the preceding mBthod, the main QP phase is
entered. The search directidp is initialized with a search directiafy found from
solving the set of linear equations

Hd; = —gy (B.17)

where gk is the gradient of the objective function at therent iteratex (i.e.,
Hxy + C).

If a feasible solution is not found for the QP gdewb, the direction of search for the
main SQP routind, is taken as one that minimizgs

Vi. Line Search and Merit Function:

The solution to the QP subproblem produces a vekiorhich is used to form a
new iterate

Xk+1 = Xg + adk (818)

The step length parametgris determined in order to produce a sufficientrdase
in a merit function. The following form is usedtims implementation.

Y(x) = f(x) + 2129 73 9: (%) + X241 - max [0, g; ()]
(B.19)

The penalty function is set as given(B120).
i = (Tie41); = Max; {%W}.i =1,..,m (B.20)

This allows positive contribution from constrainisat are inactive in the QP
solution but were recently active. In this implenation, the penalty parameteis
initially set to

_ Ivr@ll
T gl (B.21)
where|| || represents the Euclidean norm.

This ensures larger contributions to the penaltsap@ter from constraints with
smaller gradients, which would be the case forvactionstraints at the solution
point.
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APPENDIX C

OUTPUTS OF ALGORITHMS FOR AN EXAMPLE IMAGE

In this Appendix, the outputs of template matchingthods and classifier fusion methods
for the test image and template image given below:

Figure 53: Example test image and the template of it
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Figure 54: Ground truth of the example test image

Figure 55: Correlation Based Template Matching Method’s Oufputhe Example Test
Image and Template
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Figure 56: Edge Based Template Matching Method’s Output ferEkample Test Image
and Template

Figure 57: Histogram Based Template Matching Method’s Outputtie Example Test
Image and Template
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Figure 58: Angular Radial Transform Template Matching Metho@istput for the
Example Test Image and Template

Figure 59: Majority Voting Method’s Output for the Example Téage and Template

118



Figure 60: Behavior Knowledge Space Method’s Output for tharBgle Test Image and
Template

Figure 61: Simple Bayes Average Method’s Output for the Exani@st Image and
Template
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Figure 62: Bayes Belief Integration Method’s Output for thealxple Test Image and
Template

Figure 63: Fuzzy Templates Method’s Output for the Examplet Teage and Template
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Figure 64: Optimization Based Template Matching Method’s Otfputhe Example Test
Image and Template

Figure 65: Static Classifier Selection Method’s Output for Eseample Test Image and
Template
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Figure 66: Dynamic Classifier Selection by Edge Intensity Metls Output for the
Example Test Image and Template

Figure 67: Dynamic Classifier Selection by SIFT Descriptor Nd's Output for the
Example Test Image and Template
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