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ABSTRACT

CONTEXTUAL MODELING OF REMOTE SENSING IMAGES WITH CONDITIONAL RANDOM FIELDS

Can, Gülcan
M.S., Department of Computer Engineering
Supervisor : Prof. Dr. Fatoş Tünay Yarman Vural

September 2013, 102 pages

Large within-class variance is a challenging problem for classification tasks in remote sensing. Contextual models are promising to address this problem. In this thesis, a contextual conditional random field model is proposed for target detection in satellite imagery. The proposed algorithm has three stages. First, contextual cues of the target that come from domain knowledge are identified by sparse auto-encoders and shown to be statistically consistent. The region represented by the most repetitive feature learned by sparse autoencoders is used as central node in the proposed model and called candidate region. Other nodes of the model are chosen as land-use land-cover classes in the surroundings of the candidate regions, since the spatial context of the target class is defined over expected and unexpected classes in its neighborhood. Secondly, regions that represent these classes are obtained by merging segments with the same label according to support vector machines. These regions are called meta-segments. In the last stage, the same features are extracted from the meta-segments and candidate region to be used as unary features in the conditional random fields model. Pairwise features in conditional random fields are essential for representing contextual relations and they are designed as class co-occurrence frequencies in three different neighborhoods of the candidate region. For each candidate region, a dynamic conditional random fields model is generated. The proposed method is robust in terms of being threshold-free and selecting contextual cues via sparse auto-encoders. Performance of the method is competitive to rule-based methods and segmentation-based classification methods.
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CHAPTER 1

INTRODUCTION

From the ages of industrial revolution, automating the processes is the main aim of the mankind. For building the future, apart from automatizing the routines, producing smart processes is necessary. Artificial intelligence and machine learning community work hard for constructing such smart processes which can infer the statistical dependencies from the observations, combine them with domain knowledge and make a decision that maybe even better than the decision of a human being.

In this aspect, analyzing the visual scenes is one of the heavily studied areas. From automatic detection of objects in an image, tracking a person in a video for his suspicious behaviors, automatic annotation of images, to decomposition of a scene, there are various applications that attempt to build autonomous systems in the intersection of computer vision and machine learning.

This thesis presents a contextual model for detecting regions belonging to a target class in remote sensing images. In this model, spatial contextual relationships of the target class is embedded within a conditional random field which is constructed over meta-segments of land use/land cover (LULC) classes. Meta-segments are obtained by combining segments belonging to the same class after an initial classification. Algorithms used to construct the model are described, and then the experiments conducted are presented.

1.1 Motivation

A fundamental problem in computer vision tasks is that objects exhibit high within-class variance. In other words, samples from the same class may not share similar characteristics in terms of color, shape, texture, composition etc. Figure 1.1 illustrates this problem with some real world examples for the chair class.

Designing a system that recognizes samples which exhibit high within-class variance is a challenging problem. However, this recognition task becomes manageable if there exist a contextual cue of the class. For instance, if there are people sitting on the chairs in Figure 1.1, we get the intuition that the characteristic what makes a chair is its functionality. This
contextual cue can be evaluated in terms of co-occurrence of two classes as well as their spatial interaction. We would not consider an object as a chair if the person sits beneath the chair, rather than sitting on it. Therefore, integrating contextual cues for the classification of objects with high intraclass variance is expected to perform relatively better than that of the classifiers, which employs low-level visual features.

![Figure 1.1: Examples of objects with high within-class variance.](image)

It is well known that visual patterns and object occurrences in remote sensing images exhibit high intra-class variance. For example, two airfields may have entirely different color structures, composing roads, shapes, sizes and configurations of their sub-parts (e.g. one may have just one, crossing, parallel runway(s) having hammer shaped, circular, polygonal dispersal areas and located in sandy, snowy, coastal or urban terrain). Occasionally, these objects and object groups may even look more similar to instances within other classes than to instances within their own class, e.g. circular oil tanks of a refinery and circular dispersal area of a military airfield.

Contextual models are significantly useful in order to handle the huge variability within classes in the image because of their expressive representations. By forming a contextual framework, any object can be accurately classified not only by considering its low-level vision features but also its local context (spatial relations) over a probabilistic graphical model. Figure 1.2 illustrates some real world examples that exhibit high intra-class variance.

The ability to recognize such complex objects comes from both appearance cues of the object itself and contextual relations of the complex objects with their surroundings. These contextual relations can be defined as co-occurrence frequency of other classes in a predefined neighborhood of the complex object. For instance, if the complex object in consideration is an airfield, we would expect urban, vegetation, water existence nearby to be less than a certain ratio. This information comes either from domain knowledge or by explicit observations. However, deciding this ratio by a static threshold is not desirable, since less likely configurations are not allowed at all. As in the case of urban areas in the surrounding of an airfield, we may set a 20 percent urban co-occurrence threshold in 300 meters neighborhood by domain knowledge. Yet, Figure 1 demonstrates cases contradicting with such a threshold. Hence rather than determining crisp thresholds for the recognition task of a complex object, constructing a probabilistic model is much more flexible and suitable.
Probabilistic graphical models are the state-of-art approach for modeling contextual relations between semantic classes [1] and have many applications in remote sensing [2-3]. Since labels in spatial data are not independent as well as observations, assumptions on data being "independent and identically distributed" (i.i.d.) is violated by using traditional classifiers. Therefore such classifiers may produce undesirable results when applied to such data.

This problem motivates the use of Markov Random Fields (MRFs) and more recently Conditional Random Fields (CRFs) for spatial data. In the proposed approach, contextual relations between a complex object and its surroundings, which is characterized by LULC classes, are modeled within a CRF framework. The major contribution of the proposed model is that a random field is constructed over semantic classes rather than pixels or super-pixels as in the literature. Our model aims to correctly identify the complex object by recognizing the co-occurrence pattern of all other classes in its surroundings.

### 1.2 Contributions

This thesis makes four contributions to the existing methodologies in the literature.

1. **Seed node**: We introduce a new node type, called seed node, to represent the contextual information of the target class. Seed node is placed at the heart of the model, since its contextual influence builds the whole model and affects the interactions between seed node and other nodes, namely surrounding nodes. The random variable shown as the seed node in the model, represents a candidate region of the target class. This candidate region is obtained by the help of domain knowledge and demonstrated to be consistent by the help of sparse autoencoders.
2. **Meta-segments:** We introduce the concept of meta-segment to speed up the computation and improve the performance. Nodes around the center node (seed node), namely surrounding nodes, represent the meta-segments in the proposed model. Meta-segments are obtained by merging segments with the same label after an initial classification. Advantages of this approach can be listed as model complexity and feature representativeness. Using the meta-segments instead of segments assures that model complexity is bounded to the number of classes in the scene. For feature representativeness, meta-segments are expected to be more capable of capturing textural features rather than small segments.

3. **Spatial interactions:** As the nature of CRFs, interaction potentials can be designed as quite complex functions. Although, in earlier studies, interaction potentials are simply acquired by concatenating or taking difference of adjacent nodes, in this study we have followed a different approach and defined the spatial contextual interactions as co-occurrence statistics of classes in three different scaled neighborhoods.

4. **Star-structure:** We introduce a special topology called star structure to represent the context information of a target area/object. Star structure is especially chosen for the proposed model, since the goal is to correctly classify the candidate region (seed node) by the help of spatial contextual interactions of surrounding nodes. Interactions between nodes are restricted to seed node and surrounding nodes so that the final label of the seed node is not confused by the interactions between two surrounding nodes.

### 1.3 Thesis Outline

The rest of this thesis is organized as follows:

*Chapter 2: An Overview of Conditional Random Fields Models in Remote Sensing.* This chapter discusses the challenges in the classification of remote sensing data, first. Then, extracted features and segmentation algorithm utilized are described. Fundamentals of classification and conditional random fields are given next. Then, existing methodologies that uses graphical models on remote sensing data are discussed. After giving the formalization of sparse autoencoders, the chapter is concluded.

*Chapter 3: A Contextual Model with Conditional Random Fields.* In this chapter, first of all, overview of the proposed system is provided. Then, context notion is discussed and how the context is established in our model is explained. The candidate regions of the target class are determined by the contextual hints from the domain knowledge, however this choice is shown to be statistically stable by the help of sparse autoencoders. Meta-segments notion is given next. Then, the topology, energy function of the proposed model are provided. After providing the details about the parameter estimation and inference in the model, the chapter is concluded.

*Chapter 4: Experiments.* Experiments conducted during this study are presented in this chap-
ter. First of all, details of the dataset and how it is formed are explained. Then, several segmentation algorithms, namely simple linear iterative clustering, watershed transformation, and mean shift clustering, are examined. After giving details about the training of the sparse autoencoders, experimental results of two initial classifiers, namely support vector machines and k-nearest neighbor classifier, are evaluated. Then, different conditional random field approaches, segment-based CRF, fully-connected CRF and star CRF are compared.

Chapter 5: Conclusion and Discussion. The thesis is concluded with the summary of the proposed model and discussion of the future work.
CHAPTER 2

AN OVERVIEW OF CONDITIONAL RANDOM FIELDS MODELS IN REMOTE SENSING

In this chapter, background information about the problem domain, which is remote sensing and scene analysis, is given first. Then, features and segmentation algorithms used during classification of satellite imagery are overviewed. After providing fundamentals of classification and probabilistic graphical models (PGM), existing algorithms in conditional random fields, which are the state-of-the-art of PGM, are given. A brief introduction about sparse autoencoders is provided next for contextual invariance searching. Then, the chapter is summarized.

2.1 Challenges in Remote Sensing

Many remote sensing tasks, such as land use/land cover (LULC) classification, change monitoring and urban planning, are subject to computer vision and machine learning approaches for analysis and interpretation. They are analyzed with various supervised and unsupervised techniques, from rule-based classification to much complex machine learning algorithms, such as probabilistic graphical models. However, dealing with remote sensing data is quite challenging, in the sense that same type of objects/areas may not exhibit similar characteristics even in a close neighborhood and considering examples all around the world, great variety is observed. The data can be very complex either due to the nature of target object/area, i.e. composite objects, or scattered spectral characteristics of different samples from the same kind of object/area, i.e. buildings with various roof color or deciduous forests in different seasons. Furthermore, characteristics of each image sensor may be different. This means that classifiers which depend only on spectral values are prone to fail. On the other hand, other type of features like shape and texture features show great within-class variance for remote sensing objects. Thus, determining the pattern of objects/areas is a challenging problem. Most of the time, ancillary data is utilized for more general and dependable classification systems. Ancillary data may come from different sensors such as SAR imagery or Digital Elevation Models (DEM). Global information such as azimuth angle, resolution of the imagery, location of the area etc. can aid classification as well. Apart from these, contextual information
about objects/areas and semantic rules that come from expert knowledge are quite promising for classification tasks.

In the early days of analysis of remote sensing imagery, large areas such as forest, water areas, urban areas, etc. are studied for classification tasks. This is known as LULC classification in the remote sensing community and it is a fundamental step for further processing and analysis. Land cover classification refers to analysis of what occupies the earth surface such as forest, lake, agricultural land etc. whereas land use classification means analysis of what purpose the land is used by people such as urban, rural, industrial areas etc.

LULC classes are defined in a hierarchical manner. There are two widely adopted hierarchies, namely USGS [3] and CORINE 2000 class hierarchies [37]. Since remote sensing imagery is very complex and can contain high within-class variance, there are levels of classes in both hierarchies and in deeper levels more detailed sub-classes are defined. For instance, building is a sub-class of urban or built-up land class. In this thesis, a subset of USGS classes is adapted to be used during classification of complex objects in high resolution multispectral images. Used classes can be listed as urban land, water, agricultural land, forest, soil and concrete.

Recently, hyperspectral data have been drawing great attention. Compared to multispectral data, which has 4 to 8 bands (IKONOS, QUICKBIRD, GEOEYE, LANDSAT, and WORLDVIEW-2); hyperspectral images from various satellites (AVIRIS, HYDICE, ARCHER, and Hyperion) provide 126 to 512 spectral channels [17]. Hence they provide more information to the researchers to process and extract. The extra information enables to work on detection/classification of subclasses e.g. classes of level 2 or 3 in USGS classes. It is clearly observed that as number of bands increases along with the spectral information the imagery carries, spectral mixing of classes decreases. Thus, classes with close reflectance values become separable. The most obvious example can be the comparison of LANDSAT data with 7 bands and IKONOS data with 4 bands. Even though resolution of LANDSAT data is low compared to IKONOS and resolution affects the performance due to mixing pixels problem, there are more variety of classes covered to be classified in the studies on LANDSAT data [67, 74]. Hyperspectral data can be considered as the upper bound for current satellite technology. With over 100 bands, even though based on solely reflectance values, classification can be performed on a broad range of classes. Yet, another significant issue to be considered emerges: extracting/selecting meaningful information from these bands that would match well with the classes. This problem is known as feature selection/reduction and there are stereotypic solutions applied in most studies. One of them can be stated as principled component analysis (PCA) [44]. Even though, hyperspectral images, which bring more information to process, are preferable, LULC classification over multispectral images is still common and needed as LULC classification may be essential for determining region of interest (RoI) for high resolution multispectral remote sensing applications like building and road extraction. With the enhancement of multispectral image resolutions, they have become more promising to detect sub-level classes as well.

As the resolution of imagery decreases, object recognition becomes feasible apart from land
cover classification. High resolution of images brings advantage of recognizing smaller objects such as single buildings, cars, airplanes, ships, etc. On the other hand, the detail in the imagery drastically increases the within-class variance and the classification tasks become harder. For high-resolution multispectral imagery, there are several approaches adopted in the literature to overcome insufficiency of spectral information, such as making use of textural features, shape information of target classes or embedding spatial information to get context involved. Since remote sensing classes have high within-class variance, capturing a unique texture or spectral reflectance for a target class is generally impossible. Even if very high performance is achieved after LULC classification of an image, there is no guarantee for obtaining great results on other images with the same classification strategy. This problem occurs due to change in illumination or reflectance characteristics of different scenes and different satellites. For example, when urban class and one of its subclasses, building, is considered, it is known that several building classes are defined which demonstrate different characteristics such as buildings with red roof and buildings with bright roof etc. However, determining the number of such classes is another issue to be addressed. In general, researchers choose this number by investigating the single imagery. Similar to this case, in forest identification studies number of classes are determined by the expert who evaluates the target imagery. Although this seems like a strong manipulation, expert/domain knowledge integration is a necessity in LULC analysis studies [40].

Formerly, due to coarse resolution, pixel and sub-pixel analysis were carried out in order to extract meaningful information from remotely-sensed data. Recently, as availability of high-resolution data increases, remote sensing objects have started to correspond to more than one pixel. This brings concept of "super-pixels" (segments) and popularity of object-based approaches as well.

2.2 Methods Employed Prior to Conditional Random Fields

In this section, we summarize the basic computer vision methods, such as feature extraction and segmentation, employed in remote sensing literature.

2.2.1 Feature Extraction

Feature extraction is the first step of every classification task. When classifying remote sensing imagery, selecting representative and discriminative features plays a crucial role. Considering the classes which are subject of interest, essential features are also computed as well as spectral features.
2.2.1.1 Normalized Difference Water Index

In multispectral images, water areas give reflectance near to zero in near-infrared (NIR) band and by taking difference of NIR value and green band value, water areas can be differentiated from green land or soil areas [55]. In the literature, a constant threshold value which is tuned according to dataset is widely used. However, to adapt to image-specific reflectance characteristics, dynamic threshold selection is preferred in this study. First, normalized difference water index (NDWI) map of images computed from the following equation

\[
NDWI = \frac{Green - NIR}{Green + NIR},
\]

Then, a dynamic threshold value is determined by Otsu’s method [59]. According to this dynamic threshold, water areas are determined by taking the region that have smaller spectral values than the determined threshold. For feature extraction step, mean and variance of NDWI map in the region of interest is used along with ratio of water pixels in the region of interest.

2.2.1.2 Normalized Difference Vegetation Index

Similar to NDWI, there is another index frequently used in remote sensing literature to extract vegetation area. Due to sensitivity of red and near-infrared bands to chlorophyll pigments, their normalized ratio is used for identifying vegetation areas. Normalized difference vegetation index (NDVI) is computed as follows:

\[
NDVI = \frac{NIR - Red}{NIR + Red}.
\]

A similar feature extraction step as in NDWI case is applied to NDVI map, as mentioned in the previous section.

2.2.1.3 Textural Features

In texture classification, representativeness of features is crucial. Textural features have a common property to reflect the spatial configuration of a pattern beyond color-related features. Thus, they capture class-specific patterns and have the ability to discriminate similar or close-colored patterns. From this perspective, they can be used to represent objects as well.

In remote sensing area, textural features are used most widely for land use/land cover classification as well as object detection. With the availability of high resolution satellite data, characteristics of remote sensing objects or fields can be analyzed further. Differences between two forest types would be realistically tractable for instance. Thus, representation capability of textural features gains importance in that sense. Formerly, textural features
were examined in a statistical manner. Features adopted from those times can be counted as gray-level co-occurrence matrix method [34] [41] and filtering based approaches like Gabor filters [41] [79] [8] [31] and wavelet transform [14] [51]. Although these approaches can exhibit competitive performance with similar training and test data, they seem to suffer as within-class variance gets high or rotation problem gets involved [32]. Since remote sensing data is highly-variant, can contain complex structures and patterns learned can be in any directions, more representative features are desired. Recent approaches emerged from the necessity of rotation, scale and affine invariance, better demonstration and discrimination of similar classes etc. These approaches include local binary pattern (LBP) [75], local edge pattern (LEP) [75], histogram of oriented gradients (HOG) [19] and edge orientation extraction [75]. Ojala et.al. states that LBP feature can capture spatial configuration of pattern quite well, yet it would be preferable to combine it with variance difference (VAR) feature for a full representation [58]. Guo et al. asserts that LBP/VAR feature consider variance difference in a global sense, yet it should be local as well. Thus they propose LBPV for local representation of spatial arrangement as well as contrast difference [32]. HOG feature is proposed by Dalal and Triggs for human detection task [19], and recently used for car detection in remote sensing as well [26] [72]. It captures texture by filtering the image and features are obtained by combining histograms of gradient directions taken from image tiles. Edge orientation is favorable since it seems to be able to differentiate man-made and natural structures [75] [71]. Edge responses are obtained by applying steerable filter beforehand [23]. In order to make extracted edge orientation features rotation invariant Fast Fourier Transform is used as a post-processing step [75] [71].

In a comprehensive study, these state-of-the-art textural features and traditional textural features such as Gabor and gray-level co-occurrence (GLCM) features are compared for several remote sensing classes, namely water, forest, agricultural land and urban area [5]. Table 2.1 summarizes the suggested and not suggested textural features for the classes in that study. It is concluded that Gabor textural features are representative for all the selected classes which are water, forest, agricultural land and urban area. Although, local binary patterns (LBP) and its variants seem to be competitive, different versions are recommended for each class. Thus, gabor textural features are chosen to be used in this thesis. Hence, original image is convolved with Gabor filters in seven directions. Response maps are superpositioned and a single Gabor map is obtained as in [65]. Then, mean, variance values and ratio of thresholded pixels in the region of interest are taken as textural features.

2.2.1.4 Elevation Variance

Digital terrain elevation data (DTED) of images are frequently employed as a supplementary feature. Level 2 DTED data, which is also used in this study, has the resolution of 30 meter per pixel. This is rather coarse, considering resolution of the multispectral imagery used is 2 meter per pixel. In order to use DTED data, an interpolation step is required. DTED data is adjusted such that pixels which do not overlap with DTED data are assigned to an interpolated value.
Table 2.1: Textural feature review from [5]

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Recommended Features</th>
<th>Not Recommended Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>Gabor, HOG, LBP-Uniform (DD), color histogram (DD)</td>
<td>LEP, edge orientation</td>
</tr>
<tr>
<td>Forest</td>
<td>Gabor, HOG, LBP-Uniform (DD), LBP-Rot. Inv. (k-NN), LBPV-Rot. Inv. (k-NN)</td>
<td>LEP, edge orientation</td>
</tr>
<tr>
<td>Agricultural land</td>
<td>Gabor, LBP-Uniform, LBP Rot. Inv. Uniform</td>
<td>GLCM, HOG, LEP</td>
</tr>
</tbody>
</table>

according to elevation values of neighboring pixels. Thus, although slightly smoothed, an elevation map with the same resolution of the original image is obtained. Elevation variance in segments are used as representative features for airfield target class. From domain knowledge, elevation variance in airfield areas should be quite close to zero. This information is useful for differentiating airfields and long roads or agricultural land borders.

2.2.2 Segmentation

Segmentation partitions an image $R$ into constituent subregions $R_1, R_2, ..., R_n$ such that

- Union of all $R_i$ is equal to $R$, $i = 1, ..., n$. $(\bigcup_{i=1}^{n} R_i = R)$
- $R_i$ is a connected set, $i = 1, ..., n$
- Intersection of two adjacent regions is empty. $(R_i \cap R_j = \emptyset$, for all $i$ and $j$, $i \neq j$)
- $Q(R_i) = TRUE$ for $i = 1, ..., n$
- $Q(R_i \cup R_j) = FALSE$ for any adjacent regions $i$ and $j$

where $Q(R_k)$ is a logical predicate defined over the pixels in $R_k$. For $Q(R_k)$ to be true, all pixels in $R_k$ have to be above a certain similarity threshold $T[27]$. Thus, homogeneous segments are obtained. As similarity between pixels in a region increase, homogeneity of the segment increases. Discontinuity or dissimilarity between pixels of adjacent segments is another important point during determining boundaries between segments. Segmentation is a fundamental process and frequently used as a pre-process of classification tasks.
In \cite{20}, segmentation techniques used in remote sensing literature are documented. Segmentation techniques are categorized into three parts: model driven vs. image driven approaches, approaches based on homogeneity measures, and approaches based on some image operations such as edge recognition, region growing/splitting.

Dey et. al. point out that image driven approaches start from pixels detected as edges and try to merge them in order to obtain the boundaries of the segments. On the other hand, model driven approaches assume that there are underlying patterns in the image and these patterns can become the distinguishing factor between segments. Various methods are presented as model-driven approaches. Some of them are object-background models that depend on thresholding, MRF-based models which are highly popular, yet quite complex, fuzzy models that address ambiguity problem, multi-resolution models which are favored for urban area segmentation in very high resolution imagery, and watershed approach \cite{20}.

As homogeneity measures, spectral, spatial, texture, shape, size, contextual, temporal and prior knowledge are remarked in \cite{20}. Dey et. al. indicate that using only spectral values for segmentation does not suffice, thus a segmentation approach utilizing several the aforementioned measures is desirable \cite{20}. However, engaging all these measures during segmentation could be hindering in terms of time concerns and model complexity. Furthermore, all of the classes in the classification task may not have prior knowledge or a discriminative texture either.

Hence, in this thesis, segmentation is considered just as a preprocessing step and a moderate approach in terms of time concern and performance is followed. Mean shift segmentation \cite{18}, which clusters pixels according to spectral values, is used during the experiments. Mean shift algorithm also considers spatial proximity and size of segments. In the end, segments consists of at least given number of pixels, and spectral and spatial difference of these pixels are not larger than given respective bandwidths.

Mean shift is a nonparametric feature space mode seeking algorithm. Modes are obtained by gradient ascent over density function. This is also called \textit{kernel density estimation} over the distribution

\[ \hat{f}(x) = \frac{1}{Nh^d} \sum_{i=1}^{N} K \left( \frac{x - x_i}{h} \right) \]  

where \( x \) is the feature vector, \( K(\xi) \) is a kernel function, \( d \) is the dimensionality of the feature space (originally \( d=5 \), however \( d=6 \) in this study, since an additional color value, near-infrared band value, is also utilized) and the parameter \( h \in \mathbb{R}^+ \) controls the bandwidth of the kernel. As \( s \) and \( r \) subscripts stand for the spatial and color ranges respectively, the kernel function is as follows:

\[ K(\xi) = \frac{C}{h_s^2 h_r^2} \exp \left( -\frac{1}{2} \frac{\| \xi_s \|^2}{h_s^2} \right) \exp \left( -\frac{1}{2} \frac{\| \xi_r \|^2}{h_r^2} \right). \]  

(2.4)
Basically, for each data point, a window is fixed around it and the mean is computed. Then the center of the window is shifted towards the mean till convergence. Points associated with the same mode belong to the same segment. In formal perspective, as \( \{x_i\}_{i=1,n} \) are the original image points, \( \{z_i\}_{i=1,n} \) are the convergence points and \( \{L_i\}_{i=1,n} \) are a set of labels, mean shift algorithm can be summarized as follows [18]:

1. Mean shift procedure is run for each \( x_i \), in other words \( z_i \leftarrow \frac{\sum_{i\in I} K(z_i-x_i) x_i}{\sum_{i\in I} K(z_i-x_i)} \) until convergence and then convergence point is stored in \( z_i \), \( i = 1..n \).

2. The segments \( \{C_p\}_{p=1,m} \) are obtained by grouping together all \( z_i \) which are closer than \( h_s \) in the spatial domain and \( h_r \) in the range domain.

3. Assign \( L_i = \{p|z_i \in C_p\} \) for each \( i = 1..n \)

4. Optionally, spatial regions containing less than \( M \) pixels are eliminated. (\( M \) is another optional parameter.)

First strong point of mean shift algorithm is being nonparametric. Mean shift algorithm does not make assumptions about cluster number or shape of clusters as opposed to other segmentation algorithms such as k-means clustering algorithm [54], parzen-window approach [60] or other kernel estimation algorithms. Regardless, spatial and range bandwidth parameters \( h_s \) and \( h_r \) are expected to be tuned in order to determine the resolution of mode detection. Secondly, mean shift algorithm is not sensitive to initializations and robust towards outliers. On the other hand, it is computationally expensive, since it typically runs for each pixel or for uniformly selected pixels [18]. Mean shift algorithm has a time complexity of \( O(I n^2) \) as \( n \) is the pixel number, \( I \) is number of iterations. However, time complexity vs. segmentation accuracy trade-off here pays off for the mean shift algorithm, since its results are pleasing to eye in general, compared to other segmentation algorithms. Another weak point of mean-shift algorithm is that it does not scale well with the dimension of feature space [18].

### 2.3 Object Classification Problem in Remote Sensing

Classification is defined as a mapping between an input vector \( x \) and one of the pre-defined discrete set of class labels \( C_k \) as \( k = 1, 2, ..., K \). Classification partitions the input space into non-overlapping regions by defining decision boundaries among the corresponding classes [8].

In this thesis, the data is represented by a feature matrix of segments (super-pixels) or conceptually-composed regions. Let \( D_i \) be the feature matrix, as \( i = 1, ..., n+1 \) and \( n \) is the total number of segments. The last row of the feature matrix, \( n+1 \)th row, belongs to the candidate region of target object or area. The rest of the rows, \( 1_{st} \) to \( n_{th} \) inclusive, belongs to the neighborhood of the candidate target region.
The target object or area has to have certain characteristics. First of all, it has to correspond to a contextually-consistent object or area. Contextually-consistent means that each sample of the corresponding class can be observed in the same context or exhibits the same type of contextual cue. For instance, for all the samples of airfields, there is always an airport building near an airfield. In the context of the airfield, airport building-airfield pair is contextually-consistent. Second, context of the target area can be defined in spatial perspective with respect to its neighbors, rather than its own location in the image or its rotation. For example, close neighborhood of an airfield does not contain forest land or urban land and generally consists of bare land, since it should be flat and empty for a safe take-off. On the other hand, rotation or location of the airfield in the image can be disregarded, since it does not provide any information for the classification task.

In this study, employed class labels are water, forest, agricultural land, urban land, soil, concrete and target class. In some of the experiments, regions are classified as either target class or not. In other experiments, regions or segments are classified to be one of the all aforementioned classes.

2.4 Probabilistic Graphical Models

A random variable is represented by a probability distribution of an entity in probability theory. For probabilistic graphical models, there are two types of random variables: observed input variables (X) and to-be-predicted output variables (Y). Each variable can be either discrete or continuous. In this study, the random variables are considered to be discrete in nature.

A probabilistic graphical model is composed of a set of random variables $V = X \cup Y$ which are factorized over a graph $G$. Factorization is defined as dividing the probability distributions in a graphical model according to independencies. A graphical model can be directed, as Bayesian networks, or undirected, as Markov networks. Both directed and undirected graphical models abide to factorization. In other words, the distribution is represented as a product of factors defined over subsets of variables, or cliques. Clique is defined as a subset of the nodes in a graph such that there exists an edge between all pairs of nodes in the graph [8]. A factor $F = \psi_c$ is a function with scope of a set of random variables in a clique $c$ as $\psi_c : \nu_c \to \mathbb{R}^+$, $\nu_c$ stands for any of the random variables in the clique, $\mathbb{R}^+$ stands for set of positive real numbers, and $c \in C$ as $C$ is the set of cliques in the graph.

Given the set of cliques $C$ over random variables $Y = (Y_1, ..., Y_n)$ and $X = (X_1, ..., X_n)$, an undirected graphical model holds the following formalization:

$$P(Y, X) = \frac{1}{Z} \prod_{c \in C} \Psi_c(Y_c, X_c) = \frac{1}{Z} \exp \left\{ - \sum_{c \in C} \psi_c(Y_c, X_c) \right\} ,$$  \hspace{1cm} (2.5)$$

and a factor is defined as,
\[ \psi_c(Y_c, X_c) = \sum_k \theta_{ck} f_{ck}(Y_c, X_c), \quad (2.6) \]

where \( \theta_c \) is parameter vector and \( f_{ck} \) is feature functions or sufficient statistics. Factors \( \Psi_c(Y_c, X_c) \) are also known as potential functions.

In formula 2.1, \( Z \) is a constant called as partition function and is computed as,

\[ Z = \sum_{Y, X} \prod_{c \in C} \psi_c(Y_c, X_c). \quad (2.7) \]

This constant assures that the distribution sums to 1. Although its computation is intractable in some cases, as it requires summing over an exponential number of assignments to the variables, there are various methods to approximate \( Z \).

Independency relations can be deduced by the help of Hammersley-Clifford theorem [15] in undirected graphical models. According to Hammersley-Clifford theorem, given the Markovian property holds, which states that given the neighbors of a positive random variable or the clique it belongs, its probability is independent from the other variables in the graph, and as this applies to all variables, this probability distribution factorizes over that undirected graph [33].

Factorization is demonstrated by factor graphs. A factor graph [46] is a bipartite graph \( G = (V, F, E) \) as a node \( v_k \) (random variable) in the set of \( V \) is connected to a factor node if that factor takes \( v_k \) as an argument. In Figure 2.1, factor graph of an undirected graphical model is depicted. The square blocks represents the factors whereas shaded circles represent observed variables \( x \).

Directed graphical models or Bayesian networks are factorized as,

\[ p(Y, X) = \prod_{v \in V} p(v|\pi(v)), \quad (2.8) \]

where \( \pi(v) \) are the parents of \( v \) in graph \( G = (V, E) \). Figure 2.1 and 2.2 shows a simple pairwise Markov network and a simple Bayes network respectively.

The main difference between directed and undirected graphical models is that directed models are based on Naive Bayes method which models joint distribution \( P(Y, X) \) and thus they are generative models. On the other hand, undirected models are based on logistic regression method which models conditional probability \( P(Y | X) \) and hence they are discriminative.

Modeling \( P(X) \) is rather a redundant step for classification. Avoiding to estimate the density function \( P(X) \) is one of the superiorities of discriminative models, since the data may contain interdependent features and may be difficult to estimate a statistical model. Generative
models make independency assumptions for data and these assumptions generally result in poor classification performance [69]. In general, remote sensing data which is likely to have interdependent features is not suitable to be modeled with directed graphical models.

On the other hand, a general undirected graphical model may not be sufficient to represent remote sensing data which exhibits strong spatial dependencies as well. For instance, Markov random fields only model dependencies between observation of a site \(X_i\) and its own label \(Y_i\) as well as labels of neighboring sites \(Y_i\) and \(Y_j\). This means that sites are unaware of the observations of their neighbors. Thus, spatial updates of MRF only come from the labels of the neighboring sites and it only has label smoothing effects. However, conditional random fields take into account observations of neighboring sites as well and in the extreme case of whole image observations. Thus, CRF approach can be claimed to be unrestricted compared to MRF approach.

In conclusion, conditional random fields are more suitable for modeling and analysis of remote sensing data. In the following section, a brief overview of conditional random fields is provided.
2.4.1 Conditional Random Fields

Conditional Random Fields concept is proposed by Lafferty in 2001 for the sequence models in natural language processing domain [50]. Kumar and Hebert introduced 2-D version of this model into image domain under the name of Discriminative Random Fields [49]. In this thesis, gone with the original naming and 2-D random fields are referred as CRFs.

The general form of a CRF is given as follows:

$$P(Y = y, X = x) = \frac{1}{Z(x)} \exp\left\{-\sum_{c \in C} \psi_c(y_c, x)\right\},$$

(2.9)

where $\psi_c(y_c, x)$ is a factor or (log-space) clique potential defined over random variables $Y_c \subseteq Y$, or clique $c$ and $y_c$ are the assignments to these variables.

The sum over the factors, or potential functions, is known as energy function and can be formalized as $E(Y, X) = \sum_c \psi_c(Y_c, X)$. Then partition function can be written as $Z(X) = \sum_Y \exp\{-E(Y, X)\}$.

As a fundamental step of conditional random fields, the field definition should be given. In computer vision applications, CRFs are defined over image sites such as pixels, segments or windows. After the field is defined, unary and pairwise potentials of the sites in the field are defined. Energy function in terms of unary and pairwise potentials can be formulated as

$$E(Y, X) = \sum_i \psi_i(Y_i, X_i) + \sum_{(i,j) \in \varepsilon} \psi_{ij}(Y_i, Y_j, X)$$

(2.10)

where $\varepsilon$ is the set of adjacent variable pairs.

In this study, potential functions are parameterized as log-linear models. Unary potential represents the likelihood probability of sites to take a certain label given the observed data as;

$$\psi_i(Y_i, X) = \log P(Y_i|X)$$

(2.11)

and

$$\psi_c(Y_c, X, \theta_c) = \theta_c^T \phi(Y_c, X).$$

(2.12)

where $\phi(Y_c, X) \in \mathbb{R}^n$ is fixed joint feature function and $\theta_c \in \mathbb{R}^n$ are parameters to be learned.

Pairwise potential represents how the neighboring labels $Y_j$ and data $X$ effect the label $Y_i$ at site $i$,

$$\psi_{ij}(Y_i, Y_j, X, \theta_{ij}) = \phi(Y_i, Y_j, X, \theta_{ij}).$$

(2.13)

Here $\phi_{ij}(Y_i, Y_j, X)$ can be defined as the concatenation or difference of unary potentials as suggested by Kumar and Hebert [49]. On the other hand, rather than using a function of unary potentials, totally different features can be extracted for adjacent nodes and they can be used as pairwise potential.
2.4.1.1 Parameter Estimation

The parameters $\phi_i$ and $\phi_{ij}$ are the weights introduced in the previous sections for unary and pairwise potentials respectively. Let $\theta = [\theta_i^T, \theta_{ij}^T]^T$ represent the whole parameter set. These parameters are estimated from the training set $X = x_1, ..., x_M$, where $M$ is the number of training samples and $Y = y_1, ..., y_M$ are the corresponding class labels. For estimating $\theta$, negative log-likelihood, $-L(\theta) = -\log P(\theta|Y, X)$, is minimized in a gradient descent fashion by the help of limited-memory variant of Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [53] with either exact inference or loopy belief propagation which is an approximate inference method.

BFGS method is an optimization algorithm for solving unconstrained nonlinear problems. BFGS method is one of the quasi-Newton algorithms. Quasi-Newton algorithms are hill-climbing optimization techniques which search for optimal points in the search space by checking the first and second derivatives. BFGS method is quite popular among these algorithms and its limited-memory variant is suitable for problems with over 1000 variables [53].

Let us formalize the entire parameter estimation procedure by simplifying the problem to a binary case. Given a set of training examples $M$, $P = \{x^{(i)}, y^{(i)}\}_{i=1}^M$ we want to find the $\theta^*$ that maximizes the likelihood of the observed data. We will learn a model of the conditional probability $P(Y|X)$ discriminatively, by making use of a logistic function

$$P(Y|X) = \frac{1}{1 + \exp^{-\theta x}} \quad (2.14)$$

$$\theta^* = \argmax_{\theta} L(\theta; D) = \argmax_{\theta} \prod_{m=1}^M P(y^{(m)} | x^{(m)}; \theta) \quad (2.15)$$

Equivalently, we can minimize the negative log-likelihood,

$$\theta^* = \argmin_{\theta} -L(\theta; D) = \argmin_{\theta} \sum_{m=1}^M -\log P(y^{(m)} | x^{(m)}; \theta). \quad (2.16)$$

Estimating the parameters $\theta^*$ can be accomplished minimizing the negative log-likelihood. For this purpose, we can employ stepwise optimization techniques such as gradient descent, as also employed in this thesis. The key intuition is that by taking steps in the direction of the negative gradient of $-L(\theta; D)$ which is the direction of steepest descent and we will eventually converge to a minimizer of $-L(\theta; D)$ because the negative log-likelihood (cost function) of the CRF is convex [50].

Let us further simplify the model by collapsing all feature functions of both unary and pairwise in order to generalize also triplet and quadruple feature functions etc. Let $\phi(D_i) \in \mathbb{R}$ be any feature function where $D_i$ is the set of variables in the scope of the $i^{th}$ feature. Each
feature has an associated weight \( \theta_i \) and given the features \( \{ \phi_i \}_{i=1}^n \) and the weights \( \{ \theta_i \}_{i=1}^n \), the distribution is defined as

\[
P(Y \mid X; \theta) = \frac{1}{Z(\theta)} \exp \sum_{i=1}^n \theta_i \phi_i(D_i)
\]

and partition function \( Z(\theta) \) as follows,

\[
Z(\theta) = \sum_Y \exp \left\{ \sum_{i=1}^n \theta_i \phi_i(D_i) \right\}.
\]

As mentioned above our cost function is simply the negative log-likelihood which is

\[
nll(Y, X; \theta) = \log(Z(\theta)) - \sum_{i=1}^n \theta_i \phi_i(Y, X) + \frac{\lambda}{2} \sum_{i=1}^n \theta_i^2.
\]

Note that the last term of equation 2.19 is the \( L_2 \) regularization term in order to control over-fitting of the model by adjusting \( \lambda \) parameter. In order to employ gradient descent we have to calculate partial derivatives which is in the form:

\[
\frac{\partial}{\partial \theta_i} nll(Y, X; \theta) = E_{\theta}[\phi_i] - E_D[\phi_i] + \lambda \theta_i.
\]

Here we have two expectations in equation 2.20. \( E_{\theta}[\phi_i] \) is the expectation of feature values with respect to model parameters and \( E_D[\phi_i] \) is the expectation of the feature values with respect to the data instance \( D \). By definition we have

\[
E_{\theta}[\phi_i] = \sum_{Y'} P(Y' \mid X) \phi_i(Y', X),
\]

\[
E_D[\phi_i] = \phi_i(Y', X).
\]

In equation 2.21 we sum over all possible assignments to the \( Y \) variables in the scope of feature \( \phi_i \). However, the computational burden of CRFs are rooted from equation 2.21 as well. Computing the conditional probability \( P(Y' \mid X) \) for each assignment requires performing inference for the data instance \( X \). Also a stepwise optimization such as gradient descent inference has to be performed in each iteration for each sample, which makes CRF training hard and prone to improvement. Lastly by following the parameter update rule \( \theta := \theta - \alpha \nabla_\theta (-\log P(Y \mid X) \theta) \), models parameters can be estimated correctly at the convergence.
2.4.1.2 Inference

Inference is generally defined as learning a model from the data for estimating the posterior probability \( P(C_k \mid X) \) of each class, \( k = 1, ..., n \). In CRF models, inference is finding the normalization constant \( Z \) and the marginal probabilities of each node for taking each state. After learning the model parameters \( \theta \) by parameter estimation, maximum a posteriori (MAP) assignments of the random variables \( Y \) are inferred by energy minimization,

\[
\arg\max_{\mathbf{Y}} P(\mathbf{Y} \mid \mathbf{X}) = \arg\min_{\mathbf{Y}} E(\mathbf{Y}, \mathbf{X}). \tag{2.23}
\]

In this thesis, during star-CRF experiments where only up to seven nodes exist in the graph, exact inference is used. However, Loopy Belief Propagation (LBP) \([24, 56]\) is used when the field is established over segments, since the excessive number of nodes hinders the usage of exact inference. Exact inference is a brute force method and as the number of nodes increases the computation becomes intractable.

LBP uses messages to update the probability of neighboring nodes even when there are cycles in the graphs. Although there is no guarantee for LBP to converge, in practice LBP is commonly used and gives satisfactory results. LBP is appreciated in terms of time complexity concern and generally preferred rather than other approximate inference methods for its simplicity \([69]\).

As \( \theta \) estimated, labels of test samples can be predicted by maximizing \( P(\mathbf{Y} \mid \mathbf{X}) \) which is obtained at inference step.

2.4.1.3 Parameter Sharing

If the nodes in the graph have the same states and the lattice is homogeneous, the same parameters can be used across all the nodes. In this case, number of parameters to be estimated is much less than the full-parametrization case. Hence, the complexity of the model decreases. However, for some tasks, parameter sharing may not be appropriate, since different nodes which take the same state may be interpreted differently. Therefore, according to the task and design of the graphical model, parameter sharing issue should be addressed.

Let \( \phi^{(i)} \) be the set of features that share parameter \( \theta_i \). Then our original CRF negative log-likelihood equation \([2.19]\) can be expanded as below:

\[
nll(\mathbf{Y}, \mathbf{X}; \theta) = \log(Z(\theta)) - \sum_{i=1}^{n} \theta_i \left( \sum_{j \in \phi^{(i)}} \phi_j(\mathbf{Y}, \mathbf{X}) \right) + \frac{\lambda}{2} \sum_{i=1}^{n} \theta_i^2 \tag{2.24}
\]

and the partial derivatives can be calculated as
The main difference with the full parameterized model is that in the parameter sharing case $\theta_i$ is not necessarily related with $\phi_i$ any longer. Instead $\theta_i$ is associated with a set of features $\phi^{(i)}$. $n$ is the total number of parameters and not necessarily the total number of features $\phi_j$.

2.4.1.4 Decoding

Decoding is defined as estimating the class labels of a test sample. During testing phase, the same inference method is applied as in the training phase. After obtaining conditional probability estimations of each class, maximum a posteriori (MAP) method is used to assign the class label to a test sample.

2.4.2 Methodologies for Modeling Spatial Structures

Studies modeling spatial structures vary both in their representations used to encode the spatial information and their approaches for learning. Inference on the generated graphical models depends on the model selection and may be considered as a representation dependent step.

In [38], Hoberg and Rottensteiner applies a basic CRF to IKONOS 4m multispectral image over varying size of windows. They aim to classify settlement areas and show that even with basic features a CRF classifier which incorporates spatial relations outperforms a traditional classifier such as maximum likelihood classifier. For feature extraction, they obtain the gradient image first. Then, they construct a histogram by summing the responses in each selected direction. Mean and variance values of peak bins in this histogram and number of peak bins over the mean value of the histogram are used as features. As pairwise potential, difference of unary potentials is used. Hoberg and Rottensteiner state that loopy belief propagation (LBP) inference and Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm for parameter estimation is a frequent combination in CRF studies and they also employ these methods in their study [38].

A similar study is conducted in [6], for urban area detection in satellite images, where a CRF model is used for integration of cues such as color, texture and edges. After quantizing color and texton filter-bank responses, they apply joint boosting to obtain discriminative features. They also add edge cues and obtain unary features. Although, the unary features are more diverse, the fundamental lattice formation over segments stays the same. As for the inference step, they follow a different algorithm, namely Swendsen-Wang cut algorithm [77].

One of the pioneering studies which employs both contextual and hierarchical representations with a relationship learning process and Bayesian inference algorithm, is proposed by Porway
et. al [1]. Their approach presents a grammar-based hierarchical and contextual model for object recognition. This grammar-based model combines a stochastic context free grammar [52] with a Markov Random Field (MRF) to capture both local and global context and combines bottom-up information with top-down knowledge. They represent the frequency of occurrence and type of object parts with a stochastic context free grammar and model the spatial and appearance relationships between them using MRFs, thus create a constrained grammar that can represent a huge number of instances for a single category. Another contribution of this study is that, this contextual and hierarchical model learns statistical constraints on the appearances and relationships between different parts of the image classes in a minimax entropy framework [80]. This framework selects the set of contextual relationships necessary for modeling the object class; begins with a large set of relationships that could potentially exist between parts, then iteratively selects only those relationships that help the model best match true statistics for that image class. They separated hierarchy into two sets for objects and scene which enables to plug-in any object detection algorithm for bottom-up detection procedure. They employed compositional boosting [78] for some specific bottom-up proposals.

In [28], a region and object based model for object-detection is proposed through a hierarchy of CRFs. In the bottom level, a CRF is comprised of pixels as probabilistic graphical model nodes and features are extracted in pixel level accordingly, a unified energy function made it possible to incorporate bottom-middle and top level random fields. In the middle level, segments are formed as the model nodes and contextual relations between segments are revealed with region statistics. Finally, as the top-most level of the proposed hierarchical graphical model, segments and objects are connected to each other and contextual relations between objects are extracted from positional relations of the objects both considering segment level interactions at once. The model employed for this graphical model is a conditional MRF (CRF) that is trained by labeled images from both levels with logistic regression and inference is conducted by use of hill-climbing.

Jiang et.al. propose a context based concept fusion model for semantic concept detection [42]. In [42], posterior probabilities for several classifiers are fed to a CRF model for generating updated posterior probabilities through a fully-connected CRF where each node represents a concept. This corresponds to class labels in our case.

Lee et.al. propose a model, namely support vector random fields, which combines the ability of CRFs to model different types of spatial dependencies and the appealing generalization properties of support vector machines (SVM) [39]. Their approach employs an observation-matching potential by changing the unary potential in CRF model. Therefore they combined the discriminative classification power of SVMs with spatial context encoding power of CRFs.

Bovolo and Bruzzone’s work [9] is another attempt to combine the discriminative power of SVMs and the strength of graphical models to address spatial-contextual cues. They utilize the class conditional densities of multiple SVMs and feed them to a MRF model in order to obtain the final class labels.
In the study of Roscher et.al. [63], they suggest to use import vector machine, which is a probabilistic version of SVM, and feed the probabilistic output as potentials to the CRF. They claim that it is a quite powerful classifier combination for land cover classification.

### 2.5 Sparse Autoencoders

Autoencoders come from the family of neural networks. An autoencoder neural network is an unsupervised algorithm which employs backpropagation by setting the target values to be equal to the inputs [57]. In other words, an approximation of the identity function, \( h_{W,b}(x) = \hat{x} \approx x \), is aimed to be learned. The semantic in this approach is to observe the structure in the data by enforcing some constraints during the approximation process. For instance, when spectral values of pixels in a 10x10 patch, meaning that there are 100 input units, are fed to an autencoder where the number of hidden units \( s_2 \) are fixed to 50, we force the autoencoder to learn compressed representation of the input data. As commented by the Ng, this autoencoder presents the correlations in the data and learns low-dimensional representation similar to a principal component analysis (PCA) output [57].

On the other hand, if the constraint on the number of hidden unit is to be quite large than the number of input units, most of the units become inactive, in other words their output values approach to zero. This is called sparsity and the constraint of large number of hidden units is called the sparsity constraint. This sparsity constraint is embedded to the formalization of a neural network by introducing an additional sparsity regularization term as follows,

\[
J_{\text{sparse}}(W,b) = J(W,b) + \beta \sum_{j=1}^{s_2} KL(\rho \parallel \hat{\rho}_j),
\]

where \( J(W,b) \) stands for the energy term for neural networks and \( KL \) stands for Kullback-Leibler divergence [47] and \( \hat{\rho}_j \) is the average activation of the hidden unit \( j \).

Before applying a sparse autoencoder, the input data is to be passed through several preprocessing steps, namely contrast normalization and whitening. Contrast normalization is accomplished by mean subtraction. It is then followed by whitening operation. Whitening transformation is a preprocessing step which decorrelates the covariance matrix \( M \) of a set of random variables to identity matrix of a new set of random variables. After applying whitening operation over each sample, adjacent pixels become less correlated and we manage to remove aliasing artifacts in the image which can improve the features learned [16]. Normalization and whitening steps carry significant importance while learning sparse autoencoders.
2.6 Chapter Summary

In this chapter, firstly, challenges encountered during classification of remote sensing area are discussed. Then, the computer vision methods, such as segmentation and feature extraction, which are fundamental steps employed to remote sensing data before classification are overviewed. Then, object classification task in remote sensing is formalized and principles of probabilistic graphical models, especially conditional random fields, are presented. After the brief introduction about conditional random fields, some of the methodologies in the literature which share some basics to the proposed method in this thesis are pointed out. Lastly, sparse autoencoders, which is utilized in this study for extracting representative character of a target area, is briefly explained.
CHAPTER 3

A CONTEXTUAL MODEL WITH CONDITIONAL RANDOM FIELDS

This chapter introduces the proposed contextual conditional random fields approach which is applied to remote sensing images. First of all, overview of the proposed system is provided. Then, a new concept to represent the context information about a specific target is defined in the framework of conditional random fields (CRF). Finally, a new model of CRF proposed which integrates the context information into a simple CRF topology, called star structure.

3.1 System Overview

In this thesis, a contextually consistent target classification scheme for satellite imagery, is proposed. For this purpose, a contextual conditional random field (CRF) model is developed. This chapter introduces our contextual target classification model which is a three-stage algorithm as shown in Figure 3.1.

At the first stage, the most discriminative feature of the target class is determined by sparse autoencoders presented in Chapter 2.5. Then, image is filtered to capture the areas with this discriminative feature and they are named as candidate regions which are also represented as the central node for our model. In our model, for each candidate region, a separate conditional random field is solved to determine whether the candidate region belongs to the target class or not.

The second stage is performed in order to obtain land use/land cover (LULC) class nodes in the conditional random fields which are formed around each central node with a predefined radius parameter. After segments are obtained by mean shift segmentation, extracted features from these segments are fed to support vector machine (SVM). Hence, class labels of segments, which can be water, forest, agricultural land, urban land, soil and concrete, are obtained. Segments with the same class label are combined into a single region, called meta-segments. In this manner, LULC classes can be used as concepts during the third stage. At the third stage, each of the combined regions represents a node in the conditional random field of that candidate in a neighborhood.
Figure 3.1: Flow chart of the proposed contextual conditional random fields model.
In the CRF framework, for each candidate region, a conditional random field is constructed such that the candidate region is the central node and combined regions of LULC classes in the neighborhood of that candidate region are the remaining nodes. Features are extracted from the candidate region and from combined class regions. These features are used for obtaining association potentials. As for the pairwise potentials, co-occurrence frequencies of LULC classes with the candidate region in three different proximity scales, namely adjacency, close neighborhood and context neighborhood, are used.

In this thesis, a target class is expected to have spatial contextual characteristics. For this reason, in this chapter, the notion of context is discussed first. Secondly, the methodology for defining the context of a target class is studied. Contextual cues about a target class can be gathered from domain knowledge and can be transformed into rules. On the other hand, in this thesis, we have demonstrated that rules that come from domain knowledge can be verified by machine learning algorithms, such as sparse autoencoders. Then, the neighborhood concept where the context is defined is explained. The main issue is to combine the contextual cues of the target and information that comes from the neighborhood. In the last section, the conditional random fields to achieve this task is introduced.

3.2 What is Context?

Context is a powerful cue in computer vision research and frequently associated in classification tasks. However, its formalization is hard. Turney and John et.al. make a formal definition of context in terms of subsets of strongly or weakly relevant features for supervised machine learning algorithms [73, 43]. They claim that a feature is primary if classification can be conducted just based on this feature. The feature is contextual if it helps the classification, yet not enough by itself for assigning a class label and the feature is irrelevant if it does not help classification at all.

Although the above suggestions are well formalized, definition of context alter for each problem domain. In the computer vision literature, a common point about context definitions is "any and all information that may influence the way a scene and the objects within it are perceived" [11]. Biederman’s definition, "meaningful visual information comes to us in the form of scenes", has an impact on the formation of this common point [12]. Biederman defines context by examining relations between an object and its surroundings. According to Biederman’s categorization of contextual relations, objects in a scene can be interpreted in terms of i) interposition, ii) support, iii) probability, iv) position and v) size. The first two relations can be coded by the physical space of the objects in the image. Last three relations, however, can be used to define context of objects according to each other.

Recent studies show that contextual features can be grouped into three categories; namely, semantic context (probability) which defines context as its co-occurrence with other objects in the scene, spatial context (position) which is the likelihood of existence of an object in some position with respect to other objects in the scene and scale context (size) which defines
context based on the scales of an object with respect to other objects in the scene [25].

However, there are many other types of context such as local pixel context, photogrammetric context (camera height, resolution etc.), illumination context (sun direction, sky color, shadow contrast, etc.), weather context, geographic context (GPS location, terrain type, etc.), temporal context (capture time, alongside frames, etc.) and cultural context (photographer bias, dataset selection bias, etc.) [10].

Context definitions can also be grouped into two levels, namely local and global, as discussed in [25]. Global context covers image as a whole (e.g. a highway in rush-hour indicates the presence of cars), local context considers context information from surrounding regions of the object (e.g. a car indicates the presence of the tires and windshield).

In this thesis, considering context in a local frame, semantic and spatial context are selected to interpret scenes in remote sensing images. Our definition of these concepts are as follows:

**Definition 3.2.1** Let A and B be random variables that represent two different objects (or areas). The semantic context of A is defined as either

1. \( p(B) \leq p(B \mid A) \) and \( p(A) \leq p(A \mid B) \), in other words, co-occurrence of A and B is quite likely and the existence of A gives a strong clue about the existence of B, or

2. \( p(B) \leq p(B \mid A) \) and \( p(A) \leq p(A \mid B) \), in other words, co-occurrence of A and B is quite unlikely and the existence of A gives a strong clue about the nonexistence of B in the scene.

where \( p(.) \) indicates the probability of occurrence.

**Definition 3.2.2** Let A be a random variable that represents an area (or object), B be the set of random variables that support the likelihood of A, C be the set of random variables that support how unlikely of A to be in the scene. Let \( \epsilon_A \) be a scalar for defining the neighborhood of the area A represents. Then spatial context of A is defined as:

\[
p(A) \leq p(A \mid B_i \in \epsilon_A, C_j \notin \epsilon_A)
\]

for any i and j. Meaning that, given the existence of a variable from set B and the nonexistence of a variable from C increase the occurrence probability of A to be in the scene. The following inequalities define the spatial context from the other way around,

\[
p(B) \leq p(B \mid B \in \epsilon_A) \text{, } p(C) \geq p(C \mid C \in \epsilon_A)
\]

likelihood of a variable from set B increases if given to be in the neighborhood of A, and similarly, likelihood of a variable from set C decreases if given to be in the neighborhood of A. In particular cases, there may be limits to these likelihoods as depicted below,

\[
\alpha_{B_i} \leq p(B_i \mid B_i \in \epsilon_A) \text{, } p(C_j \mid C_j \in \epsilon_A) \leq \alpha_{C_j}
\]
for any i and j. These limits, $\alpha_B i$ and $\alpha_C j$, can be defined specific to each problem and they can be acquired either from expert knowledge or be learned from data.

These definitions fit with the contextual feature definition of Turney [73]. Although, semantic and spatial context cues do not identify the class label, they are strongly relevant and support the likelihood of certain classes according to the definitions above.

The reason to avoid global contextual cues, such as geographic information and azimuth angle etc., is unavailability for some scenes. If metadata information of images are present, these global contextual cues can be incorporated to the classification process as well.

3.3 Whose Context?

Remote sensing objects or areas may seem to obey certain contextual rules according to objects in natural images. For instance, if a car in a natural image is assumed to be always on the road, a promotion car on the wall of a building, or cars in a multi-storey parking lot falsify this statement. Although more unlikely, a car in a satellite imagery can be observed on the top of a building rather than on the road as well. Thus, if the context of a remote sensing object is defined to comply with a specific rule, this context definition may fail for some unseen samples. However, this is generally more unlikely than the natural images and for some objects or areas in satellite images, certain rules are always followed by the nature of these objects or areas. In this thesis, such objects or areas are called as contextually consistent.

For recognizing an object, the main point is to capture the invariance of the object which is generally quite easy for human eye. Invariance is an important concept and generally hard to pinpoint. In an abstract point of view, invariance $V$ of an object is the set of cues / features / definitions / properties that do not change regardless of the random changes in semantic and spatial context for the object of interest. For airfields, invariance is defined as long straight parallel lines in [22]. This intuition comes from the domain knowledge due to the function and nature of the area. Such invariants can be perceived as compositional context of an object as well. Hence, we consider this invariance as part of compositional context of airfield class, and obtained parallel straight lines longer than 1 kilometer by the help of an external line segment detector algorithm [76].

For the showing the statistical foundation of this choice, we have conducted experiments making use of sparse autoencoders. Representative features are obtained for the airfield class by feeding training samples to a single-layer sparse autoencoder. The visualization of the results can be observed in Figure 3.2. Each small square corresponds to the weights learned in one of the hidden units of the sparse autoencoder. Each pixel in each square represents the weight learned in the corresponding hidden unit for one of the inputs units.

As seen in Figure 3.2 the most repetitive feature is parallel lines, though there exist other features as shown, namely departure end and wheel track. For simplicity, squares that corre-
spond to parallel lines are not marked in Figure 3.2. Hence, the invariance or compositional context of the airfield class can be defined as a set of these visual cues, as statistically demonstrated by the sparse autoencoders. In this study, only the most repetitive feature, which are parallel lines, is utilized for simplicity.

As a further demonstration, learned representations are used to convolve. A test image and its response images are superposed in order to obtain the regions that have the highest response. As expected, only the runway regions and some main taxiroutes gave a response over an empirical threshold. As can be observed from Figure 4.5, the detected regions are all similar to the appearance of runways.

### 3.4 Where to Search for Context?

Given a scene which contains a characteristic object, its label can be inferred by analyzing its contextual relations within the scene. These relations can be formed over the surrounding related classes (local) or formalized over the entire scene (global). In this thesis, local contextual relations are investigated.

As the first step, pixels in an image are clustered into segments by mean shift algorithm. These segments are classified according to features which are non-informative about any contextual cues. Table 3.1 summarizes the features used in this classification step. Detailed information about the features can be found in section 2.2.1.

This step is to obtain the very first posterior labels. Most of the studies in literature stop after this step. Nevertheless, performance results may be poor if context is ignored. Context play
an important role for the distinction of objects with similar spectral, textural or shape features. In this study, we suggest a second step which updates posterior labels of first step according to context.

Given a segmented image and a candidate region of characteristic object, segments with the same posterior label in the neighborhood of the candidate are combined and formed *meta-segments*. For a candidate region, number of meta-segments in its neighborhood can range from 1 to n, as n is the number of classes used in the initial classification (LULC classes).

The neighborhood concept here is also varying. It can vary from zero to half of the image size in terms of pixels. Let us examine three cases for the neighborhood selection. If it is selected as zero, only the meta-segments which lie under the candidate area would be considered during second step. If it is selected as the half of the image size, all meta-segments in whole image would be taken into account. This can be considered as one type of global contextual information (other global information could be image parameters such as acquisition time and azimuth angle for remote sensing images). If the neighborhood is selected as between these extreme cases, meta-segments which only exist in that neighborhood would be considered during formation of the contextual model around the candidate. This is the local contextual influence examined in this thesis. Since using distant segments would not bring any significant contextual information, an acceptable neighborhood, 600 meters around the airfield, which
comes from domain/expert knowledge is used.

Let the set of existing meta-segments in the selected neighborhood is \( \{m_1, ..., m_e\} \), as it ranges from 1 to \( n \). Conditional random field model is formed over this set of meta-segments and the candidate itself. The following section presents the details of the proposed model.

### 3.5 How to Search for Context?

In [62], studies integrating context for scene parsing problem are categorized into three groups, namely rule-based approaches, additional features approaches, and graphical model approaches. Scene parsing problem is similar to our problem, although we are only interested in the final label of the target area and not interested in the labels of other segments. Roncevic states that rule-based approaches, which integrate context as hard-coded rules during classification tasks, such as [68], are easy to interpret for humans, yet require extensive effort for hand-coding each rule and they are abandoned nowadays. Approaches in another category consider context as an additional feature alongside the appearance features during classification. Recent artificial neural networks approaches, such as Convolutional Neural Network (CNN) [30] and Recursive Neural Network (RNN) [66], belong to this category as well. The advantage of the approaches in this category is the ability to add contextual features easily. However, contextual interactions are needed to be simplified in most cases. Artificial Neural Networks can handle contextual interactions without simplifying, yet extending the architecture for new labels are quite hard in these networks and there is little control on how to learn contextual features in such systems [62].

As stated in [62], probabilistic graphical models are frequently used for including context in classification tasks. Due to their nature, graphical models are capable to represent contextual relations quite conveniently. Especially, conditional random fields allow quite complex interaction functions between nodes and hence becomes superior over other candidates such as Markov random fields.

After visiting the existing methodologies that integrate context into the classification, from here onwards, we introduce our contextual star conditional random fields model (CS-CRF).

### 3.6 Topology of CS-CRF

Designing the topology is a fundamental step for constructing a probabilistic graphical model. Recently, the topology of graphical models are designed by structure learning methods in computer vision. However, it requires processing massive data in order to comprehend the underlying model [45]. Therefore, rather than learning the structure, we propose a star topology in order to represent the contextual aspect.

Let us introduce the basic concepts for CS-CRF, defined over a graph \( G = (N, E) \), where N
Table 3.2: Integration of context for scene parsing tasks in recent literature[62]

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>CONTEXT LEVEL</th>
<th>CONTEXT TYPE</th>
<th>CONTEXT INTEGRATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socher et al., 2011 [66]</td>
<td>Local</td>
<td>Unknown</td>
<td>RNN</td>
</tr>
<tr>
<td>Tighe and Lazebnik, 2010 [70]</td>
<td>Global/Local</td>
<td>Spatial/Semantic</td>
<td>MRF</td>
</tr>
<tr>
<td>Grangier et al., 2009 [30]</td>
<td>Local</td>
<td>Unknown</td>
<td>Deep CNN</td>
</tr>
<tr>
<td>Gould et al., 2008 [29]</td>
<td>Global/Local</td>
<td>Spatial/Semantic</td>
<td>CRF</td>
</tr>
<tr>
<td>He et al. 2004, 2008 [36, 35]</td>
<td>Global/Local</td>
<td>Spatial/Semantic</td>
<td>Multiscale CRF/Mixture of CRF</td>
</tr>
<tr>
<td>Rabinovich et al., 2007 [61]</td>
<td>Global</td>
<td>Semantic/External</td>
<td>CRF</td>
</tr>
<tr>
<td>Kumar, 2005 [48]</td>
<td>Global/Local</td>
<td>Spatial/Semantic</td>
<td>Hierarchical Discriminative CRF</td>
</tr>
</tbody>
</table>

represents the set of nodes and E represents the set of edges. Set of nodes in G consists of namely the seed node \(n_0\) and the surrounding nodes \(\{n_i\}_{i=1}^c\). Definitions of seed node and surrounding nodes are given as following:

**Definition 3.6.1 Seed Node:** The central node \(n_0\) in the star topology is named as seed node, since the context of the seed node is the basis for the model. Seed node in our model represents the candidate region of the target class.

**Definition 3.6.2 Surrounding Node:** In the star topology, a surrounding node \(n_i\) is the node which is not the seed node and whose task is to support the seed node. A surrounding node in CS-CRF represents one of the LULC class regions, in other words a meta-segment, in the neighborhood of the candidate region.

**Definition 3.6.3 Edge:** An edge between two nodes of CS-CRF represents the contextual interaction of two corresponding regions in the image. In star topology, contextual interactions are limited to between a seed node and a surrounding node. Contextual interactions between two surrounding nodes, are omitted in CS-CRF, since we are only interested in the final label of seed node and the messages to be passed during inference is restricted to flow over seed node which has created the model with its contextual influence.
Graphical comparison of star model with a fully-connected model can be observed in Figure 3.3 where \( n_0 = C_t \) and \( n_i = \{C_1, C_2, C_3, C_4, C_5, C_6\} \).

Figure 3.3: Fully connected CRF model (left), star CRF model (right).

The formulation difference arises from the adjacent pairs set which contribute to the energy function. In fully-connected model, adjacent pair set contains all pair combinations of nodes, \( \varepsilon(i, j) = \{(1, 2), (1, 3), ..., (1, c + 1), (2, 3), ..., (c, c + 1)\} \) and number of pairs is \( \frac{(c-1)c}{2} \). In star model, set of adjacent pairs is \( \varepsilon(i, j) = \{(1, c + 1), (2, c + 1), ..., (c, c + 1)\} \) and number of edges is \( n \), as there are \( n \) meta-segments representing LULC classes and \((c+1)^{th}\) node is the central node representing the candidate region of the target class.

### 3.7 Energy Function of CS-CRF

The proposed star model follows the definition in Section 2.4.1. The energy function in our model can be formalized as

\[
E(Y, X) = \sum_i \psi_i(Y_i, X_i) + \sum_{(i,j) \in \varepsilon} \psi_{ij}(Y_i, Y_j, X) \tag{3.1}
\]

where \( \psi_i(Y_i, X_i) \) stands for unary potential of \( Y_i \) in the clique \( i \) and \( \psi_{ij}(Y_i, Y_j, X) \) stands for pairwise potential of \( Y_i \) and \( Y_j \).

Unary potential in the proposed model is

\[
\psi_i(Y_i, X_i, \theta_i) = \sigma(Y_i | \theta_i, \phi_i(Y_i, X_i)) \tag{3.2}
\]

where \( \sigma \) stands for multi-class logistic classifier and \( \phi_i \) is a feature function.

Pairwise potential in the proposed model is

\[
\psi_{ij}(Y_i, Y_j, X, \theta_{ij}) = \sigma \left( y_{ij} | \theta_{ij}, \phi_{ij}(y_i, y_j, x) \right) \tag{3.3}
\]

where \( \sigma \) stands for multi-class logistic classifier and \( \phi_{ij} \) is another feature function.
3.8 Parameter Estimation of CS-CRF

In this section, two different approaches, adopted during parameter estimation, are specified. The first approach is full parameterization where all states of each node across different images are parameterized separately. With this approach, number of parameters to be estimated may be enormous, and parameter estimation may become computationally demanding. Let us consider a lattice generated from pixels in an image. As the number of pixels grow rapidly, estimating separate parameters for each pixel in its vicinity is neither computationally efficient nor there would be enough data for accurate estimation.

Second approach is parameter sharing. When there are random variables in the model such that they are replicated between and within models, they are called template variables and parameter sharing becomes possible. Figure 3.4 and Figure 3.5 demonstrate examples of sharing between and within models respectively. In these examples, a Bayesian network is constructed from a family tree where child nodes have directed edges coming from their parents’ nodes. In Figure 3.4, corresponding Bayesian networks of a small family tree and a bigger family tree which contains the small family tree are depicted. As can be observed, the structure in the corresponding graph of the small tree is preserved in the graph of the bigger family tree. That is why it is called sharing between models.

Figure 3.4: Example of sharing between models.
In Figure 3.5, a repetitive structure within the model, how two directed edges from parent nodes are connected to a child node, is depicted.

Figure 3.5: Example of sharing within a model.

Sharing is observed in our problem as well, in the forms of sharing across pairs of a node and its region, sharing across adjacent pairs of a candidate region and a meta-segment, and sharing across models obtained from different samples. Figure 3.6 illustrates within model sharing in our problem. As red node represents the seed node in our model, parameters of red edges between nodes are shared as well as parameters of edges between a node and its meta-segment.
Figure 3.6: Example of a partial template model.

Figure 3.7 demonstrates differences of full parameterization and parameter sharing in the proposed star CRF model. In the parameter-shared star CRF model, there exists 7 states for each node, $y^{(t)} = \{1, 2, 3, 4, 5, 6, 7\}$. Meaning that, each node can be assigned to one of the seven classes. In other words, a soft-max classifier, which is the multi-class version of a logistic classifier, is used at the heart of the conditional random fields. For our problem, when parameters are shared across nodes and edges, number of parameters to optimize is reduced to 343 in total. In the fully parameterized version of the star model, each node has two states, meaning that its initial label is true or not, $y^{(s)} = \{0, 1\}$. This kind of representation is enough, since we are only interested in whether the candidate region belongs to the target class or not. When all the states of all the nodes have separate parameters, there exists 390 parameters in the proposed star model in total.

In our problem, number of node features, $|nf|$, is 21 with an additional bias feature and number of edge features, $|ef|$, is 4 with an additional bias feature. Number of nodes, $c$, is 7 and number of edges, $|e(i, j)|$, is 6 for star model case and $\frac{c(c+1)}{2} = 21$ for fully-connected model. According to these values, Table 3.3 summarizes the number of parameters in discussed CRF models.
Table 3.3: Number of parameters and their calculations for fully connected and star models when parameters are shared or not.

<table>
<thead>
<tr>
<th>Model</th>
<th>Shared Parameters</th>
<th>How to Compute Number of Parameters</th>
<th>Number of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully-connected parameter shared</td>
<td>node &amp; edge parameters</td>
<td>$</td>
<td>n_f</td>
</tr>
<tr>
<td>Fully-connected full-parameterization</td>
<td>none</td>
<td>$c \cdot</td>
<td>n_f</td>
</tr>
<tr>
<td>Star parameter shared</td>
<td>node &amp; edge parameters</td>
<td>$</td>
<td>n_f</td>
</tr>
<tr>
<td>Star full-parameterization</td>
<td>none</td>
<td>$c \cdot</td>
<td>n_f</td>
</tr>
</tbody>
</table>

3.9 Inference in CS-CRF

For computing a marginal probability, the joint probability distribution is to be summed or integrated over one or more variables. This computation can be performed as a sequence of operations by choosing a specific ordering of the variables, considering that the joint probability is a factored expression over subsets of the variables. Consequently, we can make use of the distributive law to move individual sums or integrals across factors that do not involve the variables being summed or integrated over. Exact inference is the process of summing probabilities while eliminating variables iteratively. Assuming that each individual sum or integral is performed exactly, then the overall algorithm yields an exact numerical result.

There are several other algorithms that produce exact marginals, but share intermediate terms in the individual computations, such as the sum-product and junction tree algorithms. These algorithms employ message-passing operations on graphs, where the messages are exactly these shared intermediate terms. When the convergence is reached, marginal probabilities for
all cliques of the original graph are obtained.

In the proposed star CRF model, since the graph is quite small, utilizing exact inference does not bring any hindrance. Therefore, for solving the proposed star CRF model, exact inference is used during both learning and testing steps.

### 3.10 Contributions of CS-CRF

In our study, a contextual conditional random field model is proposed for the classification of contextually consistent complex remote sensing objects. The novelties in our proposed model are listed as following:

- **Seed node:** The target object or area is represented as the center node in the conditional random field, since the model is motivated by the context of the target class.

- **Meta-segments:** In contrast to the segment-based CRF approach in many studies, the proposed model is based on meta-segments around the center node. Meta-segments are obtained by merging segments with the same label after the initial classification. This approach has two advantages over the classical CRF representation [38]:
  
  - **Model complexity:** Model complexity can be kept under control, since the number of nodes does not change by the number of segments, but by the number of classes. Graphical model node size can be maximum \( n+1 \), as \( n \) is the number of LULC classes and an additional node is for the target class. This is quite advantageous, since limited number nodes means that **exact inference** is possible.
  
  - **Feature representativeness:** Features extracted from meta-segments are expected to have superior representativity, especially for textural areas. One may claim that classification errors from the initial step may flatten the probability distribution of classes. However, we utilize a strong support vector machine for the initial classification and expect these cases to be minimal. Even with such wrongly-labeled segments to be mixed with correctly-labeled segments, the deviation from the original distribution of the class that meta-segment represent is likely to have smaller effect on the posterior probability of the target class rather than having these segment to contribute individually in the graphical model. These segments are probably outliers, and direct effect of them on the posterior probability of the target class is not favorable.

  Although posterior probabilities of LULC segments cannot be individually updated in meta-segments approach, the aim of this study is to correctly identify contextual complex target area rather then its surroundings, thus this situation is disregarded.

- **Spatial interactions:** As the nature of CRFs, interaction potentials can be obtained after employing quite complex functions. Although, in earlier studies, interaction potentials
are simply acquired by concatenating or taking difference of adjacent nodes, in this study we have followed a different approach and defined the spatial contextual interactions as co-occurrence statistics of classes in three different scaled neighborhoods.

Table 3.4 summarizes the utilized features.

### Table 3.4: Class co-occurrence ratios as spatial context features applied in three different scales of neighborhood.

<table>
<thead>
<tr>
<th>SCALE OF THE NEIGHBORHOOD</th>
<th>DESCRIPTION</th>
<th>FORMALIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overlapping</td>
<td>Percentage of each class (their corresponding meta-segments) overlapping with candidate region</td>
<td>$O_{ij} = \frac{</td>
</tr>
<tr>
<td>Adjacent</td>
<td>Percentage of each class (their corresponding meta-segments) adjacent with candidate region</td>
<td>$A_{ij} = \frac{</td>
</tr>
<tr>
<td>Nearby</td>
<td>Percentage of each class (their corresponding meta-segments) in the contextually meaningful neighborhood of candidate region</td>
<td>$N_{ij} = \frac{</td>
</tr>
</tbody>
</table>

- **Star-structure**: Star structure is one of the major strengths of the proposed model. As the aim is to correctly classify the candidate region which is positioned at the center of the model, other nodes are expected to interact over the central node. This way, the semantic or probabilistic context of the central node strengthens.

### 3.11 Chapter Summary

In this chapter, first of all context notion is discussed. Then the details of the proposed model, which employs context to the remote sensing object classification task, are given. The proposed model is a star-structured conditional random field, constructed over a seed node which represent the target class. The target class is expected to form its own context around its surroundings. The surroundings of the target area are initially classified to be merged and form meta-segments. Thus, the spatial contextual relations are formulated over the co-occurrence statistics of these meta-segments in the pairwise potentials of the CRF model.
CHAPTER 4

EXPERIMENTS ON REMOTE SENSING IMAGES

In this chapter, the importance of context during classification is analyzed by a set of experiments. First, classification with low-level features is conducted while disregarding any contextual information. In the second set of experiments, a second stage is proposed which includes conditional random fields over the labels obtained in the first experiment. This second stage is analyzed further in terms of model selection. Fully-connected model and star model are compared. Effects of parameter sharing is also examined in star models.

4.1 Classification of Target Regions in Remote Sensing Images

The aim of this study is to identify a target region in a remote sensing image by characterizing its context with co-occurrence statistics of LULC classes in its surroundings. In this study, we select airfield regions as our target regions and we use six auxiliary LULC classes, namely water, forest, agricultural land (greenland), urban, soil, concrete. These LULC classes are chosen empirically, after careful observations of most likely occurrences of classes in the neighborhood of the airfield candidates.

4.2 Dataset

In this thesis, four multispectral remote sensing images from GEOEYE satellite are used to test the validity of the proposed method. Resolution of each image is approximately 2 meter per pixel. In 4.1, the statistics of the dataset is summarized. Image size in terms of pixels are provided along with number of segments utilized in initial classification phase and number of LULC classes in that phase are given. Furthermore, number of candidate regions in each image and number of candidate regions which reside on target region are provided. In the dataset of four images, there exist 189 candidate regions in total and 77 of these candidate regions belong to the airfield areas. Figure A.1, A.2, A.3, and A.4 exhibits the red-green-blue band combination of each image respectively.
4.3 Finding the Context by Sparse Autoencoder

Identification of the context information is the most crucial part of the context dependent classification schemes. In this study, the contextual features of the target objects are identified by sparse autoencoders by the help of libORF library [21]. Sparse autoencoders are known as powerful tools for feature extraction from the image databases. After collecting square patch samples over airfield areas, patches are first normalized for contrast across all dataset. Contrast normalization is accomplished by mean subtraction from each band separately. Contrast normalization is followed by whitening where we employed zero-phase whitening with regularization in order to slightly smooth (or low-pass filter) the input patches. After applying whitening operation over each sample, adjacent pixels become less correlated and we manage to remove aliasing artifacts in the image which can improve the quality of learned features [16]. Whitening is a crucial preprocessing operation for removing redundancy in the input data.

During training a sparse autoencoder, determining patch size and number of hidden units that controls the sparsity, requires careful analysis of the dataset. While collecting sample patches, including the surrounding pixels that does not belong to the target class may confuse the autoencoder. However, to some degree including surrounding pixels may be useful and their correlation with the target class may be exposed. For analyzing the effect of patch window size, we have trained autoencoders with three empirical patch size values, 16, 20, and 28. Visualization of the hidden units shows what is learned in each unit. In each figure below, small square patches has the same size with the size of collected patches, and total number of patches in the visualization gives the number of hidden nodes in the model. Effect of patch windows size can be observed from figure 4.1, 4.2, and 4.3. As the patch window size increases, the learned features get smoother. This fact is expected in sparse autoencoders because, number of hidden units effects the sparsity of the learned model. All the hidden units share the same sparsity parameter and only the most discriminating hidden unit fires while suppressing other units to zero. As patch size increases, number of input units also increases and this results in more compressed hidden unit actions, in other words smoother features. In figure 4.4, learned characteristics has a wider range than in figure 4.3. For instance, crossing of taxiroutes, which is a part of airfield, can be observed in some hidden
units in figure 4.4 even though they cannot be observed as number of hidden nodes is 100. In addition to that hidden units representing departure end of an airfield is observed more frequently, almost at the same frequency with parallel lines, when the number of hidden units is 400.

Figure 4.1: Patch dimension is 16 and hidden node size is 96.

Figure 4.2: Patch dimension is 20 and hidden node size is 100.
Figure 4.3: Patch dimension is 28 and hidden node size is 100.

Figure 4.4: Patch dimension is 28 and hidden node size is 400.
In order to identify the contextual cue of airfields by using sparse autoencoders, we can either choose the most repetitive feature in the filter bank learned, or we can simply convolve the test image by using the learned features. While the former approach is taken in this thesis, the latter is also applicable and straightforward. Test image is convolved by using each of learned features separately and then all of the response images are added up together (superposed/superimposed). Superposing results in a heat map like combined-response image and it can easily be thresholded for further use. In the figure 4.5, original image on the left is convolved with the learned features illustrated in figure 4.1 and response image is empirically thresholded. As can be seen from the resulting mask in figure 4.5 right, highest response is observed continuously on the runway regions as parallel lines.

Figure 4.5: Original image (left) and binary mask of long parallel lines in the original image (right). Binary image is obtained by applying a threshold to the superposed responses of all convolution filters of sparse autoencoder. This demonstrates the choice of long parallel lines as the most repetitive and representative feature is statistically consistent.

Therefore, long parallel lines are used as context features of airfields in this study. In the following subsections the suggested contextual model is constructed and tested by a CRF architecture, built around parallel line feature.

4.4 Extraction of Candidate Regions

Region of interest in this study is the neighborhood of the target area which is the surroundings of an airfield in this case. The dataset is constructed by extracting long parallel lines with a line segment detector algorithm [76]. We have chosen lines which consist of more than 125
pixels, empirically. Thus the candidate regions for airfield class are the bounded areas of extracted long parallel lines. Figure 4.6 shows the superposed candidate parallel line bounded regions, which are called as PLBR after this point, as in [22]. In figure 4.6 the rightmost image shows the PLBRs overlaid on the image. In this image, each PLBR is marked by the color of its corresponding class. Red PLBRs indicate that they are on the airfield area. Class colors for the surrounding classes are as follows: Orange for soil, purple for urban, cyan for concrete or asphalt, dark green for forest, green for agricultural land and blue for water. As observed from figure A.5 A.6 A.7 and A.8 detected candidate PLBRs may be part of an urban area, such as part of a highway, or long straight soil roads, or part of soil lands, or border lines between agricultural lands, or part of water canals etc.

Figure 4.6: RGB band combination of original image (left), parallel line bounded candidate regions (middle), PLBRs overlaid on the image (right). In this image, each PLBR is marked by the color of its corresponding class. Class colors are red for airfield class, orange for soil, purple for urban, cyan for concrete or asphalt, dark green for forest, green for agricultural land and blue for water.

Recall that, in this study the spatial contextual relations are investigated. Therefore, the region of interest in the image is defined as the neighborhood of the candidate regions. Pixels up to 600 meter away from the candidate region are considered to be inside the region of interest. This neighborhood scalar is provided by the domain expert. By applying a dilation operation on the candidate PLBRs, region of interest is obtained as in figure A.5 A.6 A.7 and A.8 In the dataset, there exist 189 candidate PLBRs in total and 77 of candidate PLBRs belong to the airfield areas. Together with the segments in the region of interest, each candidate PLBR is labelled as one of the following classes: airfield, water, forest, agricultural land, soil, concrete, urban.

The following section presents the results of segmentation algorithms which are experimented with during this study.
4.5 Segmentation

Segmentation is the first crucial step in classification tasks. Selection of a segmentation algorithm needs careful examination, since the borders of a region may be essential cues for the classification and mixture of other classes in a segment may corrupt the statistics of the features of that segment. Errors sourced from segmentation step increase exponentially in the later steps, in the aspect of feature extraction, and later during assigning a class label to the segments, misclassification may become inevitable.

In this study, we examine the popular segmentation methods, named SLIC (simple linear iterative clustering), watershed and mean shift segmentation. An empirical analysis reveals that SLIC method, which is an efficient variant of k-means clustering algorithm [2], mostly yields an over-segmented partition of an image. Although the method is tested by several parameters to adjust and control the region size, the resulting mask consists of some undesirable small and large regions. This fact is depicted in figure 4.7, where the segmentation output is displayed for region size parameter of 10, 50, 100, 200, 250, 300, 400, 500.

Similar empirical analysis is conveyed for the watershed segmentation method [7]. It is observed that watershed is particularly an ill-conditioned method in heterogeneous regions, such as urban area. On the other hand, the homogeneous objects are clustered into rather regions with unsmooth borders, which is not desirable for our problem domain. The output of watershed segmentation is depicted in figure 4.8 for various threshold parameters. It is observed that the output masks do not preserve the output borders.

Finally, mean shift segmentation is empirically analyzed by changing the parameter of region size as depicted in Figure 4.9. Other parameters of mean shift segmentation, namely spatial ($h_s$) and color range ($h_r$) parameters, which determine the bandwidth of the kernel during mode seeking in the feature space, are determined as small values empirically.

When the region size parameter is 5000, under-segmentation occurs. Although, the result obtained with the region size value 500 is slightly over-segmented, it seems to keep the details such as thin roads better than other results. Furthermore, land use-land cover classes are kept isolated. For this reason, in this study, we proceed with region size value 500. It is concluded that the most appropriate segmentation method for the detection problem of this study is the mean shift segmentation method.

4.6 Initial Classifier Selection

The first fundamental step in the proposed model is assigning the candidate class labels to land use/land cover classes in an initial classification. Selection of the initial classifier requires significant care, since the meta-segments, which the proposed contextual conditional random fields is established over, are determined with the labeling of the initial classifier. In other words, a strong classifier is favorable for proceeding to the next stage with minimal error.
Figure 4.7: SLIC segmentations of $I_1$ while region size spanning the values 10, 50, 100, 200, 250, 300, 400, 500 and the regularizer value is 10.
Figure 4.8: Watershed segmentations of image $I_1$ while shallow minimas are suppressed according to threshold values 0 (without suppression), 20, 30, 40.

For this purpose, we have decided to examine two popular classifiers, namely support vector machine (SVM) considering its ability to handle sparse data, and k-nearest neighbor method due to its ability to handle large sample size.

4.6.1 Feature Extraction

As described in section 2.2.1, features are extracted from the segments. In a more formal way, extracted features can be denoted as following.

$$[V_i, W_i, E_i, G_i, S_i]$$
Figure 4.9: Mean shift segmentations of image $I_1$ while $h_s$ and $h_r$ are 2, and region size spanning the values 500, 1500, 2500, 5000.

This notation corresponds to concatenation of vegetation features ($V_i$), water features ($W_i$), elevation features ($E_i$), textural or Gabor filter features ($G_i$) and spectral features ($S_i$) extracted from segment $i$.

The detailed notation of these features are presented below.

$$V_i = [\mu_{NDVI}C_i, \sigma_{NDVI}C_i, \alpha_{NDVI}C_i]$$

$$W_i = [\mu_{NDWI}C_i, \sigma_{NDWI}C_i, \alpha_{NDWI}C_i]$$

$$G_i = [\mu_{Gabor}C_i, \sigma_{Gabor}C_i, \alpha_{Gabor}C_i]$$

$$E_i = [\sigma_{DTED}C_i, KL(hist_{DTED}C_i \parallel U)]$$
\[ S_i = [\mu_{\text{Red}}^C_i, \sigma_{\text{Red}}^C_i, \mu_{\text{Green}}^C_i, \sigma_{\text{Green}}^C_i, \mu_{\text{Blue}}^C_i, \sigma_{\text{Blue}}^C_i, \mu_{\text{NIR}}^C_i, \sigma_{\text{NIR}}^C_i] \]

In these notations, \( \mu \) stands for the mean value, \( \sigma \) stands for standard deviation, and \( \alpha \) stands for the ratio of pixels over a dynamic threshold in segment \( i \) (\( C_i \)) in the corresponding map, which is given as subscript. For the elevation feature, we also consider Kullback-Leibler divergence of histogram of DTED values in segment \( i \) from the uniform distribution.

### 4.6.2 Support Vector Machine

For training a support vector machine for initial classification of land use-land cover classes, features extracted from segments in two images, \( I_1 \) and \( I_4 \) in the dataset, are fed to libSVM library [13] together with their class labels. The other two images, \( I_2 \) and \( I_3 \), which are partially labeled are used as test images. Number of labeled segments in all images are given in Table 4.1. LibSVM library uses one-vs-one strategy for handling multi class classification. Radial basis function (RBF) kernel is utilized during SVM classification. Parameters of RBF kernel is searched through parameter space via cross validation.

![Image](image.png)

Figure 4.10: R-G-B combination of \( I_1 \) (left) and its SVM result (right).
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Figure 4.11: R-G-B combination of $I_4$ (left) and its SVM result (right).
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Table 4.2: Confusion matrix for the initial SVM classification of $I_1$.

Confusion matrix of the SVM result of the $I_1$ is given in Table 4.2. This table is constructed according to the labels assigned to the segments. Each cell shows the percentage of total segments which fall into corresponding description, i.e. 5.08% value in water-water cell means that 5.08% of total segments are correctly classified as water. For this image, average precision of all classes is reported as 0.8629 and average recall is reported as 0.9288. From 5587 segments existing in this image, SVM classifier correctly classifies 5095 segments in total. Average accuracy is reported as 0.9119 by taking the ratio of these values.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Concrete</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>5.08%</td>
<td>0.00%</td>
<td>0.09%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>5.17%</td>
<td>0.9827</td>
</tr>
<tr>
<td>Forest</td>
<td>0.05%</td>
<td>13.44%</td>
<td>0.70%</td>
<td>0.05%</td>
<td>2.22%</td>
<td>0.00%</td>
<td>16.47%</td>
<td>0.8163</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.04%</td>
<td>0.61%</td>
<td>15.97%</td>
<td>0.55%</td>
<td>1.36%</td>
<td>0.00%</td>
<td>18.53%</td>
<td>0.8618</td>
</tr>
<tr>
<td>Soil</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.29%</td>
<td>5.78%</td>
<td>0.43%</td>
<td>0.00%</td>
<td>7.54%</td>
<td>0.7672</td>
</tr>
<tr>
<td>Urban</td>
<td>0.00%</td>
<td>0.54%</td>
<td>0.55%</td>
<td>0.11%</td>
<td>50.31%</td>
<td>0.00%</td>
<td>51.51%</td>
<td>0.9767</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.02%</td>
<td>0.00%</td>
<td>0.16%</td>
<td>0.61%</td>
<td>0.79%</td>
<td>0.7727</td>
</tr>
<tr>
<td>Classification Overall</td>
<td>5.17%</td>
<td>14.62%</td>
<td>18.61%</td>
<td>6.50%</td>
<td>54.48%</td>
<td>0.61%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Producer Accuracy (Precision)</td>
<td>0.9827</td>
<td>0.9192</td>
<td>0.8577</td>
<td>0.8898</td>
<td>0.9235</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Confusion matrix of the SVM result of the $I_4$ is given in Table 4.3. This table is constructed according to the labels assigned to the segments. For this image, average precision of all classes is reported as 0.6028 and average recall is reported as 0.7147. From 12079 segments existing in this image, SVM classifier correctly classifies 9768 segments in total. Average accuracy is reported as 0.8086 by taking the ratio of these values.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Concrete</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>6.47%</td>
<td>0.00%</td>
<td>0.12%</td>
<td>0.02%</td>
<td>0.21%</td>
<td>0.00%</td>
<td>6.82%</td>
<td>0.9478</td>
</tr>
<tr>
<td>Forest</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.36%</td>
<td>0.11%</td>
<td>0.37%</td>
<td>0.00%</td>
<td>1.84%</td>
<td>0.0000</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.03%</td>
<td>0.00%</td>
<td>11.58%</td>
<td>4.30%</td>
<td>1.61%</td>
<td>0.00%</td>
<td>17.53%</td>
<td>0.6608</td>
</tr>
<tr>
<td>Soil</td>
<td>0.01%</td>
<td>0.00%</td>
<td>3.27%</td>
<td>36.32%</td>
<td>5.40%</td>
<td>0.00%</td>
<td>45.00%</td>
<td>0.8072</td>
</tr>
<tr>
<td>Urban</td>
<td>0.03%</td>
<td>0.01%</td>
<td>1.57%</td>
<td>0.60%</td>
<td>26.46%</td>
<td>0.00%</td>
<td>28.67%</td>
<td>0.9229</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.11%</td>
<td>0.04%</td>
<td>0.15%</td>
<td>0.2778</td>
</tr>
<tr>
<td><strong>Classification Overall</strong></td>
<td>6.54%</td>
<td>0.01%</td>
<td>17.91%</td>
<td>41.35%</td>
<td>34.15%</td>
<td>0.04%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td><strong>Producer Accuracy (Precision)</strong></td>
<td>0.9886</td>
<td>0.0000</td>
<td>0.6468</td>
<td>0.8783</td>
<td>0.7748</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Confusion matrix for the initial SVM classification of $I_4$. 
Visual results of this step for the other two images can be observed in Figure 4.12 and 4.13 respectively.

Figure 4.12: R-G-B combination of $I_2$ (left) and its SVM result (right).

Figure 4.13: R-G-B combination of $I_3$ (left) and its SVM result (right).
Table 4.4: Confusion matrix for the initial SVM classification of $I_2$.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Truth Data</th>
<th>Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.14%</td>
<td>0.75%</td>
<td>0.1923</td>
</tr>
<tr>
<td>Forest</td>
<td>0.00%</td>
<td>0.90%</td>
<td>0.0000</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.00%</td>
<td>50.30%</td>
<td>0.4006</td>
</tr>
<tr>
<td>Soil</td>
<td>0.00%</td>
<td>13.91%</td>
<td>0.8233</td>
</tr>
<tr>
<td>Urban</td>
<td>0.00%</td>
<td>32.73%</td>
<td>0.7739</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>1.42%</td>
<td>0.4082</td>
</tr>
</tbody>
</table>

Confusion matrix of the SVM result of the $I_2$ is given in Table 4.4. This table is constructed according to the labels assigned to the segments present in the region of interest of candidate regions. For this image, average precision of all classes is reported as 0.4330 and average recall is reported as 0.6126. From 3459 segments existing in the region of interest, SVM classifier correctly classifies 1994 segments in total. Average accuracy is reported as 0.5764 by taking the ratio of these values.
Table 4.5: Confusion matrix for the initial SVM classification of $I_3$.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1.51%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.16%</td>
<td>1.67%</td>
<td>0.9024</td>
</tr>
<tr>
<td>Forest</td>
<td>0.04%</td>
<td>9.07%</td>
<td>16.58%</td>
<td>0.20%</td>
<td>0.45%</td>
<td>26.35%</td>
<td>0.3442</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.08%</td>
<td>2.57%</td>
<td>38.32%</td>
<td>0.65%</td>
<td>3.72%</td>
<td>45.34%</td>
<td>0.8450</td>
</tr>
<tr>
<td>Soil</td>
<td>0.00%</td>
<td>0.12%</td>
<td>2.90%</td>
<td>1.35%</td>
<td>1.27%</td>
<td>5.64%</td>
<td>0.2391</td>
</tr>
<tr>
<td>Urban</td>
<td>0.00%</td>
<td>2.17%</td>
<td>2.04%</td>
<td>1.14%</td>
<td>14.09%</td>
<td>19.44%</td>
<td>0.7248</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.04%</td>
<td>0.25%</td>
<td>0.25%</td>
<td>1.02%</td>
<td>1.55%</td>
<td>0.0000</td>
</tr>
<tr>
<td>Classification Overall</td>
<td>1.63%</td>
<td>13.97%</td>
<td>60.09%</td>
<td>3.59%</td>
<td>20.71%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Producer Accuracy (Precision)</td>
<td>0.9250</td>
<td>0.6491</td>
<td>0.6377</td>
<td>0.3750</td>
<td>0.6805</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Confusion matrix of the SVM result of the $I_3$ is given in Table 4.5. This table is constructed according to the labels assigned to the segments present in the region of interest of candidate regions. For this image, average precision of all classes is reported as 0.5093 and average recall is reported as 0.6535. From 2448 segments existing in the region of interest, SVM classifier correctly classifies 1575 segments in total. Average accuracy is reported as 0.6433 by taking the ratio of these values. Unfortunately, SVM cannot classify any segment of concrete class correctly in this image. Therefore, concrete column in 4.5 is omitted.
4.6.3 k-Nearest Neighbor Classifier

Nearest neighbor approaches is commonly used in the literature for classification tasks. Especially k-nearest neighbor (k-NN) approaches, which considers labels of k nearest samples in the feature space in order to assign the label of a sample, is generally utilized in classification problems. The strong points of k-NN approaches are simplicity and applicability to datasets with large sample size.

In this study, k-NN approach is also examined for the initial classification. Number of neighbors to consider, parameter k, is selected to be 7 empirically, which is one more than the number of LULC classes. Visual results can be observed in Figure 4.14, 4.16, 4.17 and 4.18.

Figure 4.14: R-G-B combination of $I_1$ (left) and its k-NN result (right).
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Table 4.6: Confusion matrix for the initial k-NN classification of $I_1$.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Concrete</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>4.96%</td>
<td>0.05%</td>
<td>0.07%</td>
<td>0.02%</td>
<td>0.07%</td>
<td>0.00%</td>
<td>5.17%</td>
<td>0.9585</td>
</tr>
<tr>
<td>Forest</td>
<td>0.09%</td>
<td>13.23%</td>
<td>0.52%</td>
<td>0.07%</td>
<td>2.56%</td>
<td>0.00%</td>
<td>16.47%</td>
<td>0.8033</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.09%</td>
<td>1.72%</td>
<td>14.52%</td>
<td>0.57%</td>
<td>1.63%</td>
<td>0.00%</td>
<td>18.53%</td>
<td>0.7836</td>
</tr>
<tr>
<td>Soil</td>
<td>0.00%</td>
<td>0.11%</td>
<td>1.36%</td>
<td>5.10%</td>
<td>0.97%</td>
<td>0.00%</td>
<td>7.54%</td>
<td>0.6770</td>
</tr>
<tr>
<td>Urban</td>
<td>0.00%</td>
<td>0.43%</td>
<td>0.50%</td>
<td>0.13%</td>
<td>50.37%</td>
<td>0.09%</td>
<td>51.51%</td>
<td>0.9778</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.02%</td>
<td>0.38%</td>
<td>0.39%</td>
<td>0.79%</td>
<td>0.5000</td>
</tr>
<tr>
<td>Classification Overall</td>
<td>5.14%</td>
<td>15.54%</td>
<td>16.97%</td>
<td>5.91%</td>
<td>55.97%</td>
<td>0.48%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Producer Accuracy (Precision)</td>
<td>0.9652</td>
<td>0.8514</td>
<td>0.8555</td>
<td>0.8636</td>
<td>0.8999</td>
<td>0.8148</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Confusion matrix of the k-NN result of the $I_1$ is given in Table 4.6. This table is constructed according to the labels assigned to the segments. For this image, average precision of all classes is reported as 0.7833 and average recall is reported as 0.8751. From 5587 segments existing in this image, k-NN classifier correctly classifies 4948 segments in total. Average accuracy is reported as 0.8857 by taking the ratio of these values.
Confusion matrix of the k-NN result of the $I_4$ is given in Table 4.7. This table is constructed according to the labels assigned to the segments. For this image, average precision of all classes is reported as 0.6349 and average recall is reported as 0.6948. From 12079 segments existing in this image, k-NN classifier correctly classifies 9778 segments in total. Average accuracy is reported as 0.8095 by taking the ratio of these values.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Concrete</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>6.53%</td>
<td>0.02%</td>
<td>0.08%</td>
<td>0.07%</td>
<td>0.11%</td>
<td>0.00%</td>
<td>6.82%</td>
<td>0.9575</td>
</tr>
<tr>
<td>Forest</td>
<td>0.00%</td>
<td>0.23%</td>
<td>0.84%</td>
<td>0.21%</td>
<td>0.56%</td>
<td>0.00%</td>
<td>1.84%</td>
<td>0.1261</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.02%</td>
<td>0.63%</td>
<td>8.38%</td>
<td>6.19%</td>
<td>2.30%</td>
<td>0.00%</td>
<td>17.53%</td>
<td>0.4780</td>
</tr>
<tr>
<td>Soil</td>
<td>0.01%</td>
<td>0.12%</td>
<td>1.77%</td>
<td>38.70%</td>
<td>4.37%</td>
<td>0.02%</td>
<td>45.00%</td>
<td>0.8600</td>
</tr>
<tr>
<td>Urban</td>
<td>0.03%</td>
<td>0.12%</td>
<td>0.29%</td>
<td>1.17%</td>
<td>27.05%</td>
<td>0.02%</td>
<td>28.67%</td>
<td>0.9434</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.08%</td>
<td>0.07%</td>
<td>0.15%</td>
<td>0.4444</td>
</tr>
<tr>
<td>Classification Overall</td>
<td>6.60%</td>
<td>1.13%</td>
<td>11.36%</td>
<td>46.34%</td>
<td>34.47%</td>
<td>0.11%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Producer Accuracy (Precision)</td>
<td>0.9900</td>
<td>0.2059</td>
<td>0.7376</td>
<td>0.8351</td>
<td>0.7846</td>
<td>0.6154</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 4.15: R-G-B combination of $I_4$ (left) and its k-NN result (right).
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Figure 4.16: R-G-B combination of $I_2$ (left) and its k-NN result (right).

Water  Urban  Forest  Greenland  Soil  Concrete
Figure 4.17: R-G-B combination of $I_3$ (left) and its k-NN result (right).
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Confusion matrix of the k-NN result of the $I_2$ is given in Table 4.8. This table is constructed according to the labels assigned to the segments present in the region of interest of candidate regions. For this image, average precision of all classes is reported as 0.4044 and average recall is reported as 0.4752. From 3459 segments existing in the region of interest, k-NN classifier correctly classifies 1686 segments in total. Average accuracy is reported as 0.4874 by taking the ratio of these values.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Concrete</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.17%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.58%</td>
<td>0.00%</td>
<td>0.75%</td>
<td>0.2308</td>
</tr>
<tr>
<td>Forest</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.20%</td>
<td>0.61%</td>
<td>0.09%</td>
<td>0.00%</td>
<td>0.90%</td>
<td>0.0000</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.03%</td>
<td>0.23%</td>
<td>10.67%</td>
<td>30.10%</td>
<td>9.02%</td>
<td>0.26%</td>
<td>50.30%</td>
<td>0.2121</td>
</tr>
<tr>
<td>Soil</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.17%</td>
<td>11.94%</td>
<td>1.33%</td>
<td>0.46%</td>
<td>13.91%</td>
<td>0.8586</td>
</tr>
<tr>
<td>Urban</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.73%</td>
<td>4.51%</td>
<td>25.47%</td>
<td>0.95%</td>
<td>32.73%</td>
<td>0.7783</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.14%</td>
<td>0.40%</td>
<td>0.38%</td>
<td>0.49%</td>
<td>1.42%</td>
<td>0.3469</td>
</tr>
<tr>
<td></td>
<td>0.20%</td>
<td>0.29%</td>
<td>12.92%</td>
<td>47.56%</td>
<td>36.86%</td>
<td>2.17%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Producer Accuracy (Precision)</td>
<td>0.8571</td>
<td>0.0000</td>
<td>0.8255</td>
<td>0.2511</td>
<td>0.6910</td>
<td>0.2267</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.9: Confusion matrix for the initial k-NN classification of $I_3$.

<table>
<thead>
<tr>
<th>Truth Data</th>
<th>Water</th>
<th>Forest</th>
<th>Greenland</th>
<th>Soil</th>
<th>Urban</th>
<th>Concrete</th>
<th>Truth Overall</th>
<th>User Accuracy (Recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1.67%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.67%</td>
<td>1.0000</td>
</tr>
<tr>
<td>Forest</td>
<td>0.04%</td>
<td>10.50%</td>
<td>13.64%</td>
<td>0.69%</td>
<td>1.47%</td>
<td>0.00%</td>
<td>26.35%</td>
<td>0.3984</td>
</tr>
<tr>
<td>Greenland</td>
<td>0.16%</td>
<td>6.00%</td>
<td>32.48%</td>
<td>2.74%</td>
<td>3.92%</td>
<td>0.04%</td>
<td>45.34%</td>
<td>0.7162</td>
</tr>
<tr>
<td>Soil</td>
<td>0.00%</td>
<td>0.08%</td>
<td>1.43%</td>
<td>2.57%</td>
<td>1.55%</td>
<td>0.00%</td>
<td>5.64%</td>
<td>0.4565</td>
</tr>
<tr>
<td>Urban</td>
<td>0.00%</td>
<td>1.39%</td>
<td>1.18%</td>
<td>1.55%</td>
<td>15.32%</td>
<td>0.00%</td>
<td>19.44%</td>
<td>0.7878</td>
</tr>
<tr>
<td>Concrete</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.33%</td>
<td>0.33%</td>
<td>0.61%</td>
<td>0.29%</td>
<td>1.55%</td>
<td>0.1842</td>
</tr>
<tr>
<td>Classification Overall</td>
<td>1.88%</td>
<td>17.97%</td>
<td>49.06%</td>
<td>7.88%</td>
<td>22.88%</td>
<td>0.33%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Producer Accuracy (Precision)</td>
<td>0.8913</td>
<td>0.5841</td>
<td>0.6619</td>
<td>0.3264</td>
<td>0.6696</td>
<td>0.8750</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Confusion matrix of the k-NN result of the $I_3$ is given in Table 4.9. This table is constructed according to the labels assigned to the segments present in the region of interest of candidate regions. For this image, average precision of all classes is reported as 0.5905 and average recall is reported as 0.6681. From 2448 segments existing in the region of interest, k-NN classifier correctly classifies 1538 segments in total. Average accuracy is reported as 0.6282 by taking the ratio of these values.
Table 4.10: Comparison of average accuracy values of SVM and k-NN for the dataset.

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>k-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_1$</td>
<td>0.9119</td>
<td>0.8857</td>
</tr>
<tr>
<td>$I_2$</td>
<td>0.5764</td>
<td>0.4874</td>
</tr>
<tr>
<td>$I_3$</td>
<td>0.6433</td>
<td>0.6282</td>
</tr>
<tr>
<td>$I_4$</td>
<td>0.8086</td>
<td>0.8095</td>
</tr>
</tbody>
</table>

Although, visual results seem to be competitive with the SVM results, SVM classifier performs better than k-NN in terms of average accuracy as observed in Table 4.10. Therefore, SVM is selected as the initial classifier for proceeding to the contextual model.

4.7 Classification with Segment-Based Basic Conditional Random Fields

Conditional random fields approaches in computer vision literature generally construct their fields over pixels, windows or segments [38, 6]. For emphasizing the difference and strengths of our proposed approach, we made a comparative study and adapted this conditional random fields approach, which is constructed over segments, to our problem. Let us call this approach basic-CRF. In basic-CRF, cites in the graph are land use-land cover class segments together with an additional target class segment. For obtaining unary potentials, the same features are extracted from segments, instead of meta-segments. Then pairwise potentials are selected to be concatenation of two adjacent pair of nodes in the graph, which is a common preference for basic-CRF approaches [38]. Another common choice for pairwise potentials is taking the difference of two adjacent pair of nodes in the graph, however this experiment is omitted in this study.

Since the aim is this study is to assign class labels to candidate regions of contextually consistent target regions, only the labels assigned to candidate regions catch our attention and performance of LULC classes is disregarded. To be fair to our proposed approach, the same policy is followed for evaluating this experimental setup as well.

As stated in the earlier sections, our dataset consists of 189 candidate regions of airfield class. As training ratio is selected to be 0.2, the experiments are completed in five folds. In each fold, 37 different candidate regions are used for training and the rest of the candidate regions are used during testing phase. The effect of regularization, which is applied during parameter estimation phase, is examined by conducting the experiments with ten different regularizer values. For analyzing the randomness, all the tests are repeated 10 times.

Lambda-fold analysis performances are presented in Table 4.11, 4.12, 4.13 and illustrated with Figure 4.18, 4.19 and 4.20.

Performance values averaged over folds and runs with varying regularizer (lambda) values
Table 4.11: Average precision values of each fold for corresponding lambda values for segment-based basic CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7990</td>
<td>0.7595</td>
<td>0.7506</td>
<td>0.6879</td>
<td>0.7454</td>
<td>0.7485</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8030</td>
<td>0.7630</td>
<td>0.7639</td>
<td>0.6879</td>
<td>0.7454</td>
<td>0.7526</td>
</tr>
<tr>
<td>0.003</td>
<td>0.7998</td>
<td>0.7630</td>
<td>0.7639</td>
<td>0.6930</td>
<td>0.7355</td>
<td>0.7511</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7941</td>
<td>0.7612</td>
<td>0.7464</td>
<td>0.6930</td>
<td>0.7481</td>
<td>0.7486</td>
</tr>
<tr>
<td>0.03</td>
<td>0.7957</td>
<td>0.7531</td>
<td>0.7659</td>
<td>0.7089</td>
<td>0.7429</td>
<td>0.7533</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8344</td>
<td>0.7647</td>
<td>0.7952</td>
<td>0.7391</td>
<td>0.7558</td>
<td>0.7778</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8611</td>
<td>0.8258</td>
<td>0.8192</td>
<td>0.7717</td>
<td>0.7924</td>
<td>0.8140</td>
</tr>
<tr>
<td>1</td>
<td>0.8589</td>
<td>0.8197</td>
<td>0.8204</td>
<td>0.8044</td>
<td>0.7962</td>
<td><strong>0.8199</strong></td>
</tr>
<tr>
<td>3</td>
<td>0.8535</td>
<td>0.8190</td>
<td>0.7926</td>
<td>0.7963</td>
<td>0.7802</td>
<td>0.8083</td>
</tr>
<tr>
<td>10</td>
<td>0.8542</td>
<td>0.8041</td>
<td>0.7861</td>
<td>0.7845</td>
<td>0.8000</td>
<td>0.8058</td>
</tr>
</tbody>
</table>

Figure 4.18: Average precision values of each fold for corresponding lambda values for segment-based basic CRF model.

are presented in Table 4.14 and illustrated with Figure 4.21. According to these performance values, best choices for the regularizer value seem to be 0.3 which maximizes the f-score value.

As observed from the tables above, performance results reach only to 0.81 for precision and 0.70 for recall measure with this basic CRF approach.
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Table 4.12: Average recall values of each fold for corresponding lambda values for segment-based basic CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.6748</td>
<td>0.7078</td>
<td>0.7260</td>
<td>0.6762</td>
<td>0.6974</td>
<td>0.6965</td>
</tr>
<tr>
<td>0.001</td>
<td>0.6870</td>
<td>0.7078</td>
<td>0.7260</td>
<td>0.6762</td>
<td>0.6974</td>
<td>0.6989</td>
</tr>
<tr>
<td>0.003</td>
<td>0.6804</td>
<td>0.7078</td>
<td>0.7260</td>
<td>0.6762</td>
<td>0.6974</td>
<td>0.6976</td>
</tr>
<tr>
<td>0.01</td>
<td>0.6754</td>
<td>0.7019</td>
<td>0.7260</td>
<td>0.6762</td>
<td>0.6974</td>
<td>0.6954</td>
</tr>
<tr>
<td>0.03</td>
<td>0.6887</td>
<td>0.7078</td>
<td>0.7482</td>
<td>0.6762</td>
<td>0.7027</td>
<td><strong>0.7047</strong></td>
</tr>
<tr>
<td>0.1</td>
<td>0.6748</td>
<td>0.7004</td>
<td>0.7374</td>
<td>0.6685</td>
<td>0.6849</td>
<td>0.6932</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6695</td>
<td>0.6690</td>
<td>0.7266</td>
<td>0.6527</td>
<td>0.6813</td>
<td>0.6798</td>
</tr>
<tr>
<td>1</td>
<td>0.6471</td>
<td>0.6560</td>
<td>0.7023</td>
<td>0.6327</td>
<td>0.6700</td>
<td>0.6616</td>
</tr>
<tr>
<td>3</td>
<td>0.6609</td>
<td>0.6947</td>
<td>0.7075</td>
<td>0.6489</td>
<td>0.6594</td>
<td>0.6743</td>
</tr>
<tr>
<td>10</td>
<td>0.6759</td>
<td>0.7272</td>
<td>0.7159</td>
<td>0.6701</td>
<td>0.6734</td>
<td>0.6925</td>
</tr>
</tbody>
</table>

Figure 4.19: Average recall values of each fold for corresponding lambda values for segment-based basic CRF model.
Table 4.13: Average f-score values of each fold for corresponding lambda values for segment-based basic CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7317</td>
<td>0.7327</td>
<td>0.7381</td>
<td>0.6820</td>
<td>0.7206</td>
<td>0.7215</td>
</tr>
<tr>
<td>0.001</td>
<td>0.7405</td>
<td>0.7344</td>
<td>0.7445</td>
<td>0.6820</td>
<td>0.7206</td>
<td>0.7248</td>
</tr>
<tr>
<td>0.003</td>
<td>0.7353</td>
<td>0.7344</td>
<td>0.7445</td>
<td>0.6845</td>
<td>0.7160</td>
<td>0.7233</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7299</td>
<td>0.7304</td>
<td>0.7361</td>
<td>0.6845</td>
<td>0.7219</td>
<td>0.7210</td>
</tr>
<tr>
<td>0.03</td>
<td>0.7384</td>
<td>0.7298</td>
<td>0.7570</td>
<td>0.6922</td>
<td>0.7223</td>
<td>0.7282</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7462</td>
<td>0.7311</td>
<td>0.7652</td>
<td>0.7021</td>
<td>0.7186</td>
<td>0.7331</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7533</td>
<td>0.7392</td>
<td>0.7701</td>
<td>0.7072</td>
<td>0.7326</td>
<td>0.7409</td>
</tr>
<tr>
<td>1</td>
<td>0.7381</td>
<td>0.7288</td>
<td>0.7568</td>
<td>0.7083</td>
<td>0.7277</td>
<td>0.7323</td>
</tr>
<tr>
<td>3</td>
<td>0.7450</td>
<td>0.7517</td>
<td>0.7477</td>
<td>0.7151</td>
<td>0.7147</td>
<td>0.7352</td>
</tr>
<tr>
<td>10</td>
<td>0.7547</td>
<td>0.7637</td>
<td>0.7494</td>
<td>0.7228</td>
<td>0.7313</td>
<td>0.7449</td>
</tr>
</tbody>
</table>

Figure 4.20: Average f-score values of each fold for corresponding lambda values for segment-based basic CRF model.
Table 4.14: Average precision, recall and f-score values and standard deviation in the recall and precision values for various lambda values for segment-based basic CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Avg. Precision</th>
<th>Avg. Recall</th>
<th>Std. Precision</th>
<th>Std. Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7485</td>
<td>0.6965</td>
<td>0.1164</td>
<td>0.1126</td>
<td>0.7211</td>
</tr>
<tr>
<td>0.001</td>
<td>0.7526</td>
<td>0.6989</td>
<td>0.1166</td>
<td>0.1083</td>
<td>0.7243</td>
</tr>
<tr>
<td>0.003</td>
<td>0.7511</td>
<td>0.6976</td>
<td>0.1175</td>
<td>0.1110</td>
<td>0.7229</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7486</td>
<td>0.6954</td>
<td>0.1158</td>
<td>0.1125</td>
<td>0.7205</td>
</tr>
<tr>
<td>0.03</td>
<td>0.7533</td>
<td>0.7047</td>
<td>0.1100</td>
<td>0.1090</td>
<td>0.7278</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7778</td>
<td>0.6932</td>
<td>0.1035</td>
<td>0.1209</td>
<td>0.7327</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8140</td>
<td>0.6798</td>
<td>0.1135</td>
<td>0.1262</td>
<td>0.7404</td>
</tr>
<tr>
<td>1</td>
<td><strong>0.8199</strong></td>
<td>0.6616</td>
<td>0.1207</td>
<td>0.1251</td>
<td>0.7316</td>
</tr>
<tr>
<td>3</td>
<td>0.8083</td>
<td>0.6743</td>
<td>0.1164</td>
<td>0.1128</td>
<td>0.7350</td>
</tr>
<tr>
<td>10</td>
<td>0.8058</td>
<td>0.6925</td>
<td><strong>0.0964</strong></td>
<td>0.1098</td>
<td><strong>0.7448</strong></td>
</tr>
</tbody>
</table>

Figure 4.21: Average precision, recall and f-score values of corresponding lambda values for segment-based basic CRF model.
4.8 Classification with Contextual Conditional Random Fields

In this thesis, the proposed contextual conditional random fields model updates the initial label of a candidate region according to its spatial context. For this purpose, our first attempt is to construct a fully-connected model which contain the candidate region of the target class as its center node. After experimenting with fully connected model, we have decided that the interactions of cites in the graphical model should only occur by the help of the center node. In this way, its contextual influence can become more prominent. This approach is called the star CRF approach. The following subsections present the performance results obtained by each approach.

4.8.1 Fully-Connected Model

In [11], a fully-connected model is proposed for our problem. In the proposed model, there exist fixed seven nodes as central node represents the candidate region for the target class and other nodes represents LULC classes. Similar to our star model, fully connected model also constructed over meta-segments obtained by an initial SVM classification. However, absence of some LULC classes in the surroundings of a candidate region apart is disregarded, since the model is fixed, and behaves as if all classes are present in the neighborhood. Apart from being a fixed model, there are eight states of each node in this model, as the last state is added as a dummy state for representing the mixed cases. The motivation behind this approach is meta-segments which may be constructed over the labeling of not-so-successful initial classification. In this case, some wrongly labeled segments would be combined with the correctly labeled segments and confuse the feature statistics of that meta-segments. We expect that the dummy state compensate the poor results from the initial step as well as the fixed structure of the model. Even though, mixed state is not handled during training phase, meaning that CRF is not fed with a sample that contain mixed state, the model is enabled to assign samples to eighth (mixed) state during testing phase. This issue may arises confusion during inference of the CRF and remains as a controversy of the model.

In this model, we use concatenation of the same features employed in the initial LULC regions classification step. However, at this step, we extract these features from meta-segments and candidate region. For the pairwise features in this model, we have experimented with three different approaches, namely concatenation of unary features, difference of unary features and class co-occurrence frequencies introduced in the previous chapter. In the more formal sense of the latter approach, pairwise feature function can be written as $\phi_{ij}(Y_i, Y_j, X) = [O_{ij}, A_{ij}, N_{ij}]$.

Table 4.15 summarizes the performance results obtained by this fully connected model. As observed from Table 4.15, fully-connected model suffers from over parametrization. With 7 nodes, 8 states and 21 edges, there exists 6552 parameters in this model. Furthermore, adding a void state which is called as mixed state, forces CRF to discard most of the samples if model
is not certain about the predicted label. The high precision and relatively low recall results rooted from this fact.

Table 4.15: Performance results for the fully-connected model with different edge feature selection strategies and different loss functions.

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Edge feature selection</th>
<th>Precision</th>
<th>Recall</th>
<th>Precision</th>
<th>Recall</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudo Negative Log-likelihood</td>
<td>Difference of node features</td>
<td>84.61</td>
<td>44.9</td>
<td>100</td>
<td>20.41</td>
<td>92</td>
<td>46.94</td>
</tr>
<tr>
<td>Loopy Belief Propagation</td>
<td>Concatenation of node features</td>
<td>85.71</td>
<td>48.98</td>
<td>100</td>
<td>20.41</td>
<td>93.33</td>
<td>57.14</td>
</tr>
</tbody>
</table>

### 4.8.2 Star Model

It is plausible to take into account that some classes may not exist in the neighborhood of a candidate region. In that case, instead of forcing the existence all the nodes as in the case of fully-connected model, which resulted in poor performance values, only the existing nodes should be considered. To make this possible, the model should not be fixed, but should be rather dynamic and change according to the case of each candidate region. The proposed star model changes dynamically according to the scene of each candidate region.

Another issue to be addressed is the few samples in the dataset, considering the dynamic graph samples. For instance, there may be only a couple of samples where there exist only water and urban classes in the neighborhood of the candidate region. Since the dataset is limited, emerging of overfitting problem is quite likely. In order to deal with this issue, we have paid great attention to regularization process. We have experimented with ten different regularizer values. Similar to the basic CRF experiments, the dataset is divided to 5 folds to investigate the training effects of different portions of the samples and each experiment is repeated 10 times to discard randomness effect of each run.

Star model is investigated in two different ways, namely parameter sharing and full-parametrization approaches. Following sections presents the performance results obtained by these methods respectively.
4.8.2.1 Parameter Sharing

In the parameter-shared star CRF model, there exists 7 states for each node. Meaning that, each node can be assigned to one of the seven classes. In other words, a soft-max classifier, which is the multi-class version of a logistic classifier, is used at the heart of the conditional random fields. For our problem, when parameters are shared across nodes and states, number of parameters to optimize is reduced to 130 in total. Even though number of parameters is small, training a soft-max classifier rather than a logistic classifier is more prone to overfitting. For that reason, regularizer (lambda) effect is carefully examined.

Lambda-fold analysis performances are presented in Table 4.16, 4.17, 4.18 and illustrated with Figure 4.22, 4.23 and 4.24.

Table 4.16: Average precision values of each fold for corresponding lambda values for CS-CRF model with shared parameters.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9172</td>
<td>0.9074</td>
<td>0.8277</td>
<td>0.9107</td>
<td>0.8983</td>
<td><strong>0.8923</strong></td>
</tr>
<tr>
<td>0.001</td>
<td>0.8963</td>
<td>0.8961</td>
<td>0.8159</td>
<td>0.8886</td>
<td>0.9125</td>
<td>0.8819</td>
</tr>
<tr>
<td>0.003</td>
<td>0.8940</td>
<td>0.8975</td>
<td>0.7931</td>
<td>0.8958</td>
<td>0.8986</td>
<td>0.8758</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9040</td>
<td>0.8927</td>
<td>0.7885</td>
<td>0.9135</td>
<td>0.8981</td>
<td>0.8793</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8938</td>
<td>0.8929</td>
<td>0.7856</td>
<td>0.9104</td>
<td>0.8937</td>
<td>0.8753</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8990</td>
<td>0.8654</td>
<td>0.7781</td>
<td>0.8908</td>
<td>0.8950</td>
<td>0.8657</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8784</td>
<td>0.8662</td>
<td>0.8009</td>
<td>0.8727</td>
<td>0.8804</td>
<td>0.8597</td>
</tr>
<tr>
<td>1</td>
<td>0.8424</td>
<td>0.8427</td>
<td>0.7336</td>
<td>0.8521</td>
<td>0.8459</td>
<td>0.8233</td>
</tr>
<tr>
<td>3</td>
<td>0.8302</td>
<td>0.8011</td>
<td>0.7051</td>
<td>0.7522</td>
<td>0.7919</td>
<td>0.7761</td>
</tr>
<tr>
<td>10</td>
<td>0.9096</td>
<td>0.7649</td>
<td>0.7113</td>
<td>0.7200</td>
<td>0.7712</td>
<td>0.7754</td>
</tr>
</tbody>
</table>
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Figure 4.22: Average precision values of each fold for corresponding lambda values for CS-CRF model with shared parameters.

Table 4.17: Average recall values of each fold for corresponding lambda values for CS-CRF model with shared parameters.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7228</td>
<td>0.7881</td>
<td>0.7312</td>
<td>0.7864</td>
<td>0.7535</td>
<td>0.7564</td>
</tr>
<tr>
<td>0.001</td>
<td>0.7639</td>
<td>0.7871</td>
<td>0.7421</td>
<td>0.7877</td>
<td>0.7862</td>
<td>0.7734</td>
</tr>
<tr>
<td>0.003</td>
<td>0.7639</td>
<td>0.7812</td>
<td>0.7588</td>
<td>0.7824</td>
<td>0.7791</td>
<td>0.7731</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7600</td>
<td>0.7840</td>
<td>0.7414</td>
<td>0.7848</td>
<td>0.7767</td>
<td>0.7694</td>
</tr>
<tr>
<td>0.03</td>
<td>0.7388</td>
<td>0.7840</td>
<td>0.7051</td>
<td>0.7705</td>
<td>0.7445</td>
<td>0.7486</td>
</tr>
<tr>
<td>0.1</td>
<td>0.6821</td>
<td>0.7007</td>
<td>0.6674</td>
<td>0.7223</td>
<td>0.6828</td>
<td>0.6911</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6120</td>
<td>0.6550</td>
<td>0.6146</td>
<td>0.6182</td>
<td>0.5980</td>
<td>0.6196</td>
</tr>
<tr>
<td>1</td>
<td>0.4946</td>
<td>0.5296</td>
<td>0.5241</td>
<td>0.4848</td>
<td>0.4675</td>
<td>0.5001</td>
</tr>
<tr>
<td>3</td>
<td>0.4524</td>
<td>0.4630</td>
<td>0.4573</td>
<td>0.4072</td>
<td>0.3996</td>
<td>0.4359</td>
</tr>
<tr>
<td>10</td>
<td>0.3958</td>
<td>0.3611</td>
<td>0.3699</td>
<td>0.3480</td>
<td>0.3372</td>
<td>0.3624</td>
</tr>
</tbody>
</table>
Figure 4.23: Average recall values of each fold for corresponding lambda values for CS-CRF model with shared parameters.

Table 4.18: Average f-score values of each fold for corresponding lambda values for CS-CRF model with shared parameters.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8085</td>
<td>0.8435</td>
<td>0.7765</td>
<td>0.8440</td>
<td>0.8195</td>
<td>0.8187</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8249</td>
<td>0.8380</td>
<td>0.7772</td>
<td>0.8351</td>
<td>0.8447</td>
<td><strong>0.8241</strong></td>
</tr>
<tr>
<td>0.003</td>
<td>0.8239</td>
<td>0.8353</td>
<td>0.7756</td>
<td>0.8353</td>
<td>0.8346</td>
<td>0.8212</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8258</td>
<td>0.8348</td>
<td>0.7642</td>
<td>0.8443</td>
<td>0.8330</td>
<td>0.8207</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8089</td>
<td>0.8349</td>
<td>0.7432</td>
<td>0.8346</td>
<td>0.8123</td>
<td>0.8070</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7757</td>
<td>0.7744</td>
<td>0.7185</td>
<td>0.7978</td>
<td>0.7746</td>
<td>0.7686</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7214</td>
<td>0.7459</td>
<td>0.6955</td>
<td>0.7237</td>
<td>0.7122</td>
<td>0.7201</td>
</tr>
<tr>
<td>1</td>
<td>0.6233</td>
<td>0.6504</td>
<td>0.6114</td>
<td>0.6180</td>
<td>0.6022</td>
<td>0.6222</td>
</tr>
<tr>
<td>3</td>
<td>0.5856</td>
<td>0.5868</td>
<td>0.5548</td>
<td>0.5284</td>
<td>0.5312</td>
<td>0.5583</td>
</tr>
<tr>
<td>10</td>
<td>0.5516</td>
<td>0.4906</td>
<td>0.4867</td>
<td>0.4693</td>
<td>0.4693</td>
<td>0.4940</td>
</tr>
</tbody>
</table>
Figure 4.24: Average f-score values of each fold for corresponding lambda values for CS-CRF model with shared parameters.

Performance values averaged over folds and runs with varying regularizer (lambda) values are presented in Table 4.14 and illustrated with Figure 4.21. According to these performance values, best choices for the regularizer value seem to be 0.001, 0.003 or 0.01 which maximizes the f-score value.

Table 4.19: Average precision, recall and f-score values and standard deviation in the recall and precision values for various lambda values for CS-CRF model with shared parameters.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Avg. Precision</th>
<th>Avg. Recall</th>
<th>Std. Precision</th>
<th>Std. Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8923</td>
<td>0.7564</td>
<td>0.0883</td>
<td>0.1234</td>
<td>0.8184</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8819</td>
<td>0.7734</td>
<td>0.0844</td>
<td>0.1112</td>
<td>0.8240</td>
</tr>
<tr>
<td>0.003</td>
<td>0.8758</td>
<td>0.7731</td>
<td>0.0873</td>
<td>0.1098</td>
<td>0.8212</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8793</td>
<td>0.7694</td>
<td>0.0922</td>
<td>0.1068</td>
<td>0.8206</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8753</td>
<td>0.7486</td>
<td>0.0951</td>
<td>0.1097</td>
<td>0.8067</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8657</td>
<td>0.6911</td>
<td>0.1061</td>
<td>0.1307</td>
<td>0.7683</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8597</td>
<td>0.6196</td>
<td>0.1117</td>
<td>0.1117</td>
<td>0.7198</td>
</tr>
<tr>
<td>1</td>
<td>0.8233</td>
<td>0.5001</td>
<td>0.1285</td>
<td>0.1168</td>
<td>0.6221</td>
</tr>
<tr>
<td>3</td>
<td>0.7761</td>
<td>0.4359</td>
<td>0.1414</td>
<td>0.1211</td>
<td>0.5580</td>
</tr>
<tr>
<td>10</td>
<td>0.7754</td>
<td>0.3624</td>
<td>0.1728</td>
<td>0.1111</td>
<td>0.4937</td>
</tr>
</tbody>
</table>
Figure 4.25: Average precision, recall and f-score values of corresponding lambda values for CS-CRF model with shared parameters.

From Figure 4.25, it is clearly seen that performance values drop after a point as the regularizer (lambda) value increases. This demonstrates that overfitting occurs in the parameter-shared star CRF model. This is expected considering the limited dataset size. Nevertheless, this model produces competitive results for some lambda values and it would be more powerful when there exists more data. With this model, final label of the target class can be predicted as well.

After pondering about how to overcome overfitting during the classification of our dataset, we come up with the idea of a fully-parameterized model where each node can take only two states, meaning that a soft-max classifier is switched to multiple logistic classifiers approach. The following section presents the results of that model.

4.8.2.2 Full Parameterization

In the fully parameterized version of the star model, each node has two states, meaning that its initial label is true or not. This kind of representation is enough, since we are only interested in whether the candidate region belongs to the target class or not. When all the states of all the nodes have separate parameters, there exists 374 parameters in the proposed star model in total.

Overfitting concern due to limited dataset size also applies to this case. In order to deal with limited sample size problem, we have proposed to populate samples by constructing complementary graphs of the sample in different combinations. In this way, we also handle absence of negative samples to feed logistic classifier during training phase. We generate \( \text{numberOfNodes}-2 \) number of negative samples for each positive sample in the original region of interest by shifting one node features to the next one for each node except seed node. For
instance, for a graph with three nodes, namely soil class node, concrete class node and seed node, first negative graph sample is generated by considering the features of soil class belong to concrete class and features of concrete class belong to urban class. In this way, 5 negative samples for this graph sample is generated as can be observed from Figure 4.26.

Figure 4.26: A sample graph with three nodes (upper), and its generated negative sample graphs (lower).

Like the parameter sharing case, dynamic model property still holds for the fully parameterized star CRF model.

Lambda-fold analysis performances are presented in Table 4.20, 4.21, 4.22 and illustrated with Figure 4.27, 4.28 and 4.29.

Table 4.20: Average precision values of each fold for corresponding lambda values for full-parameterized CS-CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8300</td>
<td>0.8195</td>
<td>0.7385</td>
<td>0.8414</td>
<td>0.8205</td>
<td>0.8100</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8301</td>
<td>0.8244</td>
<td>0.7403</td>
<td>0.8483</td>
<td>0.8162</td>
<td>0.8119</td>
</tr>
<tr>
<td>0.003</td>
<td>0.8308</td>
<td>0.8249</td>
<td>0.7435</td>
<td>0.8624</td>
<td>0.8149</td>
<td>0.8153</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8307</td>
<td>0.8286</td>
<td>0.7553</td>
<td>0.8691</td>
<td>0.8203</td>
<td>0.8208</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8375</td>
<td>0.8349</td>
<td>0.7693</td>
<td>0.8766</td>
<td>0.8335</td>
<td>0.8304</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8550</td>
<td>0.8303</td>
<td>0.7840</td>
<td>0.8741</td>
<td>0.8367</td>
<td>0.8360</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7613</td>
<td>0.6641</td>
<td>0.6527</td>
<td>0.6994</td>
<td>0.6646</td>
<td>0.6884</td>
</tr>
<tr>
<td>1</td>
<td>0.7301</td>
<td>0.6447</td>
<td>0.5997</td>
<td>0.6539</td>
<td>0.5999</td>
<td>0.6457</td>
</tr>
<tr>
<td>3</td>
<td>0.7070</td>
<td>0.6534</td>
<td>0.6070</td>
<td>0.6718</td>
<td>0.6319</td>
<td>0.6542</td>
</tr>
<tr>
<td>10</td>
<td>0.8676</td>
<td>0.8424</td>
<td>0.7976</td>
<td>0.8485</td>
<td>0.8638</td>
<td><strong>0.8440</strong></td>
</tr>
</tbody>
</table>
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Figure 4.27: Average precision values of each fold for corresponding lambda values for full-parameterized CS-CRF model.

Table 4.21: Average recall values of each fold for corresponding lambda values for full-parameterized CS-CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8273</td>
<td>0.8781</td>
<td>0.8050</td>
<td>0.8859</td>
<td>0.8969</td>
<td>0.8587</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8287</td>
<td>0.8899</td>
<td>0.8063</td>
<td>0.8973</td>
<td>0.8956</td>
<td>0.8636</td>
</tr>
<tr>
<td>0.003</td>
<td>0.8318</td>
<td>0.8909</td>
<td>0.8080</td>
<td>0.8953</td>
<td>0.8965</td>
<td>0.8645</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8264</td>
<td>0.8919</td>
<td>0.8200</td>
<td>0.8925</td>
<td>0.8983</td>
<td>0.8658</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8257</td>
<td>0.8958</td>
<td>0.8180</td>
<td>0.8894</td>
<td>0.9004</td>
<td>0.8658</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8210</td>
<td>0.8874</td>
<td>0.8117</td>
<td>0.8779</td>
<td>0.8827</td>
<td>0.8561</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8658</td>
<td>0.9247</td>
<td>0.9208</td>
<td>0.9500</td>
<td>0.9347</td>
<td><strong>0.9192</strong></td>
</tr>
<tr>
<td>1</td>
<td>0.8756</td>
<td>0.9012</td>
<td>0.9445</td>
<td>0.9396</td>
<td>0.9802</td>
<td><strong>0.9282</strong></td>
</tr>
<tr>
<td>3</td>
<td>0.9101</td>
<td>0.9249</td>
<td>0.9246</td>
<td>0.9309</td>
<td>0.9592</td>
<td><strong>0.9299</strong></td>
</tr>
<tr>
<td>10</td>
<td>0.7444</td>
<td>0.7454</td>
<td>0.7521</td>
<td>0.7484</td>
<td>0.7418</td>
<td>0.7464</td>
</tr>
</tbody>
</table>
Figure 4.28: Average recall values of each fold for corresponding lambda values for full-parameterized CS-CRF model.

Table 4.22: Average f-score values of each fold for corresponding lambda values for full-parameterized CS-CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Fold-1</th>
<th>Fold-2</th>
<th>Fold-3</th>
<th>Fold-4</th>
<th>Fold-5</th>
<th>Average F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8286</td>
<td>0.8478</td>
<td>0.7703</td>
<td>0.8631</td>
<td>0.8570</td>
<td>0.8336</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8294</td>
<td>0.8559</td>
<td>0.7719</td>
<td>0.8721</td>
<td>0.8541</td>
<td>0.8369</td>
</tr>
<tr>
<td>0.003</td>
<td>0.8313</td>
<td>0.8566</td>
<td>0.7744</td>
<td>0.8785</td>
<td>0.8538</td>
<td>0.8392</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8285</td>
<td>0.8591</td>
<td>0.7863</td>
<td>0.8807</td>
<td>0.8575</td>
<td>0.8427</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8316</td>
<td>0.8643</td>
<td>0.7929</td>
<td>0.8829</td>
<td>0.8656</td>
<td><strong>0.8477</strong></td>
</tr>
<tr>
<td>0.1</td>
<td>0.8376</td>
<td>0.8579</td>
<td>0.7976</td>
<td>0.8760</td>
<td>0.8591</td>
<td>0.8460</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8102</td>
<td>0.7730</td>
<td>0.7639</td>
<td>0.8057</td>
<td>0.7768</td>
<td>0.7872</td>
</tr>
<tr>
<td>1</td>
<td>0.7963</td>
<td>0.7517</td>
<td>0.7336</td>
<td>0.7711</td>
<td>0.7443</td>
<td>0.7616</td>
</tr>
<tr>
<td>3</td>
<td>0.7958</td>
<td>0.7658</td>
<td>0.7328</td>
<td>0.7804</td>
<td>0.7619</td>
<td>0.7681</td>
</tr>
<tr>
<td>10</td>
<td>0.8013</td>
<td>0.7910</td>
<td>0.7742</td>
<td>0.7954</td>
<td>0.7982</td>
<td>0.7922</td>
</tr>
</tbody>
</table>
Performance values averaged over folds and runs with varying regularizer (lambda) values are presented in Table 4.14 and illustrated with Figure 4.21. According to these performance values, best choices for the regularizer value seem to be 0.003 or 0.01 which maximizes the f-score value.

Table 4.23: Average precision, recall and f-score values and standard deviation in the recall and precision values for various lambda values for full-parameterized CS-CRF model.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Avg. Precision</th>
<th>Avg. Recall</th>
<th>Std. Precision</th>
<th>Std. Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8100</td>
<td>0.8587</td>
<td>0.1056</td>
<td>0.0925</td>
<td>0.8335</td>
</tr>
<tr>
<td>0.001</td>
<td>0.8119</td>
<td>0.8636</td>
<td>0.1039</td>
<td>0.0915</td>
<td>0.8369</td>
</tr>
<tr>
<td>0.003</td>
<td>0.8153</td>
<td>0.8645</td>
<td>0.1035</td>
<td>0.0940</td>
<td>0.8391</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8208</td>
<td>0.8658</td>
<td>0.0996</td>
<td>0.0954</td>
<td>0.8426</td>
</tr>
<tr>
<td>0.03</td>
<td>0.8304</td>
<td>0.8658</td>
<td><strong>0.0969</strong></td>
<td>0.0959</td>
<td><strong>0.8476</strong></td>
</tr>
<tr>
<td>0.1</td>
<td>0.8360</td>
<td>0.8561</td>
<td>0.0987</td>
<td>0.1002</td>
<td>0.8459</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6884</td>
<td>0.9192</td>
<td>0.1690</td>
<td>0.0962</td>
<td>0.7835</td>
</tr>
<tr>
<td>1</td>
<td>0.6457</td>
<td>0.9282</td>
<td>0.1669</td>
<td><strong>0.0871</strong></td>
<td>0.7575</td>
</tr>
<tr>
<td>3</td>
<td>0.6542</td>
<td><strong>0.9299</strong></td>
<td>0.1585</td>
<td>0.0947</td>
<td>0.7667</td>
</tr>
<tr>
<td>10</td>
<td><strong>0.8440</strong></td>
<td>0.7464</td>
<td>0.0980</td>
<td>0.0962</td>
<td>0.7920</td>
</tr>
</tbody>
</table>
Table 4.24: Comparison of performances of experimented CRF models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg. Precision</th>
<th>Std. Precision</th>
<th>Avg. Recall</th>
<th>Std. Recall</th>
<th>Avg. F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment-based Basic CRF</td>
<td>0.8058</td>
<td>0.0964</td>
<td>0.6925</td>
<td>0.1098</td>
<td>0.7448</td>
</tr>
<tr>
<td>Fully-connected CRF</td>
<td>0.9333</td>
<td>0.0666</td>
<td>0.5714</td>
<td>0.1558</td>
<td>0.7088</td>
</tr>
<tr>
<td>Star CRF (parameter shared)</td>
<td>0.8819</td>
<td>0.0844</td>
<td>0.7734</td>
<td>0.1112</td>
<td>0.8240</td>
</tr>
<tr>
<td>Star CRF (full parameterization)</td>
<td>0.8304</td>
<td>0.0969</td>
<td><strong>0.8658</strong></td>
<td>0.0959</td>
<td><strong>0.8476</strong></td>
</tr>
</tbody>
</table>

Figure 4.30: Average precision, recall and f-score values of corresponding lambda values for full-parameterized CS-CRF model.

From Figure 4.30, it is clearly seen that performance values are more stable compared to parameter sharing case as the regularizer (lambda) value increases. As lambda increases, the decrease in the performance values is less than the parameter sharing case. This demonstrates that multiple binary logistic classifier approach handles the overfitting problem better than the soft-max classifier when there is limited data. Since soft-max classifier is more complex, regardless of number of parameters learned in the model, if there are not enough samples in the dataset, it is hard to avoid memorization.

A comparison of all the CRF models experimented over our dataset is provided in Table 4.24. Even though, the highest precision is acquired by the fully-connected model, which is most probably due to the introduction of mixed state, average recall value of this approach is quite poor. It is observed from the table that star CRF model with full parameterization performs quite well in terms of both precision and recall values. Therefore star model with full parameterization has the highest f-score value.
On the other hand, in [22], Firat et.al. propose an unsupervised rule-based approach to detect airfields in multispectral satellite images and they report average precision value of as 0.75 and average recall value as 0.85. Even if our dataset differs from their dataset, we see that our star CRF model with full-parameterization outperform their rule-based approach which contains a lot of hand-tuned parameters. To our intuition, our model is more general and would outperform their rule-based approach when applied to a different dataset.

4.9 Chapter Summary

In this chapter, methodologies experimented with during the formation of the proposed model are discussed. First of all, the dataset constructed for the experiments is introduced. Then, the algorithms tried for the first stage of the proposed framework are stated. First stage of the framework consists of segmentation and an initial classification steps. For the segmentation step, watershed algorithm, SLIC algorithm and mean shift algorithm are examined and mean shift algorithm is found to be more suitable for our problem due to its detail preserving nature. Then, for the initial classification, performance of SVM and k-NN classifiers are compared and SVM is chosen to proceed to the contextual model construction phase. At the last part of the chapter, conditional random fields approaches which are experimented with are explained and the performance results are presented.
In this thesis, we have studied the effects of context integration for classifying the objects in remote sensing images. In this chapter, a summary of the proposed model is presented along with the possible future directions.

5.1 Summary

A contextual model, which emphasizes spatial interactions and co-occurrence statistics between a "contextually consistent" target and its surroundings, is proposed in this thesis. The proposed model had three stages, namely candidate region extraction step, meta-segment extraction step and conditional random fields step.

For extracting candidate regions, we have made use of domain knowledge. For the target class we have experimented with in our study, namely airfield, long parallel lines are known to be the indicator due to its nature. This is a compositional contextual cue which we have shown to be statistically meaningful by employing sparse autoencoders. It is observed that sparse autencoders captive the low level features which are shared across all the images of target object.

In the second stage, we introduce a new representation of image, called meta-segments, where the segments with the same label are merged according to an initial classification result. This novel representation enables us to gain a rough intuition about the surrounding regions of the target class which are then used for computing co-occurrence statistics and spatial interactions. Since our focus is on the final label of the target class, the information loss during merging of the LULC segments is does not have a significant impact on the final decision.

At the last stage, a conditional random field with star topology is constructed by placing the candidate region at the center and existing LULC classes in its neighborhood are added to the model as the surrounding nodes. We have solved separate conditional random field models for each candidate region. The proposed star model is dynamic, in the sense that only existing regions in the neighborhood of the candidate region are represented by a node in the graph of that candidate region. For example; if there are only soil and urban classes in the neighbor-
hood of a candidate region, its corresponding graph has only these three nodes. For increasing sample size, we have populated each graph samples with five negative graph examples. This is done by generating samples with non-existent nodes in the neighborhood of a candidate region. The pairwise potentials are designed to demonstrate the spatial interactions such that co-occurrence statistics in three different neighborhoods are used for the computation.

In chapter 4, we compare our proposed contextual star model to classic segment-based basic CRF model and to fully connected model. We also investigate the effects of parameter sharing across nodes.

Other comparative remarks in chapter 4 are made about the selection of segmentation algorithm and the initial classifier. Considering the detail preserving nature of the mean shift clustering, which is essentially needed in our problem since we deal with the airfields that are long thin regions, it has selected to proceed to the next steps. After comparing, SVM and k-NN classifiers, SVM is selected as the initial classifier since it performed slightly better than k-NN for our data.

5.2 Open Issues and Future Directions

This study has contributed for solving the problem of complex target detection in remote sensing data. However, our work is a preliminary study and there are points to be examined further some of which are discussed below in this section.

First of all, target class in our study is restricted to airfield class and we cannot guarantee the performance of other classes with the same feature set. Especially, for defining context and contextual relations, each class in remote sensing domain are considered separately in general, since each class exhibit different characteristics. Our sparse autoencoder approach brings a systematic to this process and leads the researchers about contextual cues of the target class. However, its effectiveness about contextual cue identification should be examined more with the experiments on other classes.

Nevertheless, our contextual model is not limited to remote sensing domain and can be applied to other spatial classification tasks as well. For instance, object detection in natural images can be accomplished by our contextual model where the contextual neighborhood defined. The only essential difference would arise during the feature extraction part. Apart from that additional contextual features can be utilized for obtaining pairwise potentials.

Another issue is about the error analysis of initial classification step. Effects of initial classification labeling can be examined more thoroughly, for deciding whether the CRF step is able to recover from a poor initial classification or not. Confusion analysis in CRF step due to misclassified and merged meta-segments deserves more attention and it would be part of a future analysis study.

In order to generalize our contextual model, to apply for different variants of classification
tasks, feature extraction steps should be automatized. One of the main challenges for the future work is to develop an algorithm for learning both unary and pairwise features from data by the help of sparse autoencoders. We believe this will be a thrilling study and most probably improve the results.

Another possible way to proceed is turning our model to a hierarchical architecture. This can be achieved by altering the energy function, in other words by adding extra terms for the interactions between and within additional layers. If our model is designed as a two-layer model, and at the upper layer the interactions between segments are studied, our model may become more powerful and our problem is converted into scene decomposition from single target classification, since the labeling of the LULC segments become possible as well.

Additionally, employing the probabilities from the initial classifier to our contextual model may bring advantage at the CRF stage and would be examined in later works.
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APPENDIX A

DATASET

Figure A.1: Red-green-blue combination of $I_1$. 
Figure A.2: Red-green-blue combination of $I_2$. 
Figure A.3: Red-green-blue combination of $I_3$. 
Figure A.4: Red-green-blue combination of $I_4$. 
Figure A.5: Region of interest in $I_1$ obtained by dilation and superposition of all candidate PLBRs. In this image, each PLBR is marked by the color of its corresponding class. Class colors are red for airfield class, orange for soil, purple for urban, cyan for concrete or asphalt, dark green for forest, green for agricultural land and blue for water.
Figure A.6: Region of interest in $I_2$ obtained by dilation and superposition of all candidate PLBRs. In this image, each PLBR is marked by the color of its corresponding class. Class colors are red for airfield class, orange for soil, purple for urban, cyan for concrete or asphalt, dark green for forest, green for agricultural land and blue for water.
Figure A.7: Region of interest in $I_3$ obtained by dilation and superposition of all candidate PLBRs. In this image, each PLBR is marked by the color of its corresponding class. Class colors are red for airfield class, orange for soil, purple for urban, cyan for concrete or asphalt, dark green for forest, green for agricultural land and blue for water.
Figure A.8: Region of interest in $I_4$ obtained by dilation and superposition of all candidate PLBRs. In this image, each PLBR is marked by the color of its corresponding class. Class colors are red for airfield class, orange for soil, purple for urban, cyan for concrete or asphalt, dark green for forest, green for agricultural land and blue for water.