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ABSTRACT

HFE BASED MULTI-VARIATE QUADRATIC CRYPTOSYSTEMS AND
DEMBOWSKI OSTROM POLYNOMIALS

Alam, Bilal
Ph.D., Department of Cryptography
Supervisor : Prof. Dr. Ferruh Özbudak
Co-Supervisor : Dr. Öğuz Yayla

May 2013, 73 pages

Harayama and Friesen proposed linearised binomial attack for multivariate quadratic cryptosystems and introduced weak Dembowski Ostrom (DO) polynomials in this framework over the finite field $\mathbb{F}_2$. They conjecture about the existence of infinite class of weak DO polynomials and presented the open problem of enumerating their classes. We extend linearised binomial attack to multivariate quadratic cryptosystems over $\mathbb{F}_p$ for any prime $p$ and redefine the weak DO polynomials for general case. We identify an infinite class of weak Dembowski Ostrom polynomials for these systems by considering highly degenerate quadratic forms over algebraic function fields and Artin-Schreir type curves to achieve our results. This thesis also presents a comprehensive survey of HFE based multivariate quadratic public key cryptosystems and discusses some recent cryptanalytic attacks involving Gröbner bases and matrix/vector operations by reducing the involved problem to related MinRank and IP problem. We also mention a possible connection among Ore’s $p$-polynomials and HFE cryptosystems identified in the work of Coulter.

Keywords: linearised binomial attack, weak Dembowski Ostrom polynomials, Hidden Field Equations Cryptosystems, Multivariate Quadratic Cryptosystems
ÖZ

HFE TABANLI İKINCI DERECE DEN ÇOK DEĞİŞKENLI KRIPTOSISTEMLER VE DEMBOWSKI OSTROM POLINOMLAR

Alam, Bilal
Doktora, Uygulamalı Matematik Enstitüsü
Tez Yöneticisi : Prof. Dr. Ferruh Özbudak
Ortak Tez Yöneticisi : Dr. Oğuz Yayla

Mayıs 2013, 73 sayfa

Harayama ve Friesen, ikinci dereceden çok-değişkenli kriptosistemlerine doğrusal binom atağı sunmuşlardır ve sonlu cisim $\mathbb{F}_2$ üzerindeki bu sistemler için zayıf Dembowski Ostrom (DO) polinomlarını tanımlamışlardır. Sonsuz elemanlı zayıf DO polinom sınıflarının olduğu varsayımı öne sürmüşlerdir ve bu sınıfların sıralanmasını açık problem olarak sunmuşlardır. Çalışmamızda, doğrusal binom atağı, herhangi bir asal $p$ karakteristiğine sahip sonlu cisim $\mathbb{F}_p$ üzerindeki ikinci dereceden çok-değişkenli kriptosistemlere genelleştiriyoruz ve genel durum için zayıf DO polinomlarını yeniden tanımlıyoruz. Bu genel sistemler için sonsuz elemanlı zayıf DO polinom sınıfını, cebirsel fonksiyon cisimleri üzerindeki düzenli bozuk ikinci dereceden formları ve Artin-Schreir egrilerini kullanarak sunuyoruz. Bu tezde ayrıca HFE tabanlı ikinci dereceden çok-değişkenli kriptosistemler hakkında detaylı bir inceleme sunulmaktadır ve bu problemin ilgili MinRank ve IP problemlerine dönüştürülmesi ile Gröbner bazları ve matris/vektör işlemlerini içeren yakın zamanda sunulan bazı ataklar tartışmaktadır. HFE kriptosistemleri ile Ore polinomlarının bağlantılarına da değinilmiştir.

Anahtar Kelimeler: doğrusal binom atak, zayıf Dembowski Ostrom Polinomlar, Saklı Cisim Denklemleri, İkinci Dereceden Çok Değişkenli Kriptosistemler
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Cryptography can be broadly considered as the mathematics of encrypting and decrypting data. It enables to store vital information and also to communicate the same across an insecure channel to the intended recipient. Contrary to this, cryptanalysis is the mathematics of extracting secured vital information and analysing/breaking the security embedded to vital information being communicated. It involves application of variety of mathematical tools as well as some analytic approach to pattern extraction. Cryptanalysts are often termed as attackers. Cryptology embraces both cryptographers and cryptanalysts.

Cryptography involves the design of basic primitives that are algorithms with sound mathematical properties and related in complexity to hard mathematical problems. More sophisticated and complex cryptographic tools or cryptosystems are then developed by employing these basic cryptographic primitives to address the high level security requirements in practice. A cryptosystem is generally considered as 5-tuple($\mathcal{P}, K, C, E, D$) package as follow:

1. $\mathcal{P}$ refers to set of plain information referred as Plaintext.
2. $\mathcal{C}$ refers to set of secured information referred as Ciphertext.
3. $K$ refers to set of possible keys referred as Key-space.
4. Corresponding to each $K \in K$ there is an Encryption-rule $E \in E$ such that it transforms given plaintext $P \in \mathcal{P}$ to ciphertext $C \in \mathcal{C}$ i.e. $E : P \rightarrow C$ and also there is a Decryption-Rule $D \in D$ to retrieve the plaintext from ciphertext i.e. $D : C \rightarrow P$.

Broadly speaking, there are two models of cryptography i.e. Symmetric-Key Model and Asymmetric-Key Model. In Symmetric-Key model, one key is used for both encryptions and decryption. Data Encryption Standard (DES) and Advanced Encryption Standard (AES) represent this model. Figure 1.1 illustrates symmetric key cryptography model.

Key agreement is thus a natural question in terms of symmetric-key cryptography model. The only option other than physically exchanging the key is to transmit
it securely over an insecure channel. Asymmetric-Key model is an answer to this problem of key transfer.

Public-key or Asymmetric cryptography model was introduced by Whitfield Diffie and Martin Hellman in [24]. Asymmetric cryptography model employs a pair of keys termed as a Public key that encrypts the information and a corresponding Private key that decrypts the encrypted information. Public key is published to the world and private key is kept secret. The sender of vital information encrypts using the public key of intended recipient without even prior interaction. Though necessarily related, retrieving private key from published public key is considered computationally infeasible. Encryption only requires knowledge of recipient’s public key while decryption by the intended recipient involves only private key operations. Figure 1.2 illustrates asymmetric cryptography model. Public key cryptography model facilitates secure information exchange over insecure model without the trouble of key agreement or key transfer. Elgamal, RSA and Elliptic-curves are well known asymmetric cryptosystems.

Asymmetric cryptographic algorithms are often based on the computational complexity of hard mathematical problems from number theory. The integer factorization problem is the basis of RSA while the complexity of solving discrete logarithm is related to Diffie - Hellman and DSA. Elliptic curve cryptography is developed around number theoretic problems involving elliptic curves. The main strong assumption is computational infeasibility of constructing one key from the other, even though they are necessarily related. This indirectly effects the choice

Figure 1.1: Symmetric-key Cryptography Model

Figure 1.2: Asymmetric-key / Public Key Cryptography Model
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of mathematical problems for asymmetric cryptography as well.

The advent of quantum computers and development of polynomial time algorithm like Shor’s algorithm for integer factorization has raised serious questions about viability of number theoretic problems and cryptographic tools based on mathematical hardness of these problems. As a consequence to this cryptographic and mathematical community is investing huge amount of time and resources in development of credible tools in terms of security for the prospective era of quantum computers. Research in this field is tagged as Post Quantum Cryptography (PQC) and research till date in PQC can be divided in the following domains

1. Hash Based Cryptography
2. Code Based Cryptography
3. Lattice Based Cryptography
4. Multivariate Quadratic Equations Cryptography
5. Secret Key Cryptography

Multivariate cryptography is an asymmetric cryptographic primitive based on multivariate polynomials over a finite field. Multivariate public key cryptosystems (MPKCs for short) employ a set of multivariate polynomials as the public key. The NP-hardness of the problem to solve these non-linear equations over a finite field formulates the main security assumption of the resultant cryptosystems. There has been intensive research performed on MPKCs in the last few decades rendering some constructions are not as secure as initially claimed. Many MPKCs, however, are still viable. In practice, quadratic polynomials are usually used in MPKCs, and hence, in this study we consider only multivariate quadratic (MQ) systems.

With the advent of quantum computers and its potential towards applications in ubiquitous computing devices, we can find some very recent results for MPKCs. The idea to strengthen HFE based MQ cryptosystems using field of odd characteristics is a proof of this fact. Public key cryptosystems can be considered as instance of trapdoor one-way functions. This function and the mathematical structure behind it determines the essential characteristics of the public key cryptosystem. MPKCs are also instance of a trapdoor one way function involving the inversion of a set of quadratic equations over finite field termed as an MQ Problem. Given a system of $m$ quadratic polynomial equations $P_1(x) = P_2(x) = \cdots = P_m(x) = 0$ in $n$ variables $x = (x_1, \cdots, x_n)$ over a finite field $\mathbb{F}_q$. The MQ-problem involves computing the inverse map $x$ for a given $y = (y_1, \cdots, y_m)$.

For a random set of quadratic equations the corresponding MQ problem is an NP-hard problem in general. But MPKCs are not designed with random set of quadratic equations but those related to specific trapdoor function. Thus, the NP-hardness of MQ problem does not guarantee the security of MQ cryptosystem but
the trapdoor function being the main vulnerable entity in the design determines
the overall strength of the systems. There are effective attacks proposed against
many trapdoor designs and the theory of MPKCs thus evolves as more and more
insight is developed about designing secure multivariate trapdoors.

1.1 Our Contribution

An MQ cryptosystem defined over finite field $\mathbb{F}_q$ of cardinality $q$ when used in
digital signature scheme usually gives short signatures of size $q^m$ for some integer
$m$. Thus, the birthday attack is generally applicable to the underlying MQ system
at complexity $O(q^{m/2})$ [12].

T. Harayama and K. Friesen in a recent work [34], proposed a linearized binomial
attack (LBA) for MQ systems over $\mathbb{F}_2$ with $n = m$ as a customized birthday attack
under some restrictions on the univariate representation of public polynomials
over $\mathbb{F}_{2^n}$. They observed experimentally that the LBA can be asymptotically bet-
ter by at least a factor of $2^{n/8}$ than the generic birthday attack for MQ signature
schemes that have univariate public key polynomial belonging to certain classes
of Dembowski Ostrom (DO) polynomials over $\mathbb{F}_{2^n}$. They termed these polynomi-
als as Weak DO Polynomials and conjectured about the existence of an infinite
class of these polynomials over $\mathbb{F}_{2^n}$ of the form $g(x) = x^{2^{n/4}+1} + x^{2^{n/8}+1} \in \mathbb{F}_{2^n}[x]$. They also posed an open question to enumerate other such classes of weak DO
polynomials.

In this thesis we address this conjecture. We prove the existence of conjectured
class of weak DO polynomials in Corollary 4.7 and identify the general class to
which this class belongs in Theorem 4.6. As our first contribution using results in
[43] we extend the LBA in [34] to MQ cryptosystems over $\mathbb{F}_p$ with $p$ any odd prime.
This allowed us to redefine weak DO polynomials for finite fields of characteristic
any prime $p$ in Definition 4.1. Our second contribution is identification of a general
class of these weak DO polynomials of the form $g'(x) = \sum_{i=1}^{k} A_i x^{p^{(2i-1)n/2k}+1} \in
\mathbb{F}_p^n[X]$ in Theorem 4.8. We use theory of algebraic function fields to prove the
existence of our general class of weak DO polynomials and also show that the
conjectured class in [34] is a subclass of our general class. Many infinite subclasses
can be extracted from our general class and thus can be considered as an answer
to enumeration problem stated in [34]. But we do observe that many other classes
can still be derived following our approach and hence we regard the enumeration
problem partially resolved.

Christopher Wolf in his PhD dissertation [56] provided an extensive survey of
the MPKCs discussing the design methods as well as cryptanalytic attacks on
such systems. The HFE (Hidden Field Equations) MQ cryptosystems were one
of the few focussed multivariate cryptosystem designs proposed almost a decade
ago by Patarin [48] and were observed to withstand major attacks otherwise
successful against other multivariate schemes. Many polynomial time proposed
attacks against HFE cryptosystems have been recently proved theoretically or conjectured to be sub-exponential based on simulation results. In this thesis, we devote a complete section to the study of HFE cryptosystems discussing few important variations and significant cryptanalytic attacks proposed till date for HFE designs. Coulter, Havas and Henderson [10] reported a connection between cryptanalysis of HFE cryptosystems and decomposition of $p$-polynomials proposed by Ore [44] as early as 1930’s. We also discuss their work at the end of this thesis.

1.2 Outline of Thesis

The thesis is organised as follows: In Chapter 2 we cover some necessary mathematical tools required to develop a clear understanding of the material presented later in this thesis. Chapter 3 introduces MQ cryptosystems with few important concepts involved. In Chapter 4, after reviewing the work of Harayama and Friesen [34, 35] we discuss LBA over even characteristic MPKCs and its extension to the odd prime $p$ case. Later after redefining the weak DO polynomials we present proof of the existence of the conjectured class [34, 35] and our general class of weak DO polynomials. At the end of this thesis, in Chapter 5 we provide a comprehensive survey of design variations and major cryptanalytic attacks on HFE based MQ cryptosystems till date concluding with the discussion on connection between Ore’s decomposition of $p$-polynomials and cryptanalysis of HFE cryptosystems.
CHAPTER 2

MATHEMATICAL BACKGROUND

In order to facilitate the readers to understand the results presented in this thesis, it would be more systematic to start with discussion of few fundamental mathematical concepts and to introduce the properties and notations useful to this thesis. This would improve clarity and comprehension of the subjects under discussion in various sections and in general the theory of Multivariate Quadratic public key cryptography.

2.1 Birthday Problem

The birthday problem is a very simple problem in statistics of computing the probability of coincidence among the birthdays in a group of people. Mathematically, it can be defined as computing the probability that two out of \( n \) people share their birthdays.

Assuming \( P_s \) as the probability of one such coincidence and \( P_d \) as its complement i.e. the probability of not having any such coincidence. With these two as the only involved cases, we have \( P_s = 1 - P_d \), because the possibilities are mutually exclusive.

The occurrence of birthday’s of individuals on any particular day of an year are independent events. Hence, considering a uniform distribution for such a problem, the resultant probability \( P_d \) can be expressed as

\[
P_d = \frac{365}{365} \times \frac{364}{365} \times \frac{363}{365} \times \cdots
\]

\[
= (1/365) \times (365 \times 364 \times 363 \times \cdots)
\]

Considering the probability for a group of 23 people, it can be estimated as:

\[
P_d = \frac{365}{365} \times \frac{364}{365} \times \frac{363}{365} \times \cdots \times \frac{343}{365}
\]

\[
= (1/365) \times (365 \times 364 \times 363 \times \cdots \times 343)
\]

\[
= 0.493
\]
Therefore, $P_s \approx 1 - 0.493 = 0.507 (50.7\%)$. Generalize the problem for a group of $n$ people. With $P_s(n)$ as the probability of at least one coincidence among the birthdays of $n$ people and $P_d(n)$ as the probability of all $n$ birthdays being different. Based on the pigeonhole principle, $P_d(n)$ is zero when $n > 365$. When $n \leq 365$

$$P_d(n) = 1 \times (1 - \frac{1}{365}) \times (1 - \frac{2}{365}) \times \cdots \times (1 - \frac{n-1}{365}). \quad (2.1)$$

The above statement is a representation of first birthday being different from others with probability 1. The second birthday different from first with probability $1 - \frac{1}{365}$ and so on each subsequent birthday different from previous ones. The complementary event of observing at least two of the $n$ persons having the same birthday can be calculated as

$$P_s(n) = 1 - P_d(n).$$

To express, this generalization mathematically we use Taylor Series expansion of the exponential function (the constant $e \approx 2.718281828$).

$$e^x = 1 + x + \frac{x^2}{2!} + \cdots$$

which can be considered as first-order approximation of $e^x$. For $x \ll 1$

$$e^x \approx 1 + x.$$

Applying this approximation to $P_d(n)$, let $x = -i/365$. i.e.

$$e^{-i/365} \approx 1 - \frac{i}{365}.$$

Replacing $i$ with non-negative integers for each term in the formula of $P_d(n)$ until $i = n - 1$, for e.g. with $i = 2$

$$e^{-2/365} \approx 1 - \frac{2}{365}$$

The expression derived earlier for $P_d(n)$ can be approximated as

$$P_d(n) \approx 1 \times e^{-1/365} \times e^{-2/365} \cdots e^{-(n-1)/365}$$

$$= 1 \times e^{-(1+2+\cdots+(n-1))/365}$$

$$= e^{-(n(n-1)/2)/365}$$

Therefore,

$$P_s(n) = 1 - P_d(n) \approx 1 - e^{-n(n-1)/(2 \times 365)} \quad (2.2)$$

And further approximation gives

$$P_s(n) \approx 1 - e^{-n^2/(2 \times 365)}. \quad (2.3)$$

Further generalizing the birthday problem to any number of persons and days. Lets take $m$ as the number of persons and $n$ as the number of days. With $m \ll n,$
the same approach applied to this general case gives $P_s(m, n)$ i.e. the probability that at least two out of $m$ people share the same birthday from a set of $n$ available days.

$$P_s(m, n) \approx 1 - e^{-m^2/2n}.$$ (2.4)

In cryptography, the birthday problem finds its application in an attack known as Birthday Attack. This attacks exploits the mathematics involved in resolving birthday problem as a probability result. Overall the attack looks for collision among outputs of a mathematical function with certain number of random inputs, based on the theory of pigeonhole principle involved in birthday problem/paradox.

Given $f(x)$ any function with $x$ as input. A collision is defined as $f(x_1) = f(x_2)$ i.e. same output with two given inputs $x_1 \neq x_2$. Birthday problem has direct application in computing the probability of such an occurrence for any mathematical function. To observe this, let $n$ be the cardinality of the output set and $m$ be the number of random inputs. Then the probability of observing a collision is directly given as

$$P_{(m, n)} \approx 1 - e^{-m^2/2n}.$$ (2.5)

In birthday attack, we go one step further and compute the minimum number of random inputs $N_P$ required to observe a collision with probability $p$. It can be trivially observed as

$$N_P \approx \sqrt{2n \ln \frac{1}{1-p}}$$

Taking the success probability $p$ as 50% or 0.5, we get

$$N_P \approx 1.1774\sqrt{n} \approx \sqrt{\pi/2}n$$

which is the expected number of random inputs required to obtain a collision with a success probability 0.5 or 50%.

### 2.2 Finite Fields

Modern cryptography (in general) is based on theory of finite fields. So, we would like to review certain fundamentals of theory of finite fields from lectures on Finite Fields and Galois Rings by Wan [54].

**Definition 2.1.** Finite Field $\mathbb{F}$ is any group of elements with two binary operations: (1) Addition $+: \mathbb{F} \times \mathbb{F} \to \mathbb{F}$ and (2) Multiplication $\cdot: \mathbb{F} \times \mathbb{F} \to \mathbb{F}$. The definition itself implies closure with respect to both these operations. We call $(\mathbb{F}, +, \cdot)$ a finite field if it satisfies the following set of rules called Axioms of fields. $\mathbb{F}$ is an additive abelian group $(F, +)$ such that

1. **Associativity:** $\forall a, b, c \in \mathbb{F}: \ ((a + b) + c) = (a + (b + c))$.  

2. Identity element: \( \exists e \in F : \forall a \in F : a + e = a \).

3. Inverse: \( \forall a \in F \exists -a \in F : a + (-a) = (-a) + a = e \).

4. Commutativity: \( \forall a, b \in F : a + b = b + a \).

\( F \) is a multiplicative abelian group \((F,)\) such that

1. Associativity: \( \forall a, b, c \in F : ((a \cdot b) \cdot c) = (a \cdot (b \cdot c)) \).

2. Identity element: \( \exists e \in F : \forall a \in F : a \cdot e = a \).

3. Inverse: \( \forall \text{ non-zero } a \in F \exists a^{-1} \in F : a \cdot a^{-1} = a^{-1} \cdot a = e \).

4. Commutativity: \( \forall a, b \in F : a \cdot b = b \cdot a \).

Distributivity: \( \forall a, b, c \in F : a \cdot (b + c) = a \cdot b + a \cdot c \).

**Remark 2.1.** In this thesis for any finite field \( F \), we will take the additive identity as '0' and multiplicative identity as '1'. And, briefly we write \( ab \) instead of \( a \cdot b \).

**Definition 2.2.** Let \( \mathbb{Z}_p \) be the set of integers modulo integer \( p \). If \( p \) is any prime number, then the set \( \mathbb{Z}_p = \{0, 1, 2, \cdots , p-1\} \) is an additive abelian group denoted as \((\mathbb{Z}_p,+)\) and the set \( \mathbb{Z}_p^* = \{1, 2, \cdots , p-1\} \) is a multiplicative abelian group \((\mathbb{Z}_p^*,\cdot)\). Hence, \( \mathbb{Z}_p \) is a finite field.

**Definition 2.3.** Let \( F_s \) be any subset of finite field \( F \). If \( F_s \) is itself a field with the two binary operations of addition and multiplication, i.e. \( \forall a, b \in F_s \) we have \( a - b \in F_s \) and also \( ab^{-1} \in F_s \) such that \( b \neq 0 \). Then \( F_s \) is termed as subfield of \( F \) and \( F \) is called the Extension field of \( F_s \).

**Definition 2.4.** Let \( F, F' \) be any two fields. If there exists a bijective map from \( F \rightarrow F' \)

\[ \sigma : F \rightarrow F' \]

\[ a \rightarrow \sigma(a) \]

such that the field operations of addition and multiplication are preserved i.e. \( \forall a, b \in F \), we have

\[ \sigma(a + b) = \sigma(a) + \sigma(b) \]

\[ \sigma(ab) = \sigma(a)\sigma(b). \]

We say that \( F \) is isomorphic \( F' \), denoted as \( F \cong F' \). Any isomorphism of a field with itself is termed as Automorphism. e.g. any field with prime number of elements \( p \), denoted as \( \mathbb{F}_p \) is isomorphic to \( \mathbb{Z}_p \).

**Definition 2.5.** For any finite field \( F \), if there exists any positive integer \( m \) such that \( me = 0 \), where \( e \) is the multiplicative identity element. Then \( m \) is termed as the characteristic of \( F \). If there exists no positive integer \( m \) such that \( me = 0 \), then the characteristic is taken as 0. For any finite field \( \mathbb{F}_p \), \( \mathbb{F}_{p^n} \) (where \( n \geq 1 \) any positive integer) is an extension field with \( p^n \) elements. Characteristic of any \( \mathbb{F}_{p^n} \) is \( p \).
Theorem 2.1. Theorem 3.10] For any isomorphic fields $F$ and $F'$, the characteristic of $F$ and $F'$ must be equal.

Theorem 2.2. Corollary 3.17] For any finite field $F$ of characteristic $p$, with $p \neq 0$ and any two elements $a, b \in F_p$, we have

$$(a \pm b)^p = a^p \pm b^p$$

where $n$ is any non-negative integer.

Corollary 2.3. Corollary 3.18] For any finite field $F$ of characteristic $p$, with $p \neq 0$ and a non-negative integer $n$, there exists an automorphism of $F$ of the form

$$\sigma_n : a \to a^{p^n} \ (a \in F).$$

Any sum of monomials of the form

$$a_i x^i \ ; \ a_i \in F$$

of degree $i$ in the indeterminate $x$ is termed as a polynomial in $x$ over the field $F$. i.e. a formal sum of the form

$$a_0 + a_1 x + \cdots + a_n x^n \ ; \ a_i \in F.$$

Let $F[x]$ be the set of polynomials in $x$ over $F$. $F[x]$ is in fact a ring of polynomials in the indeterminate $x$ over the field $F$ or polynomial ring in $x$ over $F$, as per usual polynomial addition and multiplication operations. The 0 is the zero of $F[x]$ and 1 is the identity of $F[x]$.

Definition 2.6. Definition 5.2] For any finite field $F_p$ and a polynomial ring $F_p[x]$ in the indeterminate $x$ over $F_p$. Let $p(x)$ be an irreducible polynomial in $F_p[x]$. Then $F_p[x]/p(x)$ is a field. Also known as the Residue Class Field of the polynomial ring $F_p[x]$ modulo the irreducible polynomial $p(x)$, with additions and multiplications performed modulo irreducible polynomial $p(x)$. If $p(x)$ is of degree $n$, then $F_p[x]/p(x)$ defines an $n$-th degree extension of $F_p$ termed as $F_{p^n}$ and all the elements of $F_p[x]/p(x)$ can be expressed as

$$a_0 + a_1 x + \cdots + a_{n-1} x^{n-1} \text{ with } a_i \in F_p.$$

We can also define a vector space $F_p^n$ of dimension $n$ over finite field $F_p$ where each element corresponds to a vector with $n$ co-ordinates over $F_p$ i.e. $\forall b \in F_p^n$ we have $b = (b_0, b_1, \ldots, b_{n-1})$ with $b_i \in F_p$ for $0 \leq i \leq n - 1$.

Definition 2.7. Definition 2.16] For any finite field $F_p$, we have a canonical bijective map $\phi$ between its $n$-th degree extension $F_{p^n}$ and $n$-dimensional vector space $F_p^n$, i.e.

$$\phi : F_{p^n} \to F_p^n$$

$$\phi(a) \to b$$

$$a_i \to b_i \ \text{ for } 0 \leq i \leq n - 1.$$

Hence we can say that $F_{p^n}$ is isomorphic to $F_p^n$ i.e. $F_{p^n} \cong F_p^n$. 


Definition 2.8. Let $F_{p^n}$ be an $n$-th degree extension of finite field $F_p$ with characteristic prime $p$. Then for any element $\alpha \in F_{p^n}$, the elements $\alpha, \alpha^p, \alpha^{p^2}, \ldots, \alpha^{p^{n-1}}$ are called the conjugates of $\alpha$ over $F_p$.

Definition 2.9. \cite{54} Definition 7.5] For any element $\alpha \in E := F_{p^n}$ and $F := F_p$, the trace $Tr_{E/F}(\alpha)$ of $\alpha$ over $F$ is defined as the sum of its conjugates over $F$ i.e. 

$$Tr_{E/F}(\alpha) = \alpha + \alpha^p + \alpha^{p^2} + \cdots + \alpha^{p^{n-1}}.$$ 

Theorem 2.4. \cite{54} Theorem 7.12] For any element $\alpha, \beta \in E := F_{p^n}$ and $c \in F := F_p$ such that $s \mid n$, the trace $Tr_{E/F}$ function satisfies the following axioms

1. $Tr_{E/F}(\alpha + \beta) = Tr_{E/F}(\alpha) + Tr_{E/F}(\beta)$
2. $Tr_{E/F}(c\alpha) = cTr_{E/F}(\alpha)$
3. $Tr_{E/F}(c) = nc$
4. $Tr_{E/F}(\alpha^p) = Tr_{E/F}(\alpha)$

if $F$ is the smallest prime subfield of $F_{p^n}$, then the trace $Tr_{E/F}(\alpha)$ is termed as the Absolute Trace of $\alpha$ and denoted as $Tr_{F}(\alpha)$.

2.3 Characters and Character Sums

Considering $F_p$ as a finite abelian group of order $p$ with identity element 1. Character $\chi$ of $F_p$ is defined as a homomorphism from $F_p$ to a multiplicative group $C$ of complex numbers of absolute value 1. The homomorphism is defined as 

$$\chi(\gamma_1 \gamma_2) = \chi(\gamma_1) \chi(\gamma_2) \quad \forall \gamma_1, \gamma_2 \in F_p.$$ 

For any finite cyclic group $F_{p^n}$ of order $p^n$, let $\alpha$ be the generator of $F_{p^n}$ such that every element can be expressed as a power $j$ of $\alpha$ with $0 \leq j \leq p^n - 1$, the function 

$$\chi_j(\alpha^k) = e^{2\pi ijk/p^n} \quad k = 0, 1, \ldots, p^n - 1$$

define the character of $F_{p^n}$. In other words, if $\chi$ is any character of $F_{p^n}$ then $\chi(\alpha)$ is an $p^n$-th root of unity, i.e. $\chi(\alpha) = e^{2\pi ij/p^n}$ for some $j$ with $0 \leq j \leq p^n - 1$. To each character $\chi(\alpha)$, there is associated a complex conjugate character $\overline{\chi}(\alpha) = \overline{\chi(\alpha)}$ for any $\alpha \in F_{p^n}$. Let $F_{p^n}$ represent an additive abelian group with prime field $F_p$. If $Tr : F_{p^n} \to F_p$ is the absolute trace from $F_{p^n}$ to $F_p$, the function defined by 

$$\chi_1(\alpha) = e^{2\pi i Tr(\alpha)/p} \quad \forall \alpha \in F_{p^n}$$ 

(2.6)

is called the canonical additive character of $F_{p^n}$, since 

$$\chi_1(\alpha_1 + \alpha_2) = \chi_1(\alpha_1)\chi_1(\alpha_2) \quad \forall \alpha_1, \alpha_2 \in F_{p^n}.$$
All the additive characters of $\mathbb{F}_{p^n}$ can be expressed in terms of $\chi_1$ e.g. for any $\beta \in \mathbb{F}_{p^n}$, we can write \[ \chi_\beta(\alpha) = \chi_1(\beta \alpha). \]

Using property of trace map, it is trivial to observe that for additive characters we have \[ \chi_1(\alpha^p) = \chi_1(\alpha). \]

**Definition 2.10.** [39, Section 5.4] Let $\chi$ be a non-trivial additive character of $\mathbb{E} := \mathbb{F}_{p^n}$ and $f(x)$ be a polynomial of positive degree over $\mathbb{E}$. Weil sum of the $f(x)$ is defined as:

\[ \sum_{x \in \mathbb{E}} \chi(f(x)). \]

We would like to mention few results before considering the usefulness of Weil Sum for our purpose.

**Theorem 2.5.** [39, Theorem 5.4] Let $\chi$ be a character of finite abelian group $G$ and $\alpha \in G$, then:

\[ \sum_{\alpha \in G} \chi(\alpha) = 0 \]

if $\alpha \neq 1$ and $\chi \in G'$ (group of characters of $G$), then

\[ \sum_{\chi \in G'} \chi(\alpha) = 0 \]

**Theorem 2.6.** [39, Theorem 5.5] The cardinality of characters of finite abelian group $G$ is equal to $|G|$.

Following directly from Theorem 2.5 and Theorem 2.6, we have following Orthogonality Relations for characters

1. Let $\chi$ and $\zeta$ be character of $G$, then

\[ \frac{1}{|G|} \sum_{\alpha \in G} \chi(\alpha)\overline{\zeta(\alpha)} = \begin{cases} 0 & \text{for } \chi \neq \zeta \\ 1 & \text{for } \chi = \zeta \end{cases} \]

2. Let $\alpha_1, \alpha_2$ be elements of $G$, then

\[ \frac{1}{|G|} \sum_{\chi \in G'} \chi(\alpha_1)\overline{\chi(\alpha_2)} = \begin{cases} 0 & \text{for } \alpha_1 \neq \alpha_2 \\ 1 & \text{for } \alpha_1 = \alpha_2 \end{cases} \]

Now, in order to determine the number of solutions of any arbitrary map $f : G \times \cdots \times G \to G$, we can use orthogonality relations of character of $G$ and Weil sum of $f$. For fixed $\gamma \in G$, the number $N(\gamma)$ of $n$-tuples $(x_1, \cdots, x_n) \in G^n$ such that $f(x_1, \cdots, x_n) = \gamma$ is given by:

\[ N(\gamma) = \frac{1}{|G|} \sum_{x_1 \in G} \cdots \sum_{x_n \in G} \sum_{\chi \in G'} \chi(f(x_1, \cdots, x_n))\overline{\chi(\gamma)}. \quad (2.7) \]
2.4 NP-Completeness

**Definition 2.11.** [38, Definition 4.2] A given Decision problem belongs to the class-\(NP\) if, any instance of this problem can be answered by an adversary possessing unlimited computing power. Adversary can also provide a Polynomial time Certificate in case of answer \(YES\), as an evidence.

**Definition 2.12.** [38, Definition 4.3] Given \(P_1, P_2\) two decision problems, we say that \(P_1\) reduces to \(P_2\) (in polynomial time) if there exists an algorithm, polynomial in input length of \(P_1\) such that one can construct an instance \(P_2\) of \(P_2\) from given instance \(P_1\) of \(P_1\). And that the answer for \(P_1\) is the same as the answer for \(P_2\).

**Definition 2.13.** [38, Definition 4.6] A decision problem \(D\) in \(NP\) is said to be \(NP\)-Complete if every other problem \(O\) in \(NP\) can be reduced to \(D\) in polynomial time.
CHAPTER 3

Multivariate Public Key Cryptography

Multivariate quadratic cryptography is considered as one of the secure building block in post quantum era. Many constructions have been presented in this domain and the researchers have devoted reasonable resources to develop secure cryptosystems based on multivariate equations solving problem. Quite a few basic constructions have been successfully attacked at least theoretically, however many still remain viable. The theory of multivariate quadratic (MQ) cryptography is still evolving as more and more insight is developed about its trapdoor design and the security of resultant cryptosystem. The scrutiny of the time complexity of successful attacks also continues and debate is still on. In this chapter we will introduce the mathematical problem of MQ cryptography. The information presented in this chapter is based on the taxonomy of such schemes presented by C. Wolf and B. Preneel in [55].

3.1 Multivariate System of Equations

Let $x_1, x_2, \ldots, x_n$ be the variables over $\mathbb{F}$. For given $n, d, m \in \mathbb{N}$ where $n$ is the number of variables, $d$ is the degree value of highest degree term and $m$ is the number of polynomials, we define the system $P$ of $m$ polynomial equations in $n$ variables with maximum degree $d$ i.e. $P := (P_1, P_2, \ldots, P_m)$ with each $P_i$ having the following form

$$P_i(x_1, x_2, \ldots, x_n) := \sum_{k \in \mathcal{K}} \alpha_{i,k} \prod_{j=1}^{d} x_{k_j} \quad \text{for} \quad 1 \leq i \leq m \quad (3.1)$$

where $\mathcal{K}$ is a $d$-dimensional vector defined as: $k := (k_1, k_2, \ldots, k_d)$ for $k \in \mathcal{K}$ such that each $k_i \in \{1, \ldots, n\}$ for $d \geq 1$. For $d = 0$, we have $k = 0$ with $x_0 = 1$ as a convention. Following the definition above the problem of solving multivariate system of equations over $F$ is defined as follows:

**Definition 3.1.** Let $\mathcal{M}$ be a map from $\mathbb{F}^n$ to $\mathbb{F}^m$ defined as $F : P_i(x_1, \ldots, x_n) = y_i$ where $x := (x_1, \ldots, x_n) \in \mathbb{F}^n$ and $y := (y_1, \ldots, y_m) \in \mathbb{F}^m$ and each $P_i$ for $1 \leq i \leq m$ be as defined in $3.1$. Then solving multivariate system of equations over $\mathbb{F}$ is equivalent to inverting the map $\mathcal{M}$ i.e. for given $y \in \mathbb{F}^m$ finding a solution $x \in \mathbb{F}^n$. 
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One of the important parameters is the resultant key length if such map $\mathcal{M}$ has to be used as a public key primitive. First step is to compute the number of terms in $n$ variables of degree $d$ over the finite field $F$.

$$T_d(F^n) := \begin{cases} \sum_{i}^{\min(|F|-1,d)} \binom{n}{i} & \text{for } d > 0 \\ 1 & \text{for } d = 0 \end{cases}$$

since $x^{|F|-1} = 1 \ \forall x \in F$. The total number of terms in a single polynomial over $F$ of maximum degree $d$ in $n$ variables as

$$T^d(F^n) := \sum_{i=0}^{d} T_i(F^n).$$

Overall public key-length $L$ for this system of $m$ equations can be stated as

$$L(F, n, m, d) := mT^d(F^n)\log_2|F| = O(mn^d). \quad (3.2)$$

### 3.2 Multivariate Quadratic System of Equations

Any mathematical structure when used as a cryptographic primitive has to address certain fundamental issues, in order to be practicable. One such concern is of resultant key size. As mentioned in the last section, multivariate system of equations when used as a building block in any cryptographic system gives the resultant key size as $O(mn^d)$ or $O(n^{d+1})$ for $m = n$. Hence, key size is exponential in terms of maximum degree $d$ of polynomials. In order to be used as cryptographic primitive we want this $d$ to be as small as possible. In quadratic system of polynomial equations, we have this $d = 2$ and even inversion of MQ polynomial maps over $F$ have been proven $\mathcal{NP}$-complete (cf. Section 2.4) [47]. This makes quadratic system of polynomial equations, a viable candidate for public key cryptosystems. This field of cryptography is termed as **Multivariate Quadratic (MQ) Cryptography** and the fundamental problem in Definition 3.1 for this case is termed as an **MQ-Problem**.

### 3.3 Multivariate Quadratic Cryptosystems

MQ cryptosystems are public key cryptosystems with separate public and private keys that are non-trivially related but extracting the private key from the public key is considered computationally infeasible.

#### 3.3.1 Public Key

In MQ public key cryptosystems the public key is represented by a system of quadratic polynomial equations and can be defined as follows
Definition 3.2. Let \( P := (P_1, \ldots, P_m) \) be a polynomial vector with each \( P_i \) defined as a quadratic polynomial over \( \mathbb{F} \) in \( n \) variables for \( 1 \leq i \leq m \). Then the map \( \mathcal{P} : \mathbb{F}^n \to \mathbb{F}^m \) defined as

\[
P_1(x_1, \ldots, x_n) := \sum_{1 \leq j, k \leq n} \alpha_{1,j,k}x_jx_k + \sum_{1 \leq j \leq n} \beta_{1,j}x_j + \gamma_1
\]

\[
\vdots
\]

\[
P_m(x_1, \ldots, x_n) := \sum_{1 \leq j, k \leq n} \alpha_{m,j,k}x_jx_k + \sum_{1 \leq j \leq n} \beta_{m,j}x_j + \gamma_m
\]

where \( \alpha_{i,j,k}, \beta_{i,j}, \gamma_i \in \mathbb{F} \), represents the public key of the MQ cryptosystem.

We would like to mention an important observation made initially by Kipnis and Shamir [36] in their attack on MQ cryptosystems and later by C.Wolf and B.Prenteel [55]. They termed the above mentioned Definition (3.2) as multivariate and stated the following equivalent univariate representation for public key of the MQ cryptosystem over \( \mathbb{F} \) and \( \mathbb{F} \):

\[
P(X) := \phi^{-1}(\mathcal{P}(R(\phi(X)))) \quad \forall X \in \mathbb{E}
\]

(3.3)

and conversely

\[
\mathcal{P}(x) = R(\phi(\mathcal{P}'(\phi^{-1}(x)))) \quad \forall x \in \mathbb{F}^k
\]

(3.4)

where \( \phi \) is the canonical bijective map from \( \mathbb{E} \) to \( \mathbb{F}^k \) i.e. \( k \)-dimensional vector space over \( \mathbb{F} \) and its inverse canonical bijective map \( \phi^{-1} \) is from \( \mathbb{F}^k \) to \( \mathbb{E} \). And \( R \) is the reduction/projection map from \( \mathbb{F}^n \) to \( \mathbb{F}^m \) if \( n > m \) or \( \mathbb{F}^m \) to \( \mathbb{F}^n \) if \( m > n \).

The converse is also true.

Proof. A detailed proof can be found in [55] however we will just mention the sketch of the proof for completeness. Initially we take the homogeneous case \( m = n \). Given a multivariate polynomial vector \( \mathcal{P} \in (\mathbb{F}[x_1, \ldots, x_n])^n \) as in Definition 3.2 we use the counting argument to observe that total number of terms in a single polynomial are \( \binom{n}{i} + n + n + 1 = \frac{n(n+3)}{2} + 1 \) over \( \mathbb{F} \neq GF(2) \) and \( \binom{n}{i} + n + 1 = \frac{n(n+1)}{2} + 1 \) over \( \mathbb{F} = GF(2) \) which correspond to monomials of the form \( x_jx_k, x_j, x_i \) for \( 1 \leq i, j, k \leq n \). In characteristic 2, we have \( x_2^2 = x_i \). Overall, total number of choices for these quadratic polynomials over \( \mathbb{F} \neq GF(2) \) are \( q^{\frac{n(n+3)}{2}+1} \) and over
\( \mathbb{F} = GF(2) \) are \( q^{n(n+1)+1} \). Similarly count for univariate polynomials \( P' \) can be evaluated by counting the quadratic, linear and constant terms to observe the equality with the earlier count of multivariate representation. Uniqueness can be observed from the fact that these polynomials are mappings from \( \mathbb{F}^n \) to \( \mathbb{F}^n \) in multivariate or \( \mathbb{E} \) to \( \mathbb{E} \) in univariate representation and the canonical bijection \( \phi \) can easily be extended to polynomial rings \( \mathbb{E}[X] \) and \( \mathbb{F}[x_1, \ldots, x_n] \). Two different mappings with same polynomial representation or vice versa is not an option. For the heterogeneous case \( m \neq n \) assuming \( n > m \), we use the reduction map \( R: \mathbb{F}^n \to \mathbb{F}^m \) as stated in the statement of theorem. The reduction map can be defined as follows:

\[
R(x_1, x_2, \ldots, x_m, x_{m+1}, \ldots, x_n) := (x_1, \ldots, x_m)
\]

and its inverse

\[
R^{-1}(x_1, \ldots, x_m) = (x_1, x_2, \ldots, x_m, 0, \ldots, 0).
\]

For \( m > n \), the reduction/projection map can be defined converse to the mentioned case. The remaining proof follows. \( \square \)

Using the Kipnis and Shamir ideas \([36]\) in addition with/without the reduction (projection) maps explained in Theorem 3.1 one can obtain the univariate representation from multivariate representation (3.3) and multivariate from univariate representation (3.4) for heterogeneous / homogeneous quadratic system of polynomial equations. C.Wolf \([57]\) also explains that using polynomial interpolation with evaluations at \( n(n+1)(n+2)/2 \) points, a multivariate representation from a given univariate representation for the quadratic system of polynomial equations can be obtained.

### 3.3.2 Private Key

For a given MQ public key as above which in general can be considered as a one-way map \( \mathcal{P} : \mathbb{F}^n \to \mathbb{F}^m \), the equivalent private key termed as the MQ-trapdoor is defined as follows:

**Definition 3.3.** Let \( \mathcal{P} \) be a given public key as in Definition 3.2 for an MQ cryptosystem over \( \mathbb{F} \), the corresponding private key is given by a composition of three invertible maps \((S, P, T) \in (\text{Aff}^{-1}(\mathbb{F}^n)) \times \text{MQ}(\mathbb{F}^n, \mathbb{F}^m) \times (\text{Aff}^{-1}(\mathbb{F}^m))\) evaluated from right to left. Here \( \text{Aff}^{-1}(\mathbb{F}^n) \) is an invertible affine map from \( \mathbb{F}^n \) to \( \mathbb{F}^n \), \( \text{Aff}^{-1}(\mathbb{F}^m) \) is an invertible affine map from \( \mathbb{F}^m \) to \( \mathbb{F}^m \) and \( \text{MQ}(\mathbb{F}^n, \mathbb{F}^m) \) is a MQ map from \( \mathbb{F}^n \) to \( \mathbb{F}^m \) defined by a quadratic polynomial (or system of quadratic polynomials) over \( \mathbb{F} \).

The affine transformations in Definitions 3.3 can be defined as follows

**Definition 3.4.** Let \( a_1, \ldots, a_n \) be \( n \) polynomials of maximum degree 1 over \( \mathbb{F} \), i.e. \( a_i := \alpha_{i,1}x_1 + \ldots + \alpha_{i,n}x_n + \beta_i \forall 1 \leq i, j \leq n \) with \( \alpha_{i,j}, \beta_i \in \mathbb{F} \). Let
\(A_{mv}(x) := (a_1(x), \ldots, a_n(x))\) for \(x := (x_1, \ldots, x_n) \in \mathbb{F}^n\) (i.e. \(n\)-dimensional vector space over \(\mathbb{F}\)). Then \(A_{mv}(x)\) is a multivariate representation of an affine transformation from \(\mathbb{F}^n\) to \(\mathbb{F}^n\). Moreover, for \(0 \leq i \leq n\) let \(A_i, B \in \mathbb{E}\) (i.e. an \(n\)-dimensional extension of \(\mathbb{F}\)). Then \(A_n(x) := \sum_{i=0}^{n-1} A_i x^i + B\) for \(X \in \mathbb{E}\) is the univariate representation of an affine transformation from \(\mathbb{E}\) to \(\mathbb{E}\).

**Definition 3.5.** Let \(S_a \in \mathbb{F}^{n \times n}\) be an \((n \times n)\) matrix over \(\mathbb{F}\) and \(s_v := (s_1, \ldots, s_n) \in \mathbb{F}^n\) be an \(n\)-dimensional vector over \(\mathbb{F}\). Then the matrix representation \(A_m(x)\) of an affine transformation for \(x := (x_1, \ldots, x_n) \in \mathbb{F}^n\) can be expressed as:

\[A_m(x) = S_a x + s_v.\]

It can be observed that co-efficients \(\alpha_{i,j}\) and \(\beta_i\) in the multivariate representation correspond to the \((i, j)\)-th element and \(s_i\) in equivalent matrix representation in definitions above. Hence, multivariate representation can be trivially extracted from matrix representation and vice versa.

Transformation of these representations from univariate to multivariate (matrix) representation and vice versa, is important from the perspective of cryptanalysis of these systems as we will see later in attacks on HFE MQ cryptosystems. Using these representations the problem of recovering the private key can be transformed to solving a related algebraic problem of MinRank. In order to transfer the affine transformation in univariate representation to matrix (multivariate representation) we have the following result from \[55\].

**Lemma 3.2.** \[55\] Lemma 2.2.7] There exists an efficient algorithm to transfer an affine transformation from univariate to matrix (or multivariate) representation and vice versa.

**Proof.** Given an affine transformation in univariate representation as \(A_u(x) := \sum_{i=0}^{n-1} A_i x^i + B\) for \(A_i, B, X \in \mathbb{E}\). In order to obtain the corresponding matrix representation \(A_m(x) = S_a x + s_v\) for \(S_a \in \mathbb{F}^{n \times n}\) and \(s_v \in \mathbb{F}^n\), we use the following equality by construction:

\[\phi(A_u(X)) = S_a(\phi(X)) + s_v\]

where \(\phi\) is the canonical bijection from \(\mathbb{E}\) to \(\mathbb{F}^n\) and \(\phi^{-1}\) is its inverse from \(\mathbb{F}^n\) to \(\mathbb{E}\). Let \(\gamma_i \in \mathbb{F}^n\) for \(1 \leq i \leq n\) with \(i\)-th component of the vector as 1 with remaining as 0 and \(\gamma_0\) be the all zero \(n\)-dimensional vector over \(\mathbb{F}\). It is observed that \(S_a(\gamma_0) + s_v = s_v\) and similarly \(S_a(\gamma_i) = s_i\), where \(S_a\) is the \(i\)-th column of \(S_a\). Hence, directly from the construction, we can evaluate the matrix representation \(A_m\) from univariate representation \(A_u\) as follows

\[S_a := \phi(A_u(\phi^{-1}(\gamma_i)))\]

\[s_v := \phi(A_u(\phi^{-1}(\gamma_0)))\]

For the converse, we have a given matrix representation \(A_m(x) = S_a x + s_v\) for the affine transformation and we need to extract the equivalent univariate representation \(A_u(x) := \sum_{i=0}^{n-1} A_i x^i + B\). Now again by construction, we have
\( S_a(\gamma_0) + s_v = A_u(0) = B \). To determine the co-efficients \( A_i \) for \( 0 \leq i \leq n - 1 \), we equate this problem to solving system of linear equations such that the corresponding matrix of linear transformation is of full rank \( n \) in this case. For given \( X_i \in \mathbb{E} \) with \( 1 \leq i \leq j \) and \( j \geq n \), we solve the following matrix equation for \( A_i \) where \( 1 \leq i \leq n \).

\[
M_X A = S \\
\begin{pmatrix}
X_1^q & X_1^q & \cdots & X_1^{q^{n-1}} \\
\vdots & \vdots & \ddots & \vdots \\
X_i^q & X_i^q & \cdots & X_i^{q^{n-1}} \\
\vdots & \vdots & \ddots & \vdots \\
X_j^q & X_j^q & \cdots & X_j^{q^{n-1}}
\end{pmatrix}
\begin{pmatrix}
A_0 \\
\vdots \\
A_i \\
\vdots \\
A_{n-1}
\end{pmatrix} = 
\begin{pmatrix}
S_a(\phi(X_0)) \\
\vdots \\
S_a(\phi(X_i)) \\
\vdots \\
S_a(\phi(X_j))
\end{pmatrix}
\]

To obtain a unique solution we need the matrix \( M_X \) to be of full rank. Obtaining such a full rank matrix can be performed in polynomial time by increasing \( j \) and reducing via Gauss reduction until we get a matrix of full rank \( n \). The rank of \( j \times n \) matrix is upper bounded by number of columns \( n \).}

### 3.3.3 MQ Trapdoors

Based on the design of private key 3-tuple \((S, P, T)\), especially the central invertible quadratic map \( P \in \text{MQ}(\mathbb{F}_n, \mathbb{F}_m) \), C.Wolf and B.Prneel \([55]\) classified the MQ cryptosystems in the following four general blocks.

#### 3.3.3.1 Unbalanced Oil and Vinegar Schemes (UOV)

Kipnis, Patarin and Goubin \([37]\) introduced Unbalanced Oil and Vinegar schemes as a generalisation of original Oil and Vinegar scheme by Patarin \([51]\).

**Definition 3.6.** Let \( \mathbb{F} \) be a finite field and \( n, m \in \mathbb{N} \) with \( m < n \). The system of quadratic polynomial equations

\[
P_i(x_1, \ldots, x_n) := \sum_{k=1}^{n-m} \sum_{l=1}^{m} \alpha_{i,j,k} x_k x_l + \sum_{k=1}^{n} \beta_{i,k} x_k + \gamma_i
\]

where \( \alpha_{i,j,k}, \beta_{i,k}, \gamma_i \in \mathbb{F} \) is an UOV shaped central trapdoor for the MQ cryptosystem. Here \( x_j \) for \( 1 \leq j \leq n - m \) are termed as vinegar variables and \( x_j \) for \( n - m \leq j \leq n \) are termed as oil variables.

The main consideration in this scheme is that vinegar variables are combined quadratically with other vinegar variables, however oil variables are only combined quadratically with other vinegar variables. To construct the private key, random values are first assigned to vinegar variables and the resultant system
of linear equations in oil variables is solved using methods like Gaussian elimination. So private key construction is not as complex as it seems. In addition, unbalanced oil and vinegar schemes also use one affine transformation $S$ instead of two $(S, T)$ as in general case, to hide the central quadratic map $P$. The other affine transformation $T$ can be taken as an identity transformation.

### 3.3.3.2 Stepwise Triangular Systems (STS)

In *Stepwise Triangular* MQ systems, the central quadratic polynomial map $P$ is defined over $\mathbb{F}$ like Unbalance Oil and Vinegar schemes. The scheme was introduced by C.Wolf, An Braeken, and B.Prneel [58].

**Definition 3.7.** Let $P := (P_1, \ldots, P_r, \ldots, P_{(m-1)r+1}, \ldots, P_{mr})$ be system of polynomial equation over $\mathbb{F}$ such that the step-wise polynomials are defined as: where

\[
\begin{align*}
\text{Step 1} & \quad \left\{ 
\begin{array}{l}
P_1(x_1, \ldots, x_r) \\
\vdots \\
P_r(x_1, \ldots, x_r)
\end{array}
\right.
\end{align*}
\]

\[
\begin{align*}
\text{Step } s' & \quad \left\{ 
\begin{array}{l}
P_{(s'-1)r+1}(x_1, \ldots, x_r, \ldots, x_{(s'-1)r+1}, \ldots, x_{s'r}) \\
\vdots \\
P_{s'r}(x_1, \ldots, x_r, \ldots, x_{(s'-1)r+1}, \ldots, x_{s'r})
\end{array}
\right.
\end{align*}
\]

\[
\begin{align*}
\text{Step } s & \quad \left\{ 
\begin{array}{l}
P_{(s-1)r+1}(x_1, \ldots, x_r, \ldots, x_{(s'-1)r+1}, \ldots, x_{s'r}, \ldots, x_{n-r+1}, \ldots, x_n) \\
\vdots \\
P_{sr}(x_1, \ldots, x_r, \ldots, x_{(s'-1)r+1}, \ldots, x_{s'r}, \ldots, x_{n-r+1}, \ldots, x_n)
\end{array}
\right.
\end{align*}
\]

*Figure 3.1: Stepwise Triangular Systems*

$r$ controls the step-width (number of new variables) and step-height (number of new equations) of the system of quadratic equations. The $n$ variables are divided in steps $r_1, \ldots, r_s$ such that $n = \sum_i s_i r_i$ and $m$ equations are divided in steps $m_1, \ldots, m_s$ such that $m = \sum_i s_i m_i$. In each step $i$ for $1 \leq i \leq s$, $r_i$ new variables are added to $r_{i-1}$ variables in step $i-1$ for $m_i$ new equations. This system of quadratic polynomial map over $\mathbb{F}$ defines central quadratic polynomial map $P$ in STS type MQ system.

Generally, STS is used in the settings of regular STS schemes where each $r_i = r = m_i$, i.e. $r$ new equations and $r$ new variables are introduced at each step $i$. In practice this becomes a bijective structure in each level with $q^r$ possible new vectors $(x_{(i-1)r+1}, \ldots, x_{ir})$ which satisfy the $r$ new equations over $\mathbb{F}$ with
\( |\mathbb{F}| = q \) and hence inversion gives a unique solution making the overall regular STS scheme very efficient, especially useful in signature schemes based on regular STS.

### 3.3.3.3 Matsumoto-Imai Scheme (MIA)

The scheme was introduced by Matsumoto and Imai \cite{40}. This scheme uses two different finite fields for its trapdoor quadratic polynomial map.

**Definition 3.8.** Let \( \mathbb{F} \) be a finite field and \( \mathbb{E} \) be its \( n \) degree extension such that \( |\mathbb{F}| := q \). Let \( h \in \mathbb{N} \) such that \( \gcd(q^n - 1, q^h + 1) = 1 \), then the permutation polynomial

\[
P(X) := (X)^{q^h + 1} \quad \forall \ X \in \mathbb{E}
\]

defines the central quadratic polynomial map \( P \) for the MIA scheme. We may write this univariate quadratic polynomial in the form of system of multivariate quadratic equations over \( \mathbb{F} \) as \( P' := \phi \circ P \circ \phi^{-1}(x) \) for \( x = (x_1, \ldots, x_n) \in \mathbb{F}^n \) where \( \phi \) is the canonical bijection between the extension field \( \mathbb{E} \) and \( n \)-dimensional vector space \( \mathbb{F}^n \) over \( \mathbb{F} \).

The construction is simple from the perspective of computing private key inversion as it only requires evaluating inverse of \( q^h + 1 \) modulo \( q^n - 1 \) which can be precomputed. In addition being a permutation map, we have a unique solution for all \( Y \) such that \( P(X) = Y \). From the attacker’s perspective the design has an inherent weakness since such permutations are limited in number. But the author in \cite{40} claims that the hardness of the MIA scheme does not rely in determining \( P \) but on the difficulty of determining the two affine maps \( S, T \) for given public(\( P \)) and private(\( P \)) quadratic polynomial maps respectively.

### 3.3.3.4 Hidden Field Equations (HFE)

Patarin \cite{51} successfully attacked the MIA scheme and later gave a generalisation of the MIA scheme in \cite{48} using a univariate quadratic polynomial over finite field \( \mathbb{E} \) i.e. \( n \) degree extension of \( \mathbb{F} \), instead of a monomial \( q^h + 1 \) used as a permutation map in MIA.

**Definition 3.9.** Let \( \mathbb{F} \) be a finite field and \( \mathbb{E} \) its \( n \) degree extension such that \( |\mathbb{F}| := q \), then

\[
P(X) = \sum_{i,j} A_{i,j} X^{q^i + q^j} + \sum_{0 \leq k \leq D} B_k q^k + C \quad \forall \ X \in \mathbb{E}
\]

such \( q^i + q^j, q^k \leq D \) and co-efficients \( A_{i,j}, B_i, C \in \mathbb{E} \) define the central quadratic polynomial map \( P \) for the HFE scheme. We may write this univariate quadratic polynomial in the form of system of multivariate quadratic equations over \( \mathbb{F} \) as \( P' := \phi \circ P \circ \phi^{-1}(x) \) for \( x = (x_1, \ldots, x_n) \in \mathbb{F}^n \) using canonical bijective map \( \phi \) as in Definition 3.8.
The degree of the polynomial $P$ is upper bounded by $D$ to allow efficient inversion of the equation $P(X) = Y$ for given $Y \in \mathbb{E}$. There are deterministic algorithms for this inversion in time polynomial in $D$ and the dimension $n$ of extension field $\mathbb{E}$ over $\mathbb{F}$. Thus, for the efficiency both are kept small. Unlike MIA, for HFE this map is not surjective and requires random redundancy bits to allow inversion.

Apart from these basic types of trapdoors for the central polynomial map $P$ in MQ cryptosystems, there are many other variants of these schemes which are discussed in [55]. However, we shall only be discussing the HFE variants in last part of this thesis.

### 3.4 Equivalent Keys

The MQ cryptosystems are generally constructed by first choosing the private central quadratic polynomial $P$, and then computing the resultant polynomial map after mixing with the two affine maps $S, T$. The public key $\mathcal{P}$ is the multivariate representation of this resultant quadratic polynomial map. So, in general, there is a large key space for these schemes. However, C.Wolf and B.Prneel [59] identified the equivalence among these keys based on the concept of sustainers which allow the variations in private key without altering the shape of trapdoor and giving the same resultant public key. We shall be introducing the concept of equivalent keys, however for interested readers we refer to [59].

**Definition 3.10.** We call two private keys $(S, P, T)$ and $(S', P', T')$ equivalent if:

$$ (S, P, T) = \mathcal{P} = (S', P', T') $$

where $S, S' \in \text{Aff}^{-1}(\mathbb{F}^n)$, $T, T' \in \text{Aff}^{-1}(\mathbb{F}^m)$ and $P, P' \in \text{MQ}(\mathbb{F}^n, \mathbb{F}^m)$ i.e. they lead to the same public key $\mathcal{P}$

The existence of equivalent keys is founded on the concept of sustaining transformation that was defined by Wolf [59] as follows.

**Definition 3.11.** Given a private key $(S, P, T) \in \text{Aff}^{-1}(\mathbb{F}^n) \times \text{MQ}(\mathbb{F}^n, \mathbb{F}^m) \times \text{Aff}^{-1}(\mathbb{F}^m)$, the sustaining transformations are the transformation pairs of the form $(\lambda, \mu) \in \text{Aff}^{-1}(\mathbb{F}^n) \times \text{Aff}^{-1}(\mathbb{F}^m)$ such that when applied to private key tuple $(S, P, T)$ like

$$ \mathcal{P} = (T \circ \mu^{-1}) \circ (\mu \circ P \circ \lambda) \circ (\lambda^{-1} \circ S) $$

does not alter the shape of the central quadratic polynomial map $P$.

We shall be mentioning briefly few notable sustaining transformations identified in context of MQ cryptosystems in [59]. Corresponding equivalent keys can be trivially derived using these sustaining transformations.
3.4.1 Sustaining Transformations

3.4.1.1 Additive Sustainer

The additive sustainer is applicable to homogeneous MQ cryptosystems i.e. \( m = n \) with equal number of variables and equations. Additive sustainers are defined as transformation pairs \((\lambda, \mu)\) such that
\[
\lambda(X) := X + A \quad A \in \mathbb{E} \\
\mu(X) := X + A' \quad A' \in \mathbb{E}.
\]

In cryptanalysis, these additive sustainers play important role by allowing the adversary to consider only linear transformations \(S', T'\) instead of affine transformations \(S, T\) as the constant terms are absorbed into central quadratic polynomial map using additive sustainers.

3.4.1.2 Big Sustainer

These sustainers are considered in terms of trapdoor schemes where we consider big field \(\mathbb{E}\) operations instead of the small field \(\mathbb{F}\). Hence, MIA and HFE are good candidates for these big sustainers. Big sustainers are defined as transformation pairs \((\lambda, \mu)\) such that
\[
\lambda(X) := AX \quad A \in \mathbb{E} \\
\mu(X) := A'X \quad A' \in \mathbb{E}.
\]

3.4.1.3 Small Sustainer

In contrary to big sustainers, small sustainers consider small field \(\mathbb{F}\) vector multiplications such that the resultant central quadratic polynomial map \(P\) still belongs to the same class of trapdoors. Hence, UOV and STS are eligible candidates for these schemes. Small sustainers are defined as transformation pairs \((\lambda, \mu)\) such that
\[
\lambda(x) := Diag(\lambda_1, \ldots, \lambda_n)x \quad x \in \mathbb{F}^n \\
\mu(x) := Diag(\mu_1, \ldots, \mu_m)x \quad x \in \mathbb{F}^m
\]
where \(Diag(\lambda_1, \ldots, \lambda_n), Diag(\mu_1, \ldots, \mu_m)\) are the diagonal matrices with co-efficients \(\lambda_i, \mu_j \in \mathbb{F}^*\) for \(1 \leq i \leq n\) and \(1 \leq j \leq m\).

3.4.1.4 Permutation Sustainer

Permutation maps are naturally bijective and invertible, permutation sustainers however have to be carefully applied as the permutations for each affine transformation performs different kind of permutation. The permutation sustainer pair
\((\lambda, \mu)\) is defined as

\[
\lambda(x) := (x_1', \ldots, x_n') \; ; \; x = (x_1, \ldots, x_n) \in \mathbb{F}^n
\]

\[
\mu(x) := (P_1'(T(x)), \ldots, P_m'(T(x))) \; ; \; P = (P_1(T(x), \ldots, P_m(T(x))) \in (\mathbb{F}[x_1, \ldots, x_n])^m
\]

where \((x_1', \ldots, x_n')\) represents the permutation of input variables \((x_1, \ldots, x_n)\) and \((P_1', \ldots, P_m')\) is the permutation of quadratic polynomial equations \((P_1, \ldots, P_m)\) applied to result of affine transformation \(T\). UOV, STS and HFEv (an HFE variant) are good candidates for this sustainer.

### 3.4.1.5 Gauss Sustainer

As mentioned earlier for the affine transformations, the quadratic polynomial system of equations can also be represented by matrices over \(\mathbb{F}\) using the multivariate representation for quadratic polynomial equations. Gauss sustainers consider the Gauss operations on these matrices i.e. row and column permutations, multiplication of rows and columns by scalars from \(\mathbb{F}\) and addition of two rows/columns. All these operations are invertible and hence form a group of sustainers termed as Gauss sustainers.

### 3.4.1.6 Frobenius Sustainer

Frobenius sustainers consider a class of automorphisms over the extension field \(\mathbb{E}\) called Frobenius transformations. They are normally considered for MIA and HFE schemes. In case of MIA the Frobenius mappings are considered over vector space \(\mathbb{F}^n\). Frobenius sustainers are defined as:

**Definition 3.12.** Let \(\mathbb{E}\) be an \(n\)-dimensional extension of the finite field \(\mathbb{F}\) such that \(|\mathbb{F}| := q\). The Frobenius sustainer pair \((\lambda, \mu)\) is

\[
\lambda(X) := X^{q^i} \quad \text{for} \quad X \in \mathbb{E} \quad \text{and} \quad 0 \leq i < n
\]

\[
\mu(X) := X^{q^j} \quad \text{for} \quad X \in \mathbb{E} \quad \text{and} \quad 0 \leq j < n
\]

Frobenius transformations are linear maps and invertible. Thus form a group of sustainer termed as Frobenius sustainers.

### 3.5 Related Problems

In general, inverting a MQ map termed as an MQ Problem is considered \(NP\)-complete (cf. Section 2.4) over finite fields \(\mathbb{F}\). However, there are few related mathematical problems that are solvable in polynomial or sub-exponential time depending on choice of finite field. In cryptanalytic attacks on MQ systems, the attackers try to reduce in polynomial time the given MQ problem to an instance of these related problems to obtain the solution. Two very related problems are thus of great significance.
3.5.1 Isomorphism of Polynomials (IP)

The IP problem was critical to design of MIA and many other MQ cryptosystems.

**Definition 3.13.** Given a public key quadratic polynomial map $P$ and private key quadratic polynomial map $P'$ over finite field $\mathbb{F}$ or its finite extension $\mathbb{E}$. The problem of determining the affine transformations $S, T \in \text{Aff}^{-1}(\mathbb{F}^n) \times \text{Aff}^{-1}(\mathbb{F}^m)$ such that $P := S \circ P' \circ T$ is termed as an IP-problem.

The security of IP-problem is discussed in detail in [48, 31] where they discuss the IP-problem with one secret affine map involved i.e the other map can be taken as identity map. There is another recent attack [3] on HFE cryptosystems where the adversary reduces in polynomial time the MQ problem to an instance of IP problem in order to identify family of weak public keys in the design.

3.5.2 Minimum Rank Problem (MinRank)

Multivariate quadratic cryptosystems in their multivariate representation over $\mathbb{F}$ or matrix representation, allow the adversary to reduce the problem of key inversion to solution of another algebraic problem termed as MinRank problem.

**Definition 3.14.** Let $(A_1, \ldots, A_m) \in \mathbb{F}^{n \times n}$ be the $n \times n$ invertible matrices over $\mathbb{F}$ and $r, m \in \mathbb{N}$. The problem of finding a linear combination of these matrices i.e $\lambda \in \mathbb{F}^m$ such that

$$\text{Rank}\left(\sum_{i=1}^{m} \lambda_i A_i\right) \leq r \quad (3.5)$$

Kipnis and Shamir [36] exploited this idea in their attack on HFE type MQ cryptosystems. Later Bettale, J.C Faugere and L. Perret [1] used the similar approach in their latest attack on variants of HFE and multi-HFE.
MQ cryptosystems do not employ random set of quadratic equations in public keys but those which correspond to specifically designed private key MQ trapdoors. This allows easy and efficient inversions in the private key operations. Hence, the security of these cryptosystems is no more guaranteed by NP-hardness of MQ problem. There exist specific weaknesses inherent to the design strategy that can be exploited to launch cryptanalytic attacks. Several major methods have been developed to attack the MQ cryptosystems. Structural attacks rely solely on the specific structure of the trapdoor involved. General attacks use various methods of solving set of multivariate polynomial equations e.g Gröbner basis method and its improvements. One similar general attack has been proposed in [34] by Harayama and Friesen in which they exploit the equivalent univariate representation of the public key polynomial map. Broadly, their attack is an existential forgery attack against the MQ signature schemes to find one valid forged message and signature pair. We shall be mentioning details of that attack in first part of this chapter and later we will give details of our observations regarding their attack and also our contribution to the problem after generalising the work in [34].

4.1 Existential Forgery

MQ cryptosystems are generally considered as a signature scheme. An MQ cryptosystem defined over finite field $\mathbb{F}_q$ of characteristic $p$, as a digital signature scheme usually give short signatures of size $\mathbb{F}_q^m$ for some integer $m$. Thus, the birthday attack is generally applicable to the underlying MQ system at the time complexity $O(q^{m/2})$ [12]. The classical way to compute a digital signature $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n)$ is to first compute the hash $x = (x_1, x_2, \ldots, x_m) \in \mathbb{F}_q^m$ of a message $m \in \mathbb{F}_q^n$. The respective signature $\sigma \in \mathbb{F}_q^n$ is computed by using the inverse private key triple $(S^{-1}, P^{-1}, T^{-1})$

$$\sigma = P^{-1}(x) = S^{-1}(P^{-1}(T^{-1}(x))).$$

In order to verify the signature for a received message and signature pair $(m, \sigma)$, the recipient using public polynomial map $P := (P_1, \ldots, P_m)$ checks the following
equalities
\[(x_1, \ldots, x_m) = (P_1(\sigma_1, \ldots, \sigma_n), \ldots, P_m(\sigma_1, \ldots, \sigma_n))\]

where \(x_i, \sigma_j\) are the \(i\)-th, \(j\)-th components of the hash of message \(m\) and signature \(\sigma\) respectively for each \(i = 1, 2, \ldots, m\) and \(j = 1, 2, \ldots, n\). According to birthday paradox, a valid signature can be forged in the square root of exhaustive search (see Section 2.1). Adversary produces a list of \(q^{m/2}\) evaluations \(P(\sigma)\) of arbitrary signatures \(\sigma\) using public key polynomial map \(P\) and a list of \(q^{m/2}\) hash values of arbitrary messages \(m\) in the hash image space \([12]\). Then with probability greater than 50\%, one can expect to produce at least one valid message and signature pair \((m, \sigma)\), which is called existential forgery.

4.2 Customized Birthday Attack

T. Harayama and K. Friesen in a recent work [34], proposed a linearized binomial attack (LBA) for MQ systems over finite fields of characteristic 2. They termed the LBA as a customized birthday attack, however it is basically a meet-in-the-middle attack [29] which is a variant of normal birthday attack. They observed experimentally that the linearized binomial attack can be asymptotically better by at least a factor of \(2^{n/8}\) than the generic birthday attack for MQ signature schemes that have univariate public key polynomial belonging to certain classes of DO polynomials over \(\mathbb{F}_{2^n}\). They termed these polynomials as Weak DO Polynomials.

Harayama and Friesen [34], only consider the homogeneous MQ signature scheme (i.e. for \(m = n\)) over \(\mathbb{F}_2\) (i.e. \(p = 2\)) for their proposed LBA. However, we shall be discussing LBA for homogeneous MQ cryptosystems over \(\mathbb{F}_p\) where \(p\) is any prime. We explain our motivation in Remark 4.1 and prove the validity of our results using Mills [43] and Remark 4.6.

Remark 4.1. Multivariate cryptography is not limited to finite fields of characteristic 2. However, major MQ signature schemes like Rainbow(28, 18, 12, 12)[20], PMI+(136, 6, 18, 8) Perturbed Matsumoto-Imai Plus[55], Quartz or HFEv-(2, 129, 103, 3, 4) [37]; all employ finite fields with characteristic 2. This is due to reduced computational complexity involved. Most of them have been subjected to algebraic(direct) attacks involving use of mathematical tools like Gröbner basis method, Min-Rank problem solving, relinearization etc. to solve a set of multivariate quadratic equations. These attacks are sub-exponential or polynomial time attacks mainly because they employ field equations dependent on field characteristic 2. If the ground field is chosen to be of any characteristic other than 2 then all these attacks become void or at least exponential in terms of time and memory required for solving new field equations[19]. This was our prime motivation in considering LBA for MQ cryptosystems not only over binary finite fields but also over finite fields of odd characteristic.

Let \(\mathbb{F}_p\) be finite field with prime \(p\) elements and \(\mathbb{F}_q\) be an \(n\)-dimensional extension of \(\mathbb{F}_p\). In the LBA, they assume under the framework of adaptive chosen message
attack that the adversary can obtain messages whose hash values are in the image space of the linearized polynomial \( L : \mathbb{F}_{p^n} \to \mathbb{F}_{p^n} \) i.e. \( \text{Im}(L) \) where \( L(y) = y^{p^e} - y \).

Similar to normal birthday attack, for LBA with hash space reduced to \( p^{n-\delta} \), the adversary produces a list of \( p^{(n-\delta)/2} \) evaluations \( P'(x) \in \text{Im}(L) \) of arbitrary signatures \( x \in \mathbb{F}_{p^n} \) using public key polynomial map \( P' \) where \( P' \) is the univariate representation of public key polynomial map \( P \) (cf. Theorem \[3.1\]). Adversary also produces a list of \( p^{(n-\delta)/2} \) hashes \( H(m) \in \text{Im}(L) \) of arbitrary messages \( m \in \mathbb{F}_{p^n} \) by making \( p^{(n-\delta)/2} \) adaptive chosen message queries to the hashing oracle. Therefore, we are looking for \( x_0 \in \mathbb{F}_{p^n} \) values such that \( P'(x_0) = y_0^{p^e} - y_0 \) for some \( y_0 \in \mathbb{F}_{p^n} \).

Let
\[
h(x, y) = P'(x) - y^{p^e} + y = 0
\]
where \( x \) is the randomly generated signature value, \( P'(x) \) is the evaluation through public polynomial map and \( z = y^{p^e} - y \) defines the restricted hash space. In other words we are looking for solutions over \( \mathbb{F}_{p^n} \) of the bivariate equation:
\[
h(x, y) = P'(x) - y^{p^e} + y = 0
= \sum_{1 \leq i \leq D} a_i x^{p^{e_1} + p^{e_i}} + \sum_{1 \leq j \leq L} b_j x^{p^{e_j}} - y^{p^e} + y = 0.
\]

A major consideration is the complexity calculation of obtaining such a collision. A randomly generated signature \( x \in \mathbb{F}_{p^n} \) maps to the restricted hash message space of cardinality \( p^{n-\delta} \) with a probability \( p^{n-\delta}/p^n \) and the complexity of obtaining \( p^{(n-\delta)/2} \) signatures with corresponding evaluations in reduced hash space \( \text{Im}(L) \) is \( p^n/p^{n-\delta} \sqrt{p^{n-\delta}} \). The overall complexity of LBA can be observed as \( \sqrt{\pi p^n/p^{n-\delta}} \sqrt{p^{n-\delta}} \) according to birthday paradox. This however, is always greater than that of normal birthday attack \( \sqrt{\pi p^n} \).

This complexity of LBA needs to be improved in order to make it practical. Harayama and Friesen \[34\] used Mills \[43\] results for this purpose that we shall be discussing in the next few sections before returning to the LBA in section \[4.2.4\].

### 4.2.1 Equivalent Univariate Representation

Mills \[43\] in his work on Dembowski Ostrom polynomials obtained certain results that Harayama and Friesen \[34\] observed useful to the discussion of LBA on MQ cryptosystems. We shall be stating certain relevant results from Mills \[43\] over \( \mathbb{F}_p \) such that \( p \) is an odd prime. These results were later extended by Harayama and Friesen \[34, 35\] to \( p = 2 \) case. Hence, all the results that we mention subsequent to this are valid for any prime \( p \) characteristic finite field \( \mathbb{F}_p \) unless stated otherwise.

To evaluate the number of solutions of the bivariate equation in (4.1), one can use the theory of character sums over finite field \( \mathbb{F}_p \).
Theorem 4.1. Let \( h(x, y) = P'(x) - y^{p^d} + y = 0 \) be a polynomial over \( \mathbb{F}_q[x, y] \) with \( q := p^n \), then the number of solutions of \( h(x, y) \) are given by

\[
N = \frac{1}{|\mathbb{F}_q|} \sum_{\omega \in \mathbb{F}_q} \sum_{x, y \in \mathbb{F}_q} \chi_1(\omega h(x, y))
\] (4.2)

where \( \chi_1 \) is the canonical additive character over \( \mathbb{F}_q \) as defined in (2.6) and \( \chi_1(\omega h(x, y)) \) is the Weil Sum of \( h(x, y) \) over group of characters \( \chi_\omega \) of \( \mathbb{F}_q \) such that \( \chi_\omega = \chi_1(\omega) \).

Proof. Follows directly from (2.7) using (2.6). \qed

Hence, the Weil Sums can be used to compute the number of solutions desired in LBA. Mills [43] obtained the following equivalent result for these computations of Weil Sum. His result was later extended to even characteristic finite field case by Harayama and Friesen in [34, 35].

Theorem 4.2. ([35 Theorem 2.1.1], [43 Theorem 1.4]) Let \( S(a_1, \ldots, a_D, b_1, \ldots, b_L, c) \) be the Weil Sum of the following univariate polynomial

\[
P'(x) = \sum_{1 \leq i \leq D} a_i x^{p^{\alpha_i} + p^{\beta_i}} + \sum_{1 \leq j \leq L} b_j x^{p^{\gamma_j}}.
\]

where \( D, L \in \mathbb{N}, a_i, b_j \in \mathbb{F}_q, \alpha_i, \beta_i \geq 0, p^{\alpha_i}, p^{\beta_i}, p^{\gamma_j} \leq p^n - 1 \) for each \( 1 \leq i \leq D, 1 \leq j \leq L \). With the translation of co-efficients involved such that \( A_i^{p^{\alpha_i}} = a_i \in \mathbb{F}_q \) \((1 \leq i \leq D)\) and parameters \( t, y_i, s_i \in \mathbb{Z} \) and \( b \in \mathbb{F}_q \) such that \( t_i \equiv \beta_i - \beta_i \) mod \( n \) \((1 \leq i \leq D)\) and \( y_i = n - s_i \) \((2 \leq i \leq D)\), \( s_i = \alpha_i - \beta_i \geq 0 \) \((1 \leq i \leq D)\) and \( b = \sum_{1 \leq j \leq L} y_j^{p^{\gamma_j}} \). Then \( S(a_1, \ldots, a_D, b_1, \ldots, b_L) \) can be equivalently expressed as

\[
S = \sum_{x \in \mathbb{F}_q} \chi_1(\sum_{i=1}^{D} A_i x^{p^{\alpha_i}+1} + b^{p^\beta_1} x).
\] (4.3)

The polynomial \( \sum_{i=1}^{D} A_i x^{p^{\alpha_i}+1} + b^{p^\beta_1} x \) is the simplified univariate representation of \( P'(x) \) with \( S(a_1, \ldots, a_D, b_1, \ldots, b_L) = S(A_1, \ldots, A_D, b_1, \ldots, b_L) \).

Proof. We give the proof from [35] for completeness. Following directly from the statement of the theorem, the proof also involves the translation of co-efficients and exponents using properties of character sums mentioned in section 2.3.

Let
the Weil sum of $P'(x)$ be given as

$$
\sum_{x \in \mathbb{F}_q} \chi_1(P'(x)) = \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} + \sum_{1 \leq j \leq L} b_j x^{p^j} \right)
$$

$$
= \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} \right) \chi_1 \left( \sum_{1 \leq j \leq L} b_j x^{p^j} \right)
$$

$$
= \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} \right) \prod_{1 \leq j \leq L} \chi_1(b_j x^{p^j})
$$

$$
= \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} \right) \prod_{1 \leq j \leq L} \chi_1(b_j^{p^{-r_j}} x^{p^j})
$$

$$
= \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} \right) \prod_{1 \leq j \leq L} \chi_1(b_j^{p^{-r_j}} x)
$$

$$
= \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} \right) \chi_1(b x)
$$

$$
= \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} + b x \right)
$$

This reduces the linearized polynomial $\sum_{1 \leq j \leq L} b_j x^{p^j}$ into a monomial $b x$ where $b = \sum_{1 \leq j \leq L} b_j^{p^{-r_j}}$. Hence

$$S(a_1, \cdots, a_D, b_1, \cdots, b_L) = S(a_1, \cdots, a_D, b)$$

Similarly, we translate further the polynomial $S(a_1, \cdots, a_D, b)$ as follows:

$$S(a_1, \cdots, a_D, b) = \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{1 \leq i \leq D} a_i x^{p^{n_i} + p^{r_i}} + b x \right)
$$

$$= \prod_{1 \leq i \leq D} \chi_1(a_i x^{p^{n_i} + p^{r_i}}) \chi_1(b x)
$$

$$= \prod_{1 \leq i \leq D} \chi_1(a_i x^{p^{n_i} + (p^{n_i} + 1)}) \chi_1(b x)
$$

$$= \prod_{1 \leq i \leq D} \chi_1(A_i x^{p^{n_i} + (p^{n_i} + 1)}) \chi_1(b x)
$$

$$= \prod_{1 \leq i \leq D} \chi_1((A_i x^{p^{n_i} + 1})^{p^{n_i}}) \chi_1(b x') \quad; \quad x' = x^{p^{n_i}}
$$

$$= \prod_{1 \leq i \leq D} \chi_1(A_i x^{p^{n_i} + 1}) \chi_1(b x')
$$

$$= S(A_1, \cdots, A_D, b).$$

$\square$
Using Theorem 4.2, bivariate equation (4.1) can be equivalently stated in terms of simplified univariate polynomial as

\[ h(x, y) = \sum_{i=1}^{D} A_i x^{s_i+1} + B^\beta x - y^\delta + y = 0. \]  

(4.4)

**Remark 4.2.** In [43, 34] the authors consider the simplified univariate representation for \( P'(x) \) with \( b = 0 \). The corresponding simplified polynomial \( \sum_{i=1}^{D} A_i x^{s_i+1} \) belongs to a special class of polynomials termed as Dembowski Ostrom (DO) polynomials, defined independently in [18]. We shall also be considering only these polynomials in our subsequent discussion.

### 4.2.2 Emulation Conditions

Mills [43] proved that by imposing certain restrictions on the exponents of these DO polynomials, the solutions of the corresponding bivariate equation in (4.4) can divided into equivalence classes. We term these conditions as **Emulation Conditions**. These conditions are defined as follows for \( \delta = \gcd(s_1, \cdots, s_D, n) \)

- \( n/\delta \) is even,
- \( \delta = \gcd(s_i, n) \) for each \( i \),
- \( s_i/\delta \) is odd for each \( i \), and
- \( 2\delta \) divides \(|s_i - s_j|\) for all \( i \neq j \).

With these emulation conditions, the non-zero solutions to the above mentioned bivariate equation \( h(x, y) \) are divided into \( T \) equivalence classes of size \( p^\delta + 1 \). This is proved in the following result in [34] for \( p = 2 \) case and [43] for any odd prime \( p \).

**Theorem 4.3.** [34] Lemma 2.2.1/43] Let \( P'(x) \) be a simplified univariate polynomial \( \sum_{i=1}^{D} A_i x^{s_i+1} \) over \( \mathbb{F}_q \) with \( s_i/\delta \) odd for each \( 1 \leq i \leq D \) and \( h(x, y) = P'(x) - y^\delta + y \) is the bivariate polynomial over \( \mathbb{F}_q \times \mathbb{F}_q \). Then the number of solutions \( N = N(h(x, y)) \) of the bivariate equation \( h(x, y) = 0 \) is congruently estimated as

\[ N \equiv -1 \mod (p^\delta + 1). \]  

(4.5)

**Proof.** By definition \( \delta = \gcd(s_1, \ldots, s_D) \). Hence, \( p^{s_i+1} \) is divisible by \( p^\delta + 1 \) for each \( s_i/\delta \) odd. Let \((x, y) \in \mathbb{F}_q \times \mathbb{F}_q \) with \( x \neq 0 \) a solution of the equation \( \sum_{i=1}^{D} A_i x^{s_i+1} = y^\delta - y \) over \( \mathbb{F}_q \times \mathbb{F}_q \), then \((\omega x, y)\) is also a solution if \( \omega^\delta y = 1 \). Thus, the solutions \((x, y) \in \mathbb{F}_q \times \mathbb{F}_q \) with \( x \neq 0 \) are grouped in \( T \) equivalence classes of size \( p^\delta + 1 \) i.e. \( \{(\omega x, y) \in \mathbb{F}_q \times \mathbb{F}_q | \omega^\delta + 1 = 1, \omega \in \mathbb{F}_q \} \). Also for \( x = 0 \),
the linearized binomial $y^{p^d} - y = 0$ is satisfied by any $y \in \mathbb{F}_{p^d}$. So, the total number of solutions can be written as

$$N = (p^d + 1)t + p^d \quad t \in \mathbb{N}$$

$$\equiv -1 \mod (p^d + 1).$$

In other words, one can pick arbitrary elements $x$ in $\mathbb{F}_{p^n}$ so that they are mapped by $P'(x)$ to reduced space of $\mathbb{F}_{p^n - \delta}$ with a high probability $t/T$ (see [43, Lemma 3.4, 3.5, 3.6] and [34, Lemma 2.2.1]).

### 4.2.3 Number of Solutions and Weil Sum

Mills [43] observed that the number of solutions to the bivariate equation in (4.4) can also be expressed in terms of Weil Sum for the simplified univariate polynomial $P'(x)$ using (2.7).

**Theorem 4.4.** ([43, Lemma 3.6] [34, Theorem 2.2.3]) Let $p$ be any prime and $q := p^n$. Let $\delta, n \in \mathbb{N}$ with $n/\delta$ even, and let $N$ be the number of solutions $(x, y) \in \mathbb{F}_q \times \mathbb{F}_q$ of the following bivariate equation

$$\sum_{i=1}^{D} A_i x^{p^{s_i+1}} = y^{p^\delta} - y.$$

And let $\delta = \gcd(s_i, n)$ for $1 \leq i \leq D$ for $D \in \mathbb{N}$ such that $2\delta$ divides $|s_i - s_j|$ for all $i \neq j$. Then

$$N = q + (p^\delta - 1)S$$

where $S = S(A_1, \cdots, A_D)$ is the Weil Sum given by Theorem 4.2 (assuming $b = 0$).

**Proof.** Using (2.7) for given bivariate equation in (4.4), we have

$$N = \frac{1}{q} \sum_{\omega \in \mathbb{F}_q} \sum_{x,y \in \mathbb{F}_q} \chi_1 \left( \omega \left[ \sum_{i=1}^{n} A_i x^{p^{s_i+1}} - y^{p^\delta} + y \right] \right)$$

$$qN = q^2 + \sum_{\omega \in \mathbb{F}_q^*} \sum_{x \in \mathbb{F}_q} \chi_1 \left( \omega \left[ \sum_{i=1}^{n} A_i x^{p^{s_i+1}} \right] \right) \sum_{y \in \mathbb{F}_q} \chi_1 \left( \omega (y - y^{p^\delta}) \right)$$

$$qN = q^2 + \sum_{\omega \in \mathbb{F}_q^*} \sum_{x \in \mathbb{F}_q} \chi_1 \left( \omega \left[ \sum_{i=1}^{n} A_i x^{p^{s_i+1}} \right] \right) \sum_{y \in \mathbb{F}_q} \chi_1 \left( y^{p^\delta} (\omega^{p^\delta} - \omega) \right).$$

The last sum is zero unless $\omega \in \mathbb{F}_{p^d}^*$. Hence

$$N = q + \sum_{\omega \in \mathbb{F}_{p^d}^*} \sum_{x \in \mathbb{F}_q} \chi_1 \left( \omega \left[ \sum_{i=1}^{n} A_i x^{p^{s_i+1}} \right] \right).$$
Since \( n/\delta \) is even and \( \delta = \gcd(s_i, n) \) by construction and also \( 2\delta \) divides \( |s_i - s_j| \) for \( i \neq j \). Thus \( \gcd(p^{s_i} + 1, p^n - 1) = p^\delta + 1 \) and \( p^\delta + 1 \) divides \( \frac{p^{n-1}}{p^n-1} \) for each \( i \). Hence, it is observed that the equation \( \omega z_i p^{s_i+1} = 1 \) is solvable for each \( i \) and the solutions \( z_\omega \in \mathbb{F}_{p^{\delta}} \). Thus

\[
N = q + \sum_{\omega \in \mathbb{F}_{p^{\delta}}} \sum_{x \in \mathbb{F}_q} \chi_1 \left( \omega \left[ \sum_{i=1}^{n} A_i x^{p^{s_i+1}} \right] \right) \\
= q + \sum_{\omega \in \mathbb{F}_{p^{\delta}}} \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{i=1}^{n} A_i \omega (z_\omega x)^{p^{s_i+1}} \right) \\
= q + \sum_{\omega \in \mathbb{F}_{p^{\delta}}} \sum_{x \in \mathbb{F}_q} \chi_1 \left( \sum_{i=1}^{n} A_i x^{p^{s_i+1}} \right) \\
= q + (p^\delta - 1)S.
\]

Harayama and Friesen in [34, Theorem 2.3.1] made an observation regarding evaluating exact value of Weil Sum \( S \) in Theorem 4.4. We will state their result without proof as it can be verified using Theorem 4.3 and Theorem 4.4.

**Theorem 4.5.** Let \( \mathbb{F}_q \) be a finite field of order \( q := 2^n \) and characteristic 2. Let \( f(x) \) be a simplified univariate polynomial \( \sum_{i=1}^{n} A_i x^{p^{s_i+1}} \) over \( \mathbb{F}_2^n \) satisfying the emulation conditions in section 4.2.2. Also let \( S = S(A_1, \cdots, A_D, b) \) be the Weil Sum of \( f(x) \) with \( |S| \) as its absolute value. Then we have

\[
S = \begin{cases} 
+|S| & \text{if } (1 - |S|) \equiv 0 \text{ mod } (2^\delta + 1) \\
-|S| & \text{otherwise.}
\end{cases}
\]

No such observation can be made about odd prime case and the only estimate of \( S \) in Theorem 4.11 in that case can be made using [43, Theorem 1.4] as

\[
S = \pm p^{\frac{n\epsilon}{r}}
\]

where \( l \) is the dimension of the linear subspace of \( \mathbb{F}_{p^n} \) such that \( \epsilon := \gcd(2s_1, s_1 + s_i, s_1 + y_i, n) \) (cf. Theorem 4.2).

### 4.2.4 The Attack

LBA involves obtaining collision among the signature evaluations through public key polynomial map and hash values of messages in reduced image space of \( \text{Im}(L) \). This was equivalent to finding solutions of bivariate equation \( h(x, y) \) in (4.4). Thus, in order to improve the complexity of LBA Harayama and Friesen in [34] suggested to use simplified univariate public key polynomial in Theorem 4.2 for public key evaluations and subsequently emulation conditions to reduce the desire number of evaluations. The attack can be stated as follows.
1. Let $\delta = \gcd(s_1, \cdots, s_D, n)$. This $\delta$ allows the adversary to fix a linearized binomial $L(y) = y^{p^\delta} - y$ in $\mathbb{F}_{p^n}[y]$. We denote by $\text{Im}(L)$ the image of the mapping $L$ over $\mathbb{F}_{p^n}$.

2. Generate $T = p^{(n-\delta)/2}$ random elements $x \in \mathbb{F}_{p^n}$ and obtain the list 
\[
\{P'(x_1), P'(x_2), \cdots, P'(x_{p^{(n-\delta)/2}})\}.
\]

3. Generate $p^{(n-\delta)/2}$ messages ($m$) with hash values $z \in \text{Im}(L)$ to obtain the list 
\[
\{z_1, z_2, \cdots, z_{p^{(n-\delta)/2}}\}.
\]

4. Search for a coincidence $P'(x_j) = z_i$ for some $i, j$ in two lists.

**Remark 4.3.** Harayama and Friesen [34] assume the scenario in step (3) under the framework of adaptively chosen message attack. Also it is assumed not to incur any additional cost other than $O(p^{(n-\delta)/2})$. Although, in [34] the assumption is not explained but we believe it to be valid under the framework of fully programming random oracle model [30] where such reductions are allowed to the arbitrary chosen range values. And it is also proved fundamental to the security proof of a cryptographic construction under adaptive chosen message attack in the random oracle model.

The attack forms a case of existential forgery [41, Section 11.2.4] when successful. A valid (message, signature) pair can be forged in the total time complexity
\[
O(T = p^{(n-\delta)/2}).
\]  

When this complexity is smaller than that of birthday security parameter $p^{n/2}$, the LBA is successful against the MQ signature scheme in complexity less than normal birthday attack. The same can be equivalently stated in terms of number of solution $N$ of the bivariate equation $h(x, y) = 0$ in (4.4). If
\[
N > p^\delta + p^{-\delta/2}(p^n - 1)
\]
then the complexity of LBA is better than normal birthday attack complexity $p^{n/2}$. We see an extension of this attack to heterogeneous MQ cryptosystems as we remark in Remark 4.4.

**Remark 4.4.** Harayama and Friesen [34] only consider the homogeneous MQ cryptosystems i.e. $m = n$. But we observe that it is easy to extend the ideas to heterogeneous case based on the existence of univariate polynomial in this case as mentioned in Theorem 3.1.

4.3 Weak Dembowski-Ostrom (DO) Polynomials

4.3.1 Definition

Harayama and Friesen in [34] based on LBA defined the weak DO polynomials as follows:
Definition 4.1. Let $F_q$ be the $n$-th degree extension of finite field $F_p$. Let $f'(x) = \sum_{i=1}^{D} A_i x^{p^{s_i}+1}$ be a DO polynomial over $F_q$ satisfying the following emulation conditions for $\delta = \gcd(s_1, \ldots, s_D)$

\[
\begin{align*}
& n/\delta \text{ is even,} \\
& s_i/\delta \text{ is odd for each } i.
\end{align*}
\]

If the number of solutions ($N$) over $F_q$ of bivariate equation $f'(x) = y^{p^\delta} - y$ satisfy

\[
N > p^\delta + p^{-\delta/2}(p^n - 1),
\]

for the birthday security parameter $p^{n/2}$, then $f'$ is called **Weak DO polynomial**.

The MQ signature scheme having public polynomials with univariate representation in weak DO polynomials is subjected to LBA in complexity less than $p^{n/2}$. Our weak DO polynomial definition differs from the definition in [34]. We explain the difference of Definition 4.1 with the one given in [34] in Remark 4.5.

Remark 4.5. The above definition is a generalisation of the definition by Harayama and Friesen in [34] based on our observations already explained. The $N$-bound mentioned above is also slightly different than one observed in [34]. Since computing $\delta$ from equivalent univariate representation of public key is trivial, one does not need to search for $\delta$ in $\{1, 2, \ldots, n\}$. Moreover, authors in [34] ignored factor of $\pi/2$ in computing complexity of LBA and later in $N$-bound evaluation for weak DO polynomials. We also remove the emulation condition $2\delta$ divides $|s_i - s_j|$ for all $i \neq j$ which evolves directly from $s_i/\delta$ is odd. The emulation condition $\delta = \gcd(s_i, n)$ is also removed, which we will justify in Remark 4.6.

4.3.2 Conjecture About Existence

In [34], authors demonstrated the existence of weak DO polynomials for $D = 2$ with $n = 4i, s_1 = i, s_2 = 3i$ and $p = 2$ by taking $\delta = i = n/4$. Later, based on their simulation results they conjectured that

\[
f'(x) = x^{2n/4+1} + x^{2n/4+1} \in \mathbb{F}_{2^n}[x]
\]

(4.10)

with $n = 4i, i \geq 2$ forms an infinite class of weak DO polynomials. They considered LBA for MQ signature schemes over $\mathbb{F}_2$ due to the fact that the exact value of Weil Sum for $f'$ in Theorem 3([34 Theorem 2.3.1]) can only be determined when defined over $\mathbb{F}_{2^n}$. The Weil Sum value is used to compute the exact number of solutions $N$ of the bivariate equation $h$ in (4.4) using the equality

\[
N = 2^n + (2^\delta - 1)S
\]

(4.11)

where $S$ is the exact value of Weil Sum for simplified univariate polynomial $f'$ ([34 Theorem 2.2.3]). However, based on our observation in Remark 4.6 we identify a general class of Weak DO polynomials over finite fields of any prime characteristic.
Remark 4.6. We note that if the bivariate equation happens to be equivalent to certain type of algebraic curve, then the number of points can be easily determined using [39, Theorem 6.32] in terms of standard classification of quadratic forms, without resolving the sign of the Weil Sum of $f'$. This also allows us to remove the emulation condition of $\delta = \gcd(s_i, n)$ which is required to obtain number $N$ of solutions over $F_q$ in terms of Weil Sum $S$ as in (4.11). The same should affect the choice of $\delta$ in LBA.

4.3.3 Classes of Weak Dembowski Ostrom Polynomials

The conjecture by Harayama and Friesen in [34] based on our observation in Remark 4.6 relates to proving existence of certain classes of Artin-Schrier type algebraic curves over $\mathbb{F}_p[x, y]$ with many rational places ignoring the genus. In fact, the desired rational places are at least greater than bound in (4.8). This allows us to approach the problem from the theory of algebraic function fields where there are already many results that could assist in solving this problem. It can be observed that the bivariate equation in (4.4) actually resembles the Artin-Schrier type algebraic function field over $\mathbb{F}_p$ in [17] constructed using quadratic forms. Çakçak and Özbudak [17] characterize certain Artin-Schrier type algebraic function fields with prescribed genus and number of rational places using theory of quadratic forms. This approach proved useful in solution of our problem.

4.3.3.1 Quadratic Forms

Let $Q_s$ be a quadratic form over $\mathbb{F}_q$ defined as

$$Q_s : \mathbb{F}_{q^{2k}} \rightarrow \mathbb{F}_q$$

$$a \mapsto \text{Tr}(a S(a))$$

and

$$S(X) = \alpha_0 X + \alpha_1 X^q + \cdots + \alpha_h X^{q^h} \in \mathbb{F}_{q^{2k}}[X]$$

(4.12)

be an $\mathbb{F}_q$-linearized polynomial of degree $q^h$ in $\mathbb{F}_{q^{2k}}[X]$ for $k \geq 1, h \geq 0$. Let $F$ be the algebraic function field over $\mathbb{F}_{q^{2k}}$ given as

$$F = \mathbb{F}_{q^{2k}}(u, v) \quad \text{with} \quad v^q - v = u S(u)$$

(4.13)

such that $Tr(.)$ denotes the trace map from $\mathbb{F}_{q^{2k}}$ to $\mathbb{F}_q$, i.e. for $a \in \mathbb{F}_{q^{2k}}$, $Tr(a) = a + a^q + \cdots + a^{q^{2k-1}}$. Let $V_s$ be the subset of $\mathbb{F}_{q^{2k}}$ defined as

$$V_s = \{ a \in \mathbb{F}_{q^{2k}} : Q_s(a) = 0 \}.$$ 

For an Artin-Schrier type algebraic function field given in (4.13), there is only one rational point in $F$ over the point at infinity of the function field $\mathbb{F}_{q^{2k}}(u)$. The other rational points of $F$ correspond to the elements $a \in \mathbb{F}_{q^{2k}}$ satisfying
Theorem 4.6. Let $p$ be any prime and $n, k \in \mathbb{Z}^+$ such that $2k|n$. Let $s_1 = jn/2k$ and $s_2 = (2k-j)n/2k$ for some $j \in \{1, 2, \ldots, (2k-1)\}$ such that $gcd(j, 2k-j) = 1$. Let $A_1, A_2 \in \mathbb{F}_{p^n}$ such that $A_1^{s_1} + A_2 = 0$ then

$$f(x) = A_1x^{p^{s_1} + 1} + A_2x^{p^{s_2} + 1} \in \mathbb{F}_{p^n}[x]$$

forms an infinite class of weak DO polynomials.

Proof. First we examine $f(x)$ for emulation conditions. By definition

$$f(x) = A_1x^{p^{s_1} + 1} + A_2x^{p^{s_2} + 1} = A_1x^{p^{jn/2k} + 1} + A_2x^{p^{(2k-j)n/2k} + 1} \in \mathbb{F}_{p^n}[x]$$

where $j \in \{1, 2, \ldots, (2k-1)\}$ such that $gcd(j, 2k-j) = 1$ and $\delta = gcd(s_1, s_2) = n/2k$. If $gcd(j, 2k-j) = 1$ then w.l.o.g $j$ can be considered odd and hence with
\[ s_1 = jn/2k \text{ and } s_2 = (2k - j)n/2k; \text{ we have emulation conditions in Definition 4.1 satisfied with } n/\delta \text{ even and } s_i/\delta \text{ odd for } i \in \{1, 2\} \text{ and } k, n \in \mathbb{Z}^+ \text{ such that } 2k|n. \]

Let the trace map \( Tr \) be from \( \mathbb{F}_{p^n} \) to \( \mathbb{F}_{p^s} \). To verify the condition in (4.17), we need to prove the following

\[ Tr(f(x)) = Tr(A_1x^{p^n/2k+1} + A_2x^{(2k-j)n/2k+1}) = 0 \text{ for all } x \in \mathbb{F}_{p^n} \quad (4.18) \]

Each \( x \in \mathbb{F}_{p^n} \) has 2\( k-1 \) conjugates over \( \mathbb{F}_{p^s} \). Each conjugate is of the form \( x^{p^n/2k} \) for \( 1 \leq i \leq 2k-1 \). Hence for \( i = 2k - j \) we get

\[
(A_1x^{p^n/2k+1})^{p^{(2k-j)/2k}} = A_1^{p^{(2k-j)/2k}}x^{p^n+p(2k-j)n/2k} = A_1^{p^{s_2}}x^{p^{(2k-j)n/2k+1}} = -A_2x^{p^{(2k-j)n/2k+1}}.
\]

Hence the trace \( Tr(f(x)) \) in (4.18) sums to 0 under the condition \( A_1^{p^{s_2}} + A_2 = 0 \) over \( \mathbb{F}_{p^n} \) for all \( x \in \mathbb{F}_{p^n} \). Now, we consider the following Artin - Schrier type curve

\[ F = \mathbb{F}_{p^n}(x, y) \text{ with } y^q - y = xS(x) \text{ where } q = p^{n/2k} \quad (4.19) \]

with

\[ S(X) = A_1x^{p^j} + A_2x^{p^{2k-j}} \in \mathbb{F}_{p^n}[X] \]

where \( j \in \{1, 2, \ldots, 2k-1\} \) such that \( gcd(j, 2k-j) = 1 \). Using theory of algebraic function fields the number of points \( (N(F)) \) on this Artin-Schrier type curve can be evaluated using (1.14). As mentioned in section 4.3.3.2 it is observed that \( N(F) \) for Artin-Schrier type curve in (4.19) such that \( n, k \in \mathbb{Z}^+ \) and \( 2k|n \), is greater than bound for weak DO polynomials in (4.8). Hence for a particular choice of \( k \) we get infinite classes of weak DO polynomials i.e. over various extensions \( \mathbb{F}_{p^n} \) of \( \mathbb{F}_p \) such that \( 2k|n \). Table 4.2 mentions such choices of \( n \) for particular \( k \).

**Remark 4.7.** Moreover, we observed that the classes of weak DO polynomials for \( j \in \{1, 2, \ldots, 2k-1\} \) with \( gcd(j, 2k-j) = d > 1 \) can also be represented by Theorem 4.6 for \( s_1 = jn/2k' \) and \( s_2 = (2k' - j')n/2k' \) where \( j = j'd \) and \( k = k'd \) such that \( gcd(j', 2k' - j') = 1 \). Hence we do not mention those redundant classes.

We present few example weak DO class polynomials satisfying Theorem 4.6 in Table 4.1 with parameters list. In Table 4.2 for \( k = 2, 3, 4 \) and \( p = 2, 3, 5 \), we consider few initial \( n \) values and define weak DO class polynomials satisfying Theorem 4.6 with \( \delta = 1, 2, 3 \). We also mention the corresponding \( N \)-bound (cf. (4.8)) and \( N \)-observed (cf. (1.14)) values calculated using (4.8) and (1.4).

**Corollary 4.7.** Let \( n, k \in \mathbb{Z}^+ \) such that \( 2k|n \). Let \( s_1 = jn/2k \) and \( s_2 = (2k - j)n/2k \) for some \( j \in \{1, 2, \ldots, (2k-1)\} \) such that \( gcd(j, 2k-j) = 1 \). Let \( A_1, A_2 \in \mathbb{F}_{2^n} \) such that \( A_1^{s_2} + A_2 = 0 \) then

\[ f(x) = A_1x^{2^{s_1}+1} + A_2x^{2^{s_2}+1} \in \mathbb{F}_{2^n}[x] \]

forms an infinite class of weak DO polynomials.
Definition 4.1. Let \( \delta \) be any prime and \( p \) with \( \alpha = (2i - 1) \) for \( 1 \leq i \leq k \) where \( A_i \in \mathbb{F}_{p^n} \) such that \( A_i + A_{i+1}^{2k+1} = 0 \). Then

\[
f(x) = \sum_{i=1}^{k} A_i x^{p^{2k+1}} \in \mathbb{F}_{p^n}[X]
\]

forms an infinite class of weak DO polynomials.

**Proof.** Similar to Theorem 2.5, first we examine \( f(x) \) for emulation conditions in Definition 4.1. Let

\[
f(x) = \sum_{i=1}^{k} A_i x^{p^{2k+1}} \in \mathbb{F}_{p^n}[X]
\]
where \( s_i = \alpha_i n / 2k \) with \( \alpha_i = (2i - 1) \) for \( 1 \leq i \leq k \). For simplification of proof we assume that \( A_i \neq 0 \) for \( 1 \leq i \leq k \) and \( \delta := \gcd(s_1, \ldots, s_k) = n / 2k \). Emulation conditions are trivially satisfied with \( n / \delta = 2k \) even and \( s_i / \delta = \alpha_i \) odd for \( 1 \leq i \leq k \).

To evaluate equation (4.17), let the trace map be defined as \( Tr : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_{p^\delta} \). We need to prove the following:

\[
Tr(f(x)) = Tr\left( \sum_{i=1}^{k} A_i x^{\alpha_i n / 2k + 1} \right) = 0 \quad \text{for all } x \in \mathbb{F}_{p^n}.
\]

(4.21)

We show in two steps that the equation (4.21) holds. First we will show that \( Tr(A_i x^{\alpha_i n / 2k + 1}) = 0 \) for an odd integer \( k \) and \( i = (k + 1) / 2 \). In the second step, we will show that \( Tr(A_i x^{\alpha_i n / 2k + 1}) = -Tr(A_{i'} x^{\alpha_{i'} n / 2k + 1}) \) for \( i' = k + 1 - i \) and \( i = 1, 2, \ldots, k \). We start with the first step. Let \( k \) be an odd integer and \( i = (k + 1) / 2 \). Then, the trace of the monomial \( A_i x^{\alpha_i n / 2k + 1} \) with \( \alpha_i = k \) and \( A_i + A_i^{p^{n/2}} = 0 \) is

\[
Tr(A_i x^{\alpha_i n / 2k + 1}) = Tr(A_i x^{p^{kn/2k} + 1})
= A_i x^{p^{kn/2k} + 1} + A_i^{p^{n/2k}} x^{p^{(k+1)n/2k} + p^{n/2k}} + \ldots
+ A_i^{p^{(k-1)n/2k}} x^{p^{(2k-1)n/2k} + p^{(k-1)n/2k} + p^{kn/2k}} + A_i^{p^{kn/2k}} x^{p^{(2k)n/2k} + p^{kn/2k}}
+ \ldots + A_i^{p^{(k-1)n/2k}} x^{p^{(2k-1)n/2k} + p^{(k-1)n/2k} + p^{kn/2k}}
+ A_i^{p^{kn/2k}} x^{p^{(2k)n/2k} + p^{kn/2k}} + A_i^{p^{n/2}} x^{1+p^{n/2}}
+ \ldots + A_i^{p^{(k-1)n/2k}} x^{p^{(2k-1)n/2k} + p^{(k-1)n/2k} + p^{kn/2k}}
+ A_i^{p^{kn/2k}} x^{p^{(2k)n/2k} + p^{kn/2k}}
- A_i x^{1+p^{n/2}} - A_i^{p^{n/2k}} x^{p^{n/2k} + p^{(k+1)n/2k}}
- \ldots - A_i^{p^{(k-1)n/2k}} x^{p^{(k-1)n/2k} + p^{(2k-1)n/2k}}.
\]

Hence we have \( Tr(A_i x^{\alpha_i n / 2k + 1}) = 0 \) for \( i = k+1/2 \). In the second step, let \( i' = k+1-i \), we evaluate the \( \alpha_{i'} \)-th conjugate of the monomials of the form \( A_i x^{\alpha_i n / 2k + 1} \) for \( 1 \leq i \leq k \) and \( i \neq k+1/2 \).

\[
(A_i x^{\alpha_i n / 2k + 1}) x^{\alpha_{i'} n / 2k} = A_i^{\alpha_{i'} n / 2k} x^{\alpha_i n / 2k + \alpha_{i'} n / 2k}
= A_i^{\alpha_{i'} n / 2k} x^{1+p^{n/2k}}
= -A_{i'} x^{1+p^{n/2k}}.
\]

Hence \( Tr(A_i x^{\alpha_i n / 2k + 1}) = -Tr(A_{i'} x^{\alpha_{i'} n / 2k + 1}) \) for \( i' = k + 1 - i \) and \( i = 1, 2, \ldots, k \). Therefore, equation (4.21) holds. Now, we consider the following Artin - Schrier
type curve

\[ F = \mathbb{F}_{p^n}(x, y) \quad \text{with} \quad y^q - y = xS(x) \quad \text{where} \quad q = p^{n/2k} \quad (4.22) \]

with

\[ S(x) = \sum_{i=1}^{k} A_i x^{p^n_i} \in \mathbb{F}_{p^n}[x]. \]

The number \( N(\mathbb{F}) \) of \( \mathbb{F}_{p^n} \) rational points on the Artin-Schrier type curve in (4.22) can be evaluated using (4.14). It is observed that \( N(\mathbb{F}) \) is greater than bound for weak DO polynomials in (4.8) for \( k, n \in \mathbb{Z}^+ \) such that \( 2^k \mid n \). Similar to Theorem 2.5, for a particular choice of \( k \) we get infinite classes of weak DO polynomials i.e. over various extension \( \mathbb{F}_{p^n} \) of \( \mathbb{F}_p \) such that \( 2^k \mid n \).

In the cases where \( A_i = 0 \) for some \( 1 \leq i < k \) we perform the similar steps in the proof. Let \( A_{i_1}, A_{i_2}, \ldots, A_{i_t} \) be non-zero elements. Then, we have \( \delta = \gcd(s_{i_1}, \ldots, s_{i_t}) = dn/2k \) for \( \gcd(\alpha_{i_1}, \ldots, \alpha_{i_t}) = d > 1 \). The corresponding DO polynomial \( f(x) \) will satisfy the emulation conditions in Definition 4.1 with \( n/\delta = 2k' \) even with \( k = k'd \) and \( s_{i_j}/\delta = \alpha_{i_j}/d \) odd for \( 1 \leq j \leq t \). The remaining steps of the proof holds for \( \delta = n/2k' \).

Remark 4.8.: It is clear that Theorem 4.6 is a subclass of Theorem 4.8. With suitable choice of parameters, we can get subclass of Theorem 4.6 from bigger class of Theorem 4.8. However, we present them as separate classes to prove the existence of conjectured class [34] of weak DO polynomials. Theorem 4.8 partially addresses the second open problem in [34] of enumerating weak DO polynomials.

Similar to Table 4.1 classes of polynomials for weak DO polynomial classes satisfying Theorem 4.8 can be constructed for different values of \( k, n \in \mathbb{Z}^+ \) such that \( 2^k \mid n \).

Using conditions in Theorem 4.8 on \( A_i \in \mathbb{F}_{p^n} \) for \( 1 \leq i \leq k \) such that \( A_i + A_{i+1}^{p^n} = 0 \), we state few example weak DO class polynomials over \( \mathbb{F}_{p^n} \) in Table 4.3.

**Table 4.3: Example classes of Weak DO polynomials over \( \mathbb{F}_{p^n} \)**

<table>
<thead>
<tr>
<th>( k )</th>
<th>Class Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( A_1 x^{p^n/4+1} + A_2 x^{p^n/4+1} )</td>
</tr>
<tr>
<td>3</td>
<td>( A_1 x^{p^n/6+1} + A_2 x^{p^n/6+1} + A_3 x^{p^n/6+1} )</td>
</tr>
<tr>
<td>4</td>
<td>( A_1 x^{p^n/8+1} + A_2 x^{p^n/8+1} + A_3 x^{p^n/8+1} + A_4 x^{p^n/8+1} )</td>
</tr>
<tr>
<td>5</td>
<td>( A_1 x^{p^n/10+1} + A_2 x^{p^n/10+1} + A_3 x^{p^n/10+1} + A_4 x^{p^n/10+1} + A_5 x^{p^n/10+1} )</td>
</tr>
<tr>
<td>6</td>
<td>( A_1 x^{p^n/12+1} + A_2 x^{p^n/12+1} + A_3 x^{p^n/12+1} + A_4 x^{p^n/12+1} + A_5 x^{p^n/10+1} + A_6 x^{p^n/12+1} )</td>
</tr>
<tr>
<td>...</td>
<td>:</td>
</tr>
</tbody>
</table>
CHAPTER 5

Hidden Field Equations

HFE based MQ cryptosystems were proposed by Patarin [48] after he successfully attacked the MIA scheme [51]. HFE is a generalisation of the MIA scheme with the central trapdoor using a univariate quadratic polynomial over finite field $E$ i.e. $n$ degree extension of $F$, instead of a monomial $x^{q^k+1}$ used as a permutation map in MIA. In HFE cryptosystem the central quadratic polynomial $P$ is kept secret and it’s security is not based on the hardness of IP problem where private key $P$ is known along with public key $P$. However, Patarin [48] claimed that even if the private key central quadratic polynomial $P$ is made public the extraction of remaining affine maps $S,T$ is not feasible. Hence similar to MIA, HFE can be considered as a public key cryptosystem relying on the hardness of computing a functional decomposition (or IP problem): given a composition $f_1 \circ f_2$, can one identify the two components. In HFE, this translates to recovering the two affine polynomial maps $(S,T)$ given a composition $(T \circ P \circ S)$ of these maps with the central quadratic polynomial map $P$. There have been various practical attacks on this scheme, however some standard variations that we will discuss in this chapter render those attacks in-efficient. Hence, we can consider HFE still a viable candidate with suitable parameter and variation choice. In this chapter, we shall look at the developments in terms of cryptanalytic attacks on these HFE schemes and their relation to other mathematical problems.

5.1 HFE and Multi-HFE

Patarin in [48] defined the basic HFE as follows.

**Definition 5.1.** Let $F$ be a finite field and $E$ its $n$ degree extension such that $|F| := q$, then

$$P(X) = \sum_{0 \leq i, j \leq D} A_{i,j} X^{q^i + q^j} + \sum_{0 \leq k \leq D} B_k q^k + C \quad \forall \quad X \in E$$

(5.1)

such that $q^i + q^j, q^k \leq D$ and co-efficients $A_{i,j}, B_i, C \in E$ define the central quadratic polynomial map $P$ for the HFE scheme. We may write this univariate quadratic polynomial in the form of system of multivarite quadratic equations over $F$ as $P' := \phi \circ P \circ \phi^{-1}(x)$ for $x = (x_1, \ldots, x_n) \in F^n$. 
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The degree of the polynomial $P$ is upper bounded by $D$ to allow efficient inversion of the equation $P(X) = Y$ for given $Y \in \mathbb{E}$. There are deterministic algorithms [18] for this inversion in time polynomial in $D$ and the dimension $n$ of extension field $\mathbb{E}$ over $\mathbb{F}$. HFE cryptosystems are susceptible to Grobner bases attacks [27]. A thorough investigation of the Grobner bases attack was given by Granboulan in [33] for HFE based MQ systems over finite fields of characteristic 2 and later by J.Ding and J.Hodges in [22] for those over finite fields of characteristic any prime $p$. The attack exploits the fact that the univariate equation in the extension field has a total degree that is much lower than the one for a randomly chosen equation.

In order to improve upon this degree of the univariate polynomial representation over extension field $\mathbb{E}$, Patarin [2, 48] proposed a generalization of HFE that uses instead of a single univariate quadratic polynomial over extension field $\mathbb{E}$, a system of $N$ quadratic polynomials in $N$ variables over an extension field of degree $d$ over $\mathbb{F}$. The basic HFE in Definition 5.1 is an instance of Multi-HFE with $N = 1$, $d = n$.

**Definition 5.2.** Let $\mathbb{F}_q$ be a finite field and $\mathbb{F}_{q^d}$ its $d$ degree extension. Let $N$ be the number of variables and the number of secret quadratic polynomials in the polynomial ring $\mathbb{F}_{q^d}[X_1, \ldots, X_N]$ and $D$ be their degree. Then the polynomial map $\mathcal{F} : (\mathbb{F}_{q^d})^N \rightarrow (\mathbb{F}_{q^d})^N$ given by

$$\mathcal{F} : (X_1, \ldots, X_N) \rightarrow (F_1(X_1, \ldots, X_N), \ldots, F_N(X_1, \ldots, X_N))$$

where

$$F_k = \sum_{1 \leq i,j \leq N} \sum_{0 \leq u,v < d} A_{k,i,j,u,v} X_i^{q^u} X_j^{q^v} + \sum_{1 \leq i \leq N} \sum_{0 \leq l < d} B_{k,i,l} X_i^{q^l} + C_k \quad (5.2)$$

such that $A_{k,i,j,u,v}, B_{k,i,u}, C_k \in \mathbb{F}_{q^d}$ for all $1 \leq i, j \leq N$, $0 \leq u, v, l < d$ and $q^l, q^u + q^v \leq D$ with $n = Nd$, defines the central quadratic polynomial map $P$ for multi-HFE scheme.

### 5.2 HFE Variations

HFE has been a focus of research on MQ cryptosystems in the past and we can find recent attacks or analysis of existing attacks with new developed theoretical tools. Several major methods have been developed to attack the HFE based MQ cryptosystems. Structural attacks target the specific structure of the trapdoor involved to recover the private key. General attacks use various methods of solving set of multivariate polynomial equations e.g Gröbner basis method and its improvements and are meant to recover the plaintext for known ciphertext. Thus, we see that there are some important variations of these HFE systems developed to alter the public or private key quadratic polynomial map that increases the complexity of proposed attacks in general. We shall be discussing only few important HFE variations focused in recent cryptanalytic attacks.
5.2.1 HFE-

This variation seems simple but proves very powerful in terms of recent algebraic attacks using Gröbner bases. It basically employs the reduction map $R$ that we discussed in Theorem 3.1. This variation has been introduced by Adi Shamir in [61]. The reduction map $R$ is defined as $R : \mathbb{F}^m \to \mathbb{F}^{m-r}$ where $m$ is the degree of extension as well as number of public quadratic polynomial equations. The details of this map can be reviewed from Theorem 3.1. The resultant structure of the HFE scheme can be defined as

$$
P' = R \circ T \circ P \circ S$$

$$= (\mathbb{F}^m, \mathbb{F}^{m-r}) \circ (\text{Aff}^{-1}(\mathbb{F}^m)) \circ \text{MQ}(\mathbb{F}^n, \mathbb{F}^m) \circ (\text{Aff}^{-1}(\mathbb{F}^n))$$

Thus, a given public key $P$ from $\mathbb{F}^n$ to $\mathbb{F}^m$ is transferred to public key $P'$ from $\mathbb{F}^n$ to $\mathbb{F}^{m-r}$ by discarding the last $r$ multivariate public key quadratic polynomial equations. In encryption, this slows the process of decryption for the actual recipient by a factor of $O(q^r)$ as the decryption has to be tried against $q^r$ different possible plaintexts. Same workload is added to the signature generation, however this is already desired to add redundancy for obtaining a valid signature for the given message. In terms of algebraic attacks where the adversary is looking for obtaining relations among bits of cleartext and ciphertext, each missing bit of information (corresponding to each missing polynomial) adds a complexity of $q^\omega$ if $q$ is the cardinality of finite field used and $\omega$ is the number of (cleartext,ciphertext) pairs to be examined for each relation.

5.2.2 HFE+

Similar to HFE-, this variation is simple to perform. Instead of hiding the public polynomial equations, this variation requires adding few redundant public quadratic polynomials to the system. Thus the resultant public key is a mapping from $P$ from $\mathbb{F}^n$ to $\mathbb{F}^{n+r}$ instead of $\mathbb{F}^m$. This modification was introduced by J.Patarin in [48]. C.Wolf [56] explains different options to incorporate these additional quadratic polynomials through affine transformation in the scheme. This variation was introduced to improve the security of the HFE scheme, however it adds a workload of $q^r$ to the resultant signature scheme as in terms of signature scheme only $q^{-r}$ valid signatures will satisfy these additional equations and in terms of encryption it makes the resultant system over defined and hence more susceptible to algebraic attacks.

5.2.3 HFEv

This modification alters the structure of the private key central polynomial $P$ instead of the public key polynomial map $P$ as in HFE- and HFE+. Instead of allowing one central polynomial map, it introduces $q^u$ different polynomials indirectly. The concept was introduced by Kipnis, Patarin and Goubin in [37].
termed the introduction of new central quadratic polynomials indirect following C.Wolf observation in [56] that would can be understood easily from Definition 5.3. HFEv differs from basic HFE in Definition 5.1 in the context of co-efficients $B_i$ and $C$. In HFEv, these co-efficients are linearly and quadratically dependent on $v$ new variables, termed as *vinegar variables*. C.Wolf in [56] gave general mathematical representation of this variation as follows:

**Definition 5.3.** Let $F$ be a finite field and $E$ its $n'$ degree extension where $n'=n+v$ such that $|F| := q$. Let $v \in \mathbb{N}$ be the number of vinegar variables then

$$P(X) = \sum_{0 \leq i,j \leq D} A_{i,j} X^{q^i+q^j} + \sum_{0 \leq k \leq D} B_k(z_1, \ldots, z_v) q^k + C(z_1, \ldots, z_v) \quad \forall \ X \in E$$

(5.3)

such that $q^i+q^j, q^k \leq D$ and co-efficients $A_{i,j}, B_i, C \in E$. Here $A_{i,j} X^{q^i+q^j}$, $B_k(z_1, \ldots, z_v) q^k, C$ are the quadratic, linear and constant terms respectively with $B_k(z_1, \ldots, z_v) q^k, C$ as the affine and quadratic maps in $(z_1, \ldots, z_v)$ vinegar variables.

With $q^v$ possible choices for the $v$ vinegar variables the central polynomial $P$ is transformed into a polynomial map $P' := P_{z_1, \ldots, z_v}$ consisting of $q^v$ quadratic polynomials. Inverting this polynomial map requires $q^v$ polynomial inversions. For a signature scheme, inverting any one of the possible equation yields a valid signature for the resultant system. However, additional workload of $q^v$ is too high for an encryption scheme to be practical. In general, for a signature scheme a random choice is made for vinegar variables $(z_1, \ldots, z_v)$ and then the resultant system consists of a single central quadratic polynomial $P$. This variation is susceptible to Gröbner Bases attack by Faugere [27] with another successful attack by Ding and Schmidt in [23].

### 5.3 Cryptanalytic Attacks against HFE

In this section we shall be reviewing briefly algebraic attacks against the HFE scheme. The interested reader can find similar overview in [56], however we present an updated version by including few recent attacks and their relation to other mathematical problems.

#### 5.3.1 Linear Attack

The linear attack is proposed by Patarin in [48]. The attacker assumes to have two cipher-texts $y, y'$ of related plaintexts $x, x+\lambda$. The main principle of the attack is that attacker knowing the difference $\lambda$ among the unknown plaintexts evaluates the difference among the ciphertexts and in the process obtain system of linear equations in the components of plaintexts which can be solved using any equation solving method like Gaussian elimination to obtain the corresponding plaintexts.
Using Definition [3.2] we can write mathematically the difference among the $i$-th component of the ciphertexts as follows:

$$y'_i - y_i = P_i(x_1 + \lambda, \ldots, x_n + \lambda) - P_i(x_1, \ldots, x_n)$$

$$= \sum_{1 \leq j, k \leq n} \alpha_{i,j,k}(x_j + \lambda)(x_k + \lambda) + \sum_{1 \leq j \leq n} \beta_{i,j}(x_j + \lambda)$$

$$- \sum_{1 \leq j, k \leq n} \alpha_{i,j,k}x_jx_k + \sum_{1 \leq j \leq n} \beta_{i,j}x_j$$

$$= \sum_{1 \leq j, k \leq n} \alpha_{i,j,k}(x_j + x_k\lambda + \lambda^2) + \sum_{1 \leq j \leq n} \beta_{i,j}\lambda.$$ 

Since the attacker only needs few ciphertext component equations, therefore hiding few public key equations may not effect the linear attack as in HFE-variation. However, introduction of linear attack resistant function to the plaintext may render the attack void. And in practice, an HFE encryption scheme is used to transfer the session keys that are generated using non-linear pseudo-random number generators and HFE signature scheme uses hash of the message instead which again is a non-linear function. Hence in practice the linear attack is no threat to HFE schemes.

### 5.3.2 Affine Multiple Attack

The attack was first proposed by Patarin against MIA scheme in [50]. The principle of the attack is to find relations among plaintext and ciphertext bits (components) that are affine (of degree one) in plaintext bits. Later any equations solving algorithm like Gaussian elimination is used to solve the system for any given plaintext. In MIA scheme these relations can be trivially extracted using the general equation for any (ciphertext(y), plaintext(x)) pair over $\mathbb{F}_{2^n}$.

$$y = x^{2^h+1}.$$

Raising both sides by $2^h - 1$ gives the relation

$$y^{2^h - 1} = x^{2^{2h} - 1}.$$

Multiplying both sides by $xy$ we get

$$xy^{2^h} = yx^{2^h}. \quad (5.4)$$

One side of the equation is affine in $y := (y_1, \ldots, y_n)$ and the other is affine in $x := (x_1, \ldots, x_n)$. Hence equation $(5.4)$ can be equivalently expressed in multivariate form as a system of $n$ equations as follows

$$L_i : \sum_{1 \leq j, k \leq n} \alpha_{i,j,k}x_jy_k + \sum_{1 \leq j \leq n} \beta_{i,j}x_i + \sum_{1 \leq j \leq n} \gamma_{i,j}y_i + \delta_i \quad 1 \leq i \leq n. \quad (5.5)$$

These equations are quadratic in $x_jy_k$ and linear in $x_i$ and thus can be solved for the bases for $L_i$ using Gaussian elimination if enough of the $(x, y) \in \mathbb{F}_{2^n} \times \mathbb{F}_{2^n}$ pairs.
are evaluated. However, since all these equations \( L_i \) are not linearly independent in practice therefore for a given \( y \) we may not get a unique \( x \). Assuming \( \lambda \) to be the number of linearly independent equations, Patarin in [50] showed that \( \lambda \geq \frac{2n}{3} \) in practice and for most of the cases \( \lambda \geq n - 1 \).

For, HFE which is a natural generalization of MIA we can also find such an affine multiple for the public key and a constructive proof of this fact along with general algorithm to obtain an affine multiple for any polynomial, is given in [42]. Similar to MIA, this affine multiple of the HFE public key \( P \) can also be expressed in multivariate form as a system of \( n \) equations \( L_i \) as in (5.5). However, in an affine multiple of HFE, generally the \( y \) terms are not linear and hence in \( L_i \) we get exponentially many terms in variables \( y_i \). Patarin in [48] observed that these terms in \( y \) have degree bounded by Hamming weight \( k \). In practice, Gaussian reduction in \( y \) terms requires a complexity of \( \gamma^w \) where \( \omega < 2.376 \). Hence for \( y \) terms bounded by Hamming weight \( k \), we have \( O(n^{1+k}) \) terms and requires a Gaussian reduction of complexity \( O(n^{1+k}\omega) \). So in general this attack is feasible for smaller values of \( k \). Permutation polynomials generally exhibit smaller values of \( k \) in affine multiples. Patarin in [48] successfully performed this affine multiple attack against HFE systems employing Dobbertin and Dickson permutation polynomials as central quadratic polynomials \( P \) and showed the vulnerability of such permutation polynomials to affine multiple attacks.

5.3.3 Quadratic Attack

Quadratic Attack is also proposed by Patarin in [48] and is a generalization of affine multiple attack. Unlike affine multiple attack where the adversary looks for relations \( L_i \) that are affine in \( x \) (i.e. of degree one), in quadratic attack even quadratic terms in \( x \) are allowed of the form \( x_ix_j \) for \( 1 \leq i,j \leq n \). Later these quadratic terms are linearized by introducing new variable of the form \( X_{ij} := x_ix_j \) and the system is solved for the existing and \( n + \frac{n(n-1)}{2} \) new variables. When the HFE cryptosystem is largely overdefined than such attack becomes feasible. In [48], Patarin showed that for many choices of \( P \) in HFE, several additional such quadratic polynomials can be obtained than those present in the public key \( P \). After evaluating many such \( (x,y) \) plaintext-ciphertext pairs and finding additional linear equations with redefined new variables, the attack works similar to affine multiple attack by using Gaussian reduction or any other equation solving method to evaluate the co-efficients.

Courtois [15] showed that it is possible to work with reduced system by fixing many \( x_i \) to 0. If carefully chosen the resultant system of equations is still useful to attack the basic HFE. After suggesting many variations of quadratic attack in [15], the author concluded that the basic HFE with degree of central polynomial \( d > 128 \) for \( n > 80 \), the basic HFE and its variations are still secure under quadratic attack. However, it is obvious that for such an attack the main complexity is of the memory required to store the co-efficients for additional equations.
5.3.4 Relinearization Attack

The attack was proposed by Kipnis and Shamir in [36] as the first key recovery attack on the HFE systems. To review the attack we consider the private key central quadratic polynomial for homogeneous HFE cryptosystems. (cf. Definition 5.1). In the univariate representation over \( E \) i.e. \( n \) degree extension of finite field \( \mathbb{F} \), the private key \( P \) is given as

\[
P(X) = \sum_{0 \leq i \leq r-1} \sum_{0 \leq j \leq r-1} p_{i,j} X^{q^i+q^j} \tag{5.6}
\]

such that \( q^i + q^j, q^k \leq D \) and co-efficients \( p_{i,j} \in E \). The restriction on the degree of \( P(X) \) is to facilitate the efficient inversion in decryption. The resultant private key polynomial map is expressed as

\[
G(X) = \phi^{-1} \circ T \circ \phi \circ P \circ \phi^{-1} \circ S \circ \phi(X)
\]

where \( T, S \) are randomly chosen invertible linear transformations over \( \mathbb{F}^n \) i.e. a vector space of dimension \( n \) over \( \mathbb{F} \) and \( \phi \) is a homomorphism from \( E \) to \( \mathbb{F}^n \) with its inverse as \( \phi^{-1} \). Corresponding public key is expressed as:

\[
P = \phi \circ G \circ \phi^{-1}.
\]

Kipnis and Shamir in [36] observed that every linear transformation \( S, T \) over \( \mathbb{F}^n \) can be equivalently expressed over \( E \) as

\[
S(X) = \sum_{i=0}^{n-1} s_i X^{q^i}, \quad T^{-1}(X) = \sum_{i=0}^{n-1} t_i X^{q^i} \tag{5.7}
\]

where \( X = \sum_{i=0}^{n-1} X_i \omega_{q^i} \) for \( X_i \in \mathbb{F} \). Hence, the public key polynomial can be expressed as: \( G(X) = T(P(S(X))) \) and this can be written in the matrix form over \( E \) as follows

\[
G(X) = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} g_{ij} X^{q^i+q^j} = X G X^t \tag{5.8}
\]

where \( G = [g_{ij}] \) is a matrix over \( E \) and \( X = (X^{q^0}, X^{q^1}, \ldots, X^{q^{n-1}}) \) is the vector over \( E \) with \( X^t \) as its transpose. Thus, we can write

\[
T^{-1}(G(X)) = \sum_{k=0}^{n-1} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} (g_{i-k,j-k}) q^k X^{q^i+q^j} \tag{5.9}
\]

and

\[
P(S(X)) = X W P W^t X^t \tag{5.10}
\]

where \( P = [p_{i,j}] \) and \( W = [W_{ij}] = q^k \) are the matrices over \( E \). Let \( G^k \) denote the matrix over \( E \) obtained from \( G \) by raising all the entries of \( G \) to \( q^k \)-th power and
cyclically rotating all rows and columns of $G$ forward $k$ times. Then $T^{-1}(G(X)) = \bar{X}G'X'$ where

$$G' = \sum_{k=0}^{n-1} t_k G^k = WPW^t$$ (5.11)

The $n \times n$ matrix $P$ can only have its top left $r \times r$ block as non-zero where $r << n$. Similarly the matrix $G' = WPW^t$ has each entry as the linear combination of the $t_k$ variables. Thus, the rank of both $P$ and $G'$ cannot exceed $r$. The main principle of the attack is to express this rank condition of $r \approx \log(D)$ as a large number of equations in small number of variables. Kipnis and Shamir observed that every correct choice for $n$ variables $t_0, t_1, \ldots, t_{n-1}$ results in the rank of $G'$ not more than $r$ and any other random choice results in rank close to $n$.

Now, the matrix $G$ can be easily obtained from the public key of the HFE cryptosystem and $G^k$ is derived from $G$ as explained earlier. Taking $t_0, t_1, \ldots, t_{n-1}$ as $n$ variables and under the condition that its rank does not exceed $r$ establishes the fact that its left kernel $\bar{X} : \bar{X}G' = 0$ is at least an $(n-r)$ dimensional vector subspace. Thus, there exist at least $n-r$ linearly independent $n$-dimensional vectors $\bar{X}_1, \ldots, \bar{X}_{n-r}$ over $\mathbb{E}$ such that one can assign random values to their first $n-r$ entries still keeping them linearly independent. Assuming the remaining $r$ entries as new variables overall we have $r(n-r)$ new variables added to the system. Each $\bar{X}G' = 0$ gives $n$ scalar equations and in total, we have $n(n-r)$ equations in $n+r(n-r)$ variables. This gives an overdefined system of about $n^2$ equations in about $rn$ variables where $r << n$. But these equations are quadratic and general technique to solve this system of equations by linearization is to replace any product of two variables $X_iX_j$ for $i \leq j$ by a new variable $X_{ij}$ which are in total $n(n+1)/2$. In general, the resultant system is no more overdefined and by normal linearization we are not expected to obtain a unique solution.

To filter the correct solutions from many parasitic solutions obtained by Gaussian elimination of linear system of equations obtained after linearization, Kipnis and Shamir performed the technique of relinearization. In relinearization technique, they add additional constraints to relate the new variable $X_{ij}$ with each other and obtain additional equations. For example, in degree 4 relinearization any 4-tuple of indices $1 \leq i,j,k,l \leq m$, where $m$ is the number of total variables, can be parenthesized as follows

$$(X_iX_j)(X_kX_l) = (X_iX_k)(X_jX_l) = (X_iX_l)(X_jX_k) \Rightarrow X_{ij}X_{kl} = X_{ik}X_{jl} = X_{il}X_{jk}.$$}

Hence, there are about $m^4/4!$ ways to choose 4-tuple of indices with each choice resulting in 2 quadratic equations in new variables introduced by linearization. In relinearization, these quadratic equations are further linearized by introducing new variables $Y_{ij}$. In general, for a system with $\epsilon n^2$ quadratic equations in $n$ variables, the relinearization method is expected to run in polynomial time for $0 < \epsilon \leq 1/2$. Further optimization of the basic technique was also suggested by choosing degree 6 relinearization of indices and obtaining further set of equations. However in [6], it was pointed out by Curtois that degree 6 and higher relinearizations result in far less linearly independent equations and require far
more computational power becoming less useful than degree 4 relinearization. After determining \( t_k \) variables i.e. \( T \) linear transformation, known algorithms exist for solving overdefined system of equations over \( F \) for \( S \), however, we only discussed the main complex part of attack in this section. The overall complexity of this attack was estimated by Curtois in [15] as \( n \log^2 d \) where \( d \) is the degree of the central quadratic polynomial \( P \) over \( E \) of extension degree \( n \).

5.3.5 Reconciliation/Distillation Attack

In [15], Curtois proposed a variant of affine multiple attack by Patarin [48] using ideas similar to Kipnis and Shamir relinearization attack [36]. Based on their simulation results for suggested parameter values of HFE in [48], they observed the existence of bi-affine equations in the input (plaintext) and output (ciphertext) components \( x_i, y_i \) of the form

\[
L_i : \sum_{1 \leq j,k \leq n} \alpha_{i,j,k} x_j y_k + \sum_{1 \leq j \leq n} \beta_{i,j} x_i + \sum_{1 \leq j \leq n} \gamma_{i,j} y_i + \delta_i \quad 1 \leq i \leq n. \tag{5.12}
\]

Similar to these they also observed existence of other algebraic relations that they term as invariant or biased equations based on the criteria of invariance under any bijective affine maps like \( S,T \) in HFE and the equations that after substitution of \( y = 0 \) reduce to affine relation in \( x_i \). Based on these equations they introduce reconciliation step where only certain variables are evaluated rather than all involved in the system of equations and in the subsequent distillation step they remove the unnecessary equations, reducing the overall memory requirement. As a result of their improved attack they were able to reduce the complexity in comparison to Kipnis and Shamir attack in [36] of \( n \log^2 d \) to \( n^3 \log d + O(1) \) where \( d \) is the degree of central quadratic polynomial \( P \) over \( E \) of extension degree \( n \).

5.3.6 eXtended Linearization (XL) Attack/ Fixing and XL (FXL) Attack

The classical algorithm for solving system of equations is Gröbner bases. To construct Gröbner bases the algorithm order the monomials (lexicographical in general) and works to eliminate the highest degree monomial by combining two equations with polynomial coefficients. The process continues until a particular univariate equation remains which is then solved to solve for other variables in earlier eliminated multivariate equations. However, during the elimination process the degree of the monomials grow rapidly resulting in exponential time complexity of overall process for even modest number of variables. Curtois in [6] introduced eXtended Linearization technique which is a combination of bounded degree Gröbner bases and Linearization. The main principle of the attack is to generate higher degree variants from each polynomial by multiplying it with all possible monomials of some bounded degree and then linearize the resultant system. After linearization is the elimination step which is similar to the one in
Gröbner bases algorithm where we try to keep the univariate equations at the end and solve in reverse order for other variables.

For given \( m \) quadratic equations with \( n \) variables if the bounded degree of the monomials multiplied is \( D - 2 \) to achieve the resultant system of equations with maximum degree \( D \). Let \( l \) be the system of polynomial equations and \( x^{D-2}l \) be the system of generated equations after monomials multiplication. Let \( \alpha \) be the number of generated equations which is about \( \frac{n^{m-n}}{(D-2)!}m \). Let \( \beta \) be the number of variables after linearization which is about \( \frac{n^D}{D!} \), the XL algorithm is expected to succeed when \( D \geq n/\sqrt{m} \) (approximately). However, their simulation results showed that

1. For \( m = n : D = 2^n \).
2. For \( m = n + 1 : D = n \).
3. For \( m = n + C : D = \sqrt{n} \quad C \geq 2 \).
4. For \( m = \epsilon n^2 : D \approx 1/\sqrt{\epsilon} ; \epsilon > 0 \).

Based on their simulation results they observed that as the gap between the number of equations \( m \) and the number of variables \( n \) widens the working degree \( D \) drops significantly. Hence they developed an extension of XL algorithm as FXL algorithm (that stands for fixing and XL). It is a very simple extension with guessing step added to XL algorithm. Hence FXL algorithm works as follows

1. Fix \( \delta \) variables.
2. Solve the resultant system of \( m \) equations in \( n - \delta \) variables with XL algorithm.

In practice \( \delta \) is kept very small since there will be \( q^\delta \) choices for \( \delta \) variables and the overall complexity of FXL algorithm is \( q^\delta e^{\sqrt{\pi} \ln n} \) for XL algorithm with complexity \( e^{\sqrt{\pi} \ln n} \) when \( D \approx \sqrt{n} \).

5.3.7 Gröbner Bases Attack

One of the most efficient algorithm for solving system of equations is Gröbner bases and is implemented in all Computer Algebra Systems. A detailed treatment of the subject can be found in [7]. To solve a system of \( m \) polynomial equations in \( n \) variables over finite field \( \mathbb{F}_q \) such that

\[ P_i(x_1, \ldots, x_n) = y_i \quad \text{for} \quad i = 1, \ldots, m \]

where \( x_j, y_i \in \mathbb{F} \) for \( 1 \leq j \leq n \) and \( 1 \leq i \leq m \), the idea is to consider the ideal \( I \) generated by the polynomials \( \bar{P}_i = P_i - y_i \) for \( 1 \leq i \leq m \) and compute the set
of all the common zeros over the algebraic closure i.e the algebraic variety for the system. However, since we are interested in solutions over $\mathbb{F}_q$ and not algebraic closure, so the ideal considered is of the following system of $m + n$ polynomials instead i.e $I(\tilde{P}_1, \ldots, \tilde{P}_m, x_1^q - x, \ldots, x_n^q - x)$. In this entire process, polynomial divisions are involved and in order to get unique division results Gröbner bases are used which are defined based on specific monomial ordering.

The first successful attack on HFE system using Gröbner bases was done by Faugere in [27] where ideal is computed for the system of public polynomials for HFE system. In order to improve the complexity of the attack Faugere defined a variant of classical Buchberger algorithm [7] using a special degree reverse lexicographic order (DRL) on monomials. This enabled Faugere to determine all the algebraic relations among $m + n$ polynomial equations and propose an improved Gröbner bases computation algorithm $F_5$ (termed $F_5/2$ for $q = 2$). The results of the experimental computations in [27] were based on the crucial point that algebraic system of polynomial equations coming from HFE can be distinguished from a random algebraic system. Hence for all practical values of $d$ (less than 512) where $d$ is the degree of the secret central quadratic polynomial $P$ of the HFE system, the complexity of the $F_5/2$ attack was observed to be polynomial i.e. at most $O(n^{10})$.

Another variant of Gröbner bases attack by Faugere in [27] was proposed by Curtois in [14] for the variants of HFE such as HFE-, HFEv and HFEv-. Their attack was based on the observation that out of $q^{n-m}$ solutions for the HFE system of $m$ quadratic equations in $n$ variables, we require only one candidate solution when employed as a signature scheme. Hence, certain number of variables say $l$ may be fixed reducing the average number of solutions to $q^{n-m-l}$. The HFEv-variant of HFE has in general $m = h - r$ equations in $n = h + v$ variables based on the reduction map of degree $r$ and introduction of $v$ new vinegar variables. Hence, fixing $l = r + v$ variables, reduces the number of unknowns to $h - r$ with average number of solutions to 1. After fixing, they employ the normal Gröbner bases attack. They also proved that such perturbations of adding $v$ new variables and reducing the public polynomial equations by factor of $r$ lead to added security of $q^{r+e}$ for the HFE system.

5.4 Cryptanalytic Attacks against HFE by Reduction to Other Mathematical Problems

In connection with multivariate cryptography in general, there are two very closely related problems namely isomorphism of polynomials(IP) and the Min-Rank(MR) as mentioned earlier in Section 3.5. In this section we shall be discussing attacks on HFE based multivariate cryptosystem based on reduction to an instance of these problem.
5.4.1 MinRank Attacks

First cryptanalytic attack on HFE based multivariate cryptosystems by reducing the problem to an instance of MinRank problem (defined in 3.5.2) was proposed by Kipnis and Shamir [36]. To improve clarity, we would like to restate the MinRank problem over finite field $\mathbb{F}$.

**Definition 5.4.** Let $n, r, k \in \mathbb{N}$ and given matrices $M_0, M_1, \ldots, M_k \in \mathcal{M}_{n \times n}(\mathbb{F})$ where $\mathcal{M}_{n \times n}(\mathbb{F})$ denote the $n \times n$ matrices with co-efficients in $\mathbb{F}$. The (square) MinRank Problem relates to finding any $k$-tuple $(\lambda_1, \ldots, \lambda_k) \in \mathbb{F}^k$ such that linear combination of the matrices $M_i$ for $0 \leq i \leq k$ given as

$$\sum_{i=1}^{k} \lambda_i M_i - M_0$$

has rank $\leq r$.

5.4.1.1 Kipnis and Shamir Attack: Using Relinearization

Kipnis and Shamir in their relinearization attack on HFE based multivariate quadratic system over $\mathbb{F}_q$ (cf. Section 5.3.4) proposed to consider the problem of key recovery as an instance of MinRank Problem. They formulated the key recovery attack by considering the matrix representation of public($G$) and private ($T, P, S$) keys over $\mathbb{F}$ (i.e. an $n$-dimensional extension of $\mathbb{F}$).

$$P(X) = \sum_{0 \leq i \leq r-1} \sum_{0 \leq j \leq r-1} p_{ij} X^{q^i+q^j}$$

$$G(X) = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} g_{ij} X^{q^i+q^j}$$

$$S(X) = \sum_{i=0}^{n-1} s_i X^{q^i} \quad T(X) = \sum_{i=0}^{n-1} t_i X^{q^i}$$

such that matrices $G = [g_{ij}]$ and $P = [p_{ij}]$. Later, they obtain the following equivalence: (equation 5.11)

$$G' = \sum_{k=0}^{n-1} t_k G^k = WPW^t$$

(5.13)

where $W = [W_{ij}] = s_j^{q^{i-j}}$ and $G^k$ is matrix obtained from $G$ by raising all the entries to $q^k$-th power and cyclically rotating all rows and columns forward $k$ times. From the entries of $G'$ we get the linear combination of the $t_k$ variables. Moreover, they observed that the rank of both $P$ and $G'$ cannot exceed $r$ and suggested to express this rank condition of $r \approx \log(D)$ (where $D$ is the degree of $P(X)$) as a large number of equations in small number of variables. Rank
condition establishes the fact that the left kernel \( \hat{X} : \hat{X}G' = 0 \) of \( G' \) is at least an \((n - r)\) dimensional vector subspace. Thus, there exist at least \( n - r \) linearly independent \( n \)-dimensional vectors \( \hat{X}_1, \ldots, \hat{X}_{n-r} \) over \( E \) such that one can assign random values to their first \( n - r \) entries still keeping them linearly independent. Assuming the remaining \( r \) entries as new variables overall we have \( r(n - r) \) new variables added to the system. Each \( \hat{X}_i G' = 0 \) gives \( n \) scalar equations and in total, we have \( n(n - r) \) equations in \( n + r(n - r) \) variables which can be expressed as

\[
\begin{pmatrix}
1 & X_{1,1} & \ldots & X_{1,r} \\
\vdots & \vdots & \ddots & \vdots \\
1 & X_{n-r,1} & \ldots & X_{n-r,r}
\end{pmatrix}
\begin{pmatrix}
\sum_{i=1}^{n} \lambda_i G'' - G^0
\end{pmatrix} = 0_n
\]

which is an expression of MinRank problem as a set of multivariate quadratic equations. Kipnis and Shamir proposed to solve this system of multivariate quadratic equations by relinearization, the details of which is mentioned earlier in Section 5.3.4.

5.4.1.2 Faugere Attack: Using Gröbner Bases

Faugere in their work on cryptanalysis of MinRank problem [25] proposed to consider these \( n - r \) linearly independent \( n \) dimensional vectors of the form \( x^{(i)} = (a_1, \ldots, a_{n-r}, x_1^{(i)}, \ldots, x_r^{(i)}) \) in the left kernel \( K_i \) of \( G' \) in (5.13) and define the equalities:

\[
\left( \sum_{i=1}^{k} \lambda_i M_i - M_0 \right) x^{(i)} = 0_n \quad \text{for all } i : 1 \leq i \leq n - r
\]

(5.15)

to yield a quadratic system of \((n - r)n\) equations in \( r(n - r) + k \) variables. They termed these quadratic equations as \( f_{ij} \) for \( 1 \leq i \leq n - r \) and \( 1 \leq j \leq n \) corresponding to the \( j \)-th component of \( \left( \sum_{i=1}^{k} \lambda_i M_i - M_0 \right) x^{(i)} = 0_n \) to define the ideal of Kipnis Shamir equations \( I_{KS} := \langle f_1, \ldots, f_{n(n-r)} \rangle \). To show equivalence of MinRank problem solving to this Kipnis Shamir polynomial system solving they proved that using either Minors method [13] or the Schnorr’s method [16] to solve the MinRank problem results in the set of equations that belong to \( I_{KS} \). Hence, any solution to MinRank problem resides in the variety \( V_{KS} \) of Kipnis-Shamir quadratic equations. Moreover, they also observed that Kipnis-Shamir system of quadratic equations is of bilinear form i.e linear with respect to two variables.

The usual fast gröbner bases algorithm \( F_5 \) [26] works by removing all the re-
ductions to zero which are useless equations not required in the Gröbner bases computations for the system. For bilinear systems these reductions to zero cannot be removed by usual \( F_5 \) criterion. Hence they proposed an extension of fast Gröbner bases algorithm \( F_5 \) in [28] by introducing an additional subroutine to remove all these reductions to zero occurring in Gröbner bases computation for bilinear systems of equations. This also allowed them to give a complexity estimate.
for such Gröbner bases computation as

\[ O\left(\left(n_x + n_y + \min(n_x + 1, n_y + 1)\right)\right) \]

where \( n_x, n_y \) is the number of components in the two variables \( x, y \) of bilinear system of equations.

### 5.4.1.3 Faugere Attack: Using Matrix/Vector Operations

In [26], Faugere et al. suggested to solve the Kipnis-Shamir system of quadratic equations by computing Gröbner bases for the variety \( \mathcal{V}_{KS} \). In order to further improve the complexity of the attack in section 5.4.1.2 Faugere, Bettale and Perret [1] proposed to reduce this problem of computing Gröbner bases of a polynomial system to one with computations over smaller field \( \mathbb{F}_q \) instead of \( \mathbb{F}_{q^n} \). In order to achieve this they introduce the change of basis matrix \( M_n \in \mathcal{M}_{n \times n}(\mathbb{F}_q) \) where \( \mathcal{M}_{n \times n}(\mathbb{F}_q) \) is the set of \( n \times n \) matrices with co-efficients in \( \mathbb{F}_q \) such that

\[
M_n = \begin{pmatrix}
\theta_1 & \theta_1^q & \cdots & \theta_1^{q^{n-1}} \\
\theta_2 & \theta_2^q & \cdots & \theta_2^{q^{n-1}} \\
\vdots & \ddots & \ddots & \vdots \\
\theta_n & \theta_n^q & \cdots & \theta_n^{q^{n-1}}
\end{pmatrix}
\]

and \( (\theta_1, \ldots, \theta_n) \in (\mathbb{F}_q^n)^n \) is the vector basis of \( \mathbb{F}_{q^n} \) over \( \mathbb{F}_q \). Using \( M_n \), one gets the following morphism \( \phi_1 : \mathbb{F}_q^n \to \mathbb{F}_{q^n} \)

\[
X \mapsto (X, X^q, \ldots, X^{q^{n-1}})M_n^{-1}
\]

and its inverse \( \phi_1^{-1} : \mathbb{F}_{q^n} \to \mathbb{F}_q^n \)

\[
(x_1, \ldots, x_n) \mapsto ((x_1, \ldots, x_n)M_n)[1]
\]

where \( ((x_1, \ldots, x_n)M_n)[1] \) denotes the first component of the resultant vector \( (x_1, \ldots, x_n)M_n \). Using the morphism \( \phi_1 \) and its inverse, the secret central polynomials in the small field can be obtained from big field univariate representation. And through this change of basis matrix \( M_n \), they obtained the following useful result.

**Lemma 5.1.** Let \( M_n \in \mathcal{M}_{n \times n}(\mathbb{F}_{q^n}) \). Let the symmetric matrices \( (B_1, \ldots, B_n) \in (\mathcal{M}_{n \times n}(\mathbb{F}_q))^n \) be associated to the multivariate secret central quadratic polynomials in the small field \( (b_1, \ldots, b_n) \in (\mathbb{F}_q[x_1, \ldots, x_n])^n \) i.e. \( b_i = x_{B_i} x_i^q \) for \( 1 \leq i \leq n \). Then

\[
(B_1, \ldots, B_n) = (M_n P^{n0} M_n^t, \ldots, M_n P^{n-1} M_n^t) M_n^{-1}
\]

where \( P = [p_{ij}] \in \mathcal{M}_{n \times n}(\mathbb{F}_{q^n}) \) is the matrix associated to the univariate secret central quadratic polynomial in the big field

\[
P(X) = \sum_{0 \leq i \leq r-1} \sum_{0 \leq j \leq r-1} p_{ij} X^{q_i+q_j} \in \mathbb{F}_{q^n}[X]
\]
and 
\[ P^{* k} = P^{\varphi} \_{(i-k) \bmod n, (j-k) \bmod n} \in M_{n \times n}(\mathbb{F}_{q^n}) \forall k \in \mathbb{N}. \]

In order to relate the small field matrix representation of public key polynomial map in HFE to the big field matrix representation of private key, Lemma 5.1 can be used. Let \( G(\bar{x}), T(\bar{x}), S(\bar{x}) \) and \( P(\bar{x}) \) be the small field representations of the public and big field representations of private keys such that \( \bar{x} = (x^0, x^1, \ldots, x^{q^n-1}) \), then we have

\[
G(\bar{x}) = T(P(S(\bar{x})))
\]

\[
(g_1(\bar{x}), \ldots, g_n(\bar{x}) = (b_1(\bar{x}S), \ldots, b_n(\bar{x}S))T
\]

\[
(xG_1, \ldots, xG_n) = (xSB_1S^t, \ldots, xSB_nS^t)T
\]

\[
(G_1, \ldots, G_n) = (Sb_1S^t, \ldots, Sb_nS^t)T
\]

\[
(G_1, \ldots, G_n) = (SM_nP^{* 0}M_n^tS^t, \ldots, SM_nP^{* n-1}M_n^tS^t)M_n^{-1}T
\]

\[
(G_1, \ldots, G_n)U = (WP^{* 0}W^t, \ldots, WP^{* n-1}W^t) ; T^{-1}M_n = U , SM_n = W
\]

where the matrices \( U = [u_{ij}], W = [w_{ij}] \in M_{n \times n}(\mathbb{F}_{q^n}) \). Let \( (u_{0,0}, \ldots, u_{n-1,0}) \in (\mathbb{F}_{q^n})^n \) represent the first column of matrix \( U \), then this can be expressed as:

\[
\sum_{i=0}^{n-1} u_{i,0}G_{i+1} = WP^{* 0}W^t = WPW^t. \tag{5.18}
\]

As observed by Kipnis and Shamir, the rank of the matrices on right hand side of equations is \( \log(D) \) where \( D \) is the degree bound of the secret central quadratic polynomial \( P \). This equation is very similar to Kipnis and Shamir equation in [5.11]. However, the co-efficients of the quadratic equations originating from [5.11] are in small field \( \mathbb{F}_q \) unlike [5.18] where the co-efficients are in the big field \( \mathbb{F}_{q^n} \). Hence, they obtained the following result.

**Theorem 5.2.** [1, Theorem 2] In HFE cryptosystems, the problem of key recovery reduces to solution of MinRank problem with \( k = n \) and \( r = \lceil\log_q(D)\rceil \) on the public matrices \( (G_1, \ldots, G_n) \in M_{n \times n}(\mathbb{F}_q)^n \). The solutions of this MinRank are in \( (\mathbb{F}_{q^n})^n \).

From here on, the attack proceeds similar to Faugere attack in Section 5.4.1.2 by computing the gröbner bases of the system of quadratic equations and then its variety. However, the cost of operations is reduced by an expected factor equivalent to the cost of multiplication of two univariate polynomials of degree \( n \) over big field.

In multi-HFE cryptosystems (cf. Definition 5.2) a multivariate quadratic system of polynomials is used as the secret central private key \( P \) rather than a single univariate polynomial as in HFE. For \( n = Nd \), the general form of this polynomial map \( \mathcal{P} : (\mathbb{F}_{q^n})^N \rightarrow (\mathbb{F}_{q^n})^N \) for homogeneous system is as follows

\[
\mathcal{P} : (X_1, \ldots, X_N) \rightarrow (P_1(X_1, \ldots, X_N), \ldots, P_N(X_1, \ldots, X_N)
\]
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where

$$P_k = \sum_{1 \leq i,j \leq N} \sum_{0 \leq u,v < d} A_{k,i,j,u,v} X_i^{q^u} X_j^{q^v}$$  \hspace{1cm} (5.19)$$

such that $A_{k,i,j,u,v} \in \mathbb{F}_{q^d}$ for all $1 \leq i,j \leq N$, $0 \leq u,v,l < d$ and $q^u + q^v \leq D$. In order to extend the attack to multi-HFE case the change of basis matrix is generalised to the following form

$$M_{N,d} = \left( \begin{array}{cccc}
\theta_1^q & \cdots & \theta_1^{q_{d-1}} & 0 \\
\theta_2^q & \cdots & \theta_2^{q_{d-1}} & \vdots \\
\vdots & \ddots & \vdots & \vdots \\
\theta_d^q & \cdots & \theta_d^{q_{d-1}} & 0 \\
\end{array} \right)$$

Using $M_{N,d}$, one gets the following morphism $\phi_N : (\mathbb{F}_{q^d})^N \rightarrow \mathbb{F}_{q^n}$ as

$$(X_1, \ldots, X_N) \mapsto (V_1, V_1^q, \ldots, V_1^{q_{d-1}}, \ldots, V_N, V_N^q, \ldots, V_N^{q_{d-1}}) M_{N,d}^{-1}$$

and its inverse $\phi_N^{-1} : \mathbb{F}_{q^n} \rightarrow (\mathbb{F}_{q^d})^N$ as

$$(x_1, \ldots, x_n) \mapsto (X_1, X_{d+1}, \ldots, X_{d(N-1)+1}) = (x_1, \ldots, x_n) M_{N,d}$$

and following from these morphisms the generalisation of Lemma 5.1 is as follows.

**Lemma 5.3.** Let $M_{N,d} \in \mathcal{M}_{n \times n}(\mathbb{F}_{q^d})$. Let the symmetric matrices $(P_1, \ldots, P_N) \in (\mathcal{M}_{n \times n}(\mathbb{F}_{q^d}))^n$ be associated to the multivariate secret central quadratic polynomials $(P_1, \ldots, P_N) \in (\mathbb{F}_{q^d}[x_1, \ldots, x_n])^N$ such that $P_i = X P_i X^t$ where $X = (X_1, X_1^q, \ldots, X_1^{q_{d-1}}, \ldots, X_N, X_N^q, \ldots, X_N^{q_{d-1}})$. Let $P_1^{sd,k} \in \mathcal{M}_{n \times n}(\mathbb{F}_{q^d})$ be the matrix obtained from $P_1$ by rotating the rows and columns of each $d \times d$ blocks by $k$ positions and raising each entry in the matrix to the power $q^k$. Also, let the symmetric matrices $(B_1, \ldots, B_n) \in (\mathcal{M}_{n \times n}(\mathbb{F}_{q}))^n$ be associated to the multivariate secret central quadratic polynomials in the small field $(b_1, \ldots, b_n) \in (\mathbb{F}_q[x_1, \ldots, x_n])^n$ i.e. $b_i = x B_i x^t$ for $1 \leq i \leq n$. Then

$$(B_1, \ldots, B_n) = (M_{N,d} P_1^{sd,0} M_{N,d}^t, \ldots, M_{N,d} P_1^{sd,d-1} M_{N,d}^t, \ldots, , M_{N,d} P_N^{sd,0} M_{N,d}^t, \ldots, M_{N,d} P_N^{sd,d-1} M_{N,d}^t) M_{N,d}^{-1}.$$ 

Thus, the relation among the public matrices $(G_1, \ldots, G_n) \in (\mathcal{M}_{n \times n}(\mathbb{F}_{q}))^n$ and the private matrices in big field $(P_1, \ldots, P_N) \in (\mathcal{M}_{n \times n}(\mathbb{F}_{q^d}))^n$ can be expressed
using Lemma 5.3 for multi-HFE systems using change of basis matrix \( M_{N,d} \) as follows

\[
(G_1, \ldots, G_n)^{T-1} M_{N,d} = (SM_{N,d}P_1^{sd,0}S^t M_{N,d}^t, \ldots, SM_{N,d}P_1^{sd,d-1}S^t M_{N,d}^t, \ldots, SM_{N,d}P_N^{sd,0}S^t, \ldots, SM_{N,d}P_N^{sd,d-1}S^t M_{N,d}^t) \]

\[
(G_1, \ldots, G_n) U = (WP_1^{sd,0}W^t, \ldots, WP_1^{sd,d-1}W^t, \ldots, WP_N^{sd,0}W^t, \ldots, WP_N^{sd,d-1}W^t) \]

where \( U = T^{-1} M_{N,d} \) and \( W = SM_{N,d} \). As a generalisation of MinRank problem in the HFE case this can be written as

\[
\sum_{k=0}^{n-1} u_{k,0} G_{k+1} = WP_1^{sd,0}W^t, \ldots, \sum_{k=0}^{n-1} u_{k,0} G_{k+1} = WP_N^{sd,0}W^t \quad (5.21)
\]

And they obtained the following result for multi-HFE as a generalisation of Theorem 5.2 in HFE case.

**Theorem 5.4.** [1, Theorem 2] In multi-HFE cryptosystems, the problem of key recovery reduces to solution of MinRank problem \( N \) times with \( k = n \) and \( r = N \lceil \log_q(D) \rceil \) on the public matrices \((G_1, \ldots, G_n) \in \mathcal{M}_{n \times n}(\mathbb{F}_q)^n\). The solutions of this MinRank are in \((\mathbb{F}_q^d)^n\).

### 5.4.2 IP Attacks

In general, to unrelate the IP problem from the secret key recovery in HFE, the central quadratic polynomial is kept secret in the design of HFE systems. However, Bouillaguet, Charles, et al in [3] proposed the framework under which equivalent secret central polynomial \( P' \) can be used to reduce the problem of private key recovery to an instance of IP problem. The concept of equivalent keys for multivariate public key cryptosystems has already been introduced earlier in Section 3.4.

In [3], authors considered the usefulness of commutation of secret central polynomial with Frobenius map \( F : X \to X^q \) over a finite field \( \mathbb{F} \). They also observed that such property holds for certain instances of secret central polynomial \( P(X) \in \mathbb{E}[X] \) where \( \mathbb{E} \) is the \( n \)-dimensional extension of \( \mathbb{F} \).

\[
P(X) = \sum_{0 \leq i,j \leq D} A_{i,j} X^{q^i+q^j} + \sum_{0 \leq k \leq D} B_k q^k + C \quad \forall \quad X \in \mathbb{E} \quad (5.22)
\]

where \( A_{i,j}, B_k, C \in \mathbb{F} \). Equivalently if the secret central polynomial \( P \) can be written as the product of some element \( \omega \in \mathbb{E} \), then by employing the concept of equivalent keys, by considering equivalent affine transformations \( S', T' \) composed of original transformations \( S, T \) and the multiplication factor \( \omega \), the secret central polynomial can be considered as having co-efficients in \( \mathbb{F} \). Such secret central polynomials \( P \) are observed to commute with Frobenius map \( F \) i.e.

\[
P \circ F(X) = F \circ P(X).
\]
Based on such commutation property, certain automorphisms among the public key $P = T \circ P \circ S$ can be observed. Precisely, the authors defined $\psi(F), \ldots, \psi(F^{n-1})$ as the only solutions of such automorphism where

$$\psi : F \mapsto (T.F^{-1}.T^{-1}, S^{-1}.F.S)$$

such that

$$P = (T \circ F^{-1} \circ T^{-1})^{-1} \circ P \circ (S^{-1} \circ F \circ S). \quad (5.23)$$

We assume to have found such an automorphism $(V, W) = \psi(F^u)$ of the public key $P$ for some $u \in [1, n - 1]$. They also observed [3, Proposition 3] that if $gcd(u, n) = 1$ (which holds if $R$ and $F$ are similar) then there exist equivalent linear transformations $S, T \in GL_n(\mathbb{F})$ such that $F = S \circ W^k \circ S^{-1}$ and $F = T^{-1} \circ V^k \circ T$ for $k := u^{-1} \mod n$ and $S, S^{-1}$ and $T, T^{-1}$ commute with $F$. Hence, in practice $S, T$ can be found efficiently using knowledge of $u$.

The relationship among $S, T$ and $S,T$ can be used to neutralize the action of $S,T$ on the public key $P$. Considering the matrix representation of Frobenius map $F$ it can be trivially observed that other matrices commuting with $F$ over $\mathcal{M}_{n \times n}(\mathbb{F})$ (set of $n \times n$ matrices over $\mathbb{F}$) form a vector space of dimension $n$ generated by $(F^0, F, \ldots, F^{n-1})$. From this it follows that $F^1 = S.S^{-1}$ and $F^2 = T.T^{-1}$ are linear combinations of powers of $F$ over $\mathbb{F}$. Composing the public key $P$ as

$$P = T \circ P \circ S$$

$$T^{-1} \circ P \circ S^{-1} = F_2^{-1} \circ F_1^{-1}$$

results in the equivalent private key

$$P' = F_2^{-1} \circ P \circ F_1^{-1}. \quad (5.24)$$

Hence we get the following equations:

$$F_1(X) = \sum_{k=0}^{n-1} a_k X^{q^k} \quad F_1^{-1} = \sum_{k=0}^{n-1} b_k X^{q^k}$$

$$F_2(X) = \sum_{k=0}^{n-1} c_k X^{q^k} \quad F_2^{-1} = \sum_{k=0}^{n-1} d_k X^{q^k}$$

$$P'(X) = \sum_{0 \leq i,j \leq D} A_{ij} X^{q^i+q^j} + \sum_{0 \leq i \leq D} B_i X^{q^i} + C$$

$$P(X) = \sum_{0 \leq i,j \leq D} e_{ij} X^{q^i+q^j} + \sum_{0 \leq i \leq D} f_i X^{q^i} + g$$

with unknowns $a_k, b_k, c_k, d_k, e_{ij}, f_i, g$. Composing both sides of equation (5.24) with $F_1$, we can write

$$F_1 \circ P' = F_2^{-1} \circ P.$$
This can be expressed as follows for left hand side

\[ F_1 \circ P' = \sum_{0 \leq i,j \leq D} A_{ij} (\sum_{k=0}^{n-1} a_k X^{q^k})^{q^i + q^j} + \sum_{0 \leq i \leq D} B_i (\sum_{k=0}^{n-1} a_k X^{q^k})^{q^i} + C \]

= \sum_{i,j,k,l} A_{ij}.a_k.a_l.X^{q^{i+k}+q^{j+l}} + \sum_{i,k} B_i.a_k.X^{q^i} + C

and for right hand side

\[ F_2^{-1} \circ P = \sum_{k=0}^{n-1} d_k (\sum_{0 \leq i,j \leq D} e_{ij} X^{q^i + q^j} + \sum_{0 \leq i \leq D} f_i X^{q^i} + g)^{q^k} \]

= \sum_{i,j,k} d_k.e_{ij}.X^{q^{i+k}+q^{j+k}} + \sum_{i,k} d_k.f_i.X^{q^{i+k}} + g.\sum_k d_k.

Finally, we have a system of \( O(n^2) \) equations in \( O(n + D^2) \) unknowns which is highly overdetermined system of equations and can be solved efficiently using fast Gröbner bases algorithms [20]. Based on their simulation results, authors in [3] also conjecture about the upper bound of complexity for their attack while using fast gröbner bases algorithm \( F_5 \) as \( O(n^{21}) \).

In this attack using knowledge of public key \( P \) and determining an equivalent central private polynomial \( P' \) but of high degree, the adversary proceeds to evaluate the private key \( (T, P, S) = (T,F_2^{-1},P,F_1^{-1}.S) \). Initial assumption that coefficients of the actual central private polynomial \( P \) are in ground field \( F \) rather than extension field \( E \) is meaningful assumption by considering the concept of equivalent keys and sustaining transformation (cf. Section 3.4).

### 5.5 Ore’s p-polynomials and security of HFE

Coulter, Havas and Henderson [10] gave an interesting insight into the security of HFE cryptosystems employing Dembowski Ostrom(DO) polynomials as the private key central polynomial. Their observation is based on the alternative definition of DO polynomials stated in [11] that establishes an important connection between \( p \)-polynomials and DO polynomials. Using this relation they propose a partial attack on HFE cryptosystems that tries to recover one of the secret linear map \( T \) in the private key tuple \( (S, P, T) \). Hence the corresponding pubic key \( P = T \circ P \circ S \) gets partially factored and the resultant (expected) low degree factors can be evaluated for their inverses using efficient root finding algorithm [52, 53].

HFE cryptosystem are designed by choosing a relatively low degree central polynomial \( P \) of the form

\[ P(X) = \sum_{0 \leq i,j \leq D} A_{ij} X^{q^i + q^j} \quad \forall \quad X \in \mathbb{F}_q \]
where $A_{ij} \in \mathbb{F}_q$ i.e. $n$-degree extension of $\mathbb{F}_p$. Then this polynomial is mixed using right and left composition with two linear transformations $S, T$ such that the resultant public key $P$ is again a DO polynomial of reasonably high degree making it infeasible to compute the inverse. This was independently observed by Kipnis and Shamir [36] earlier and they also proved that any linear map can be expressed as a $p$-polynomial of the form

$$\sum_{i=0}^{n-1} a_i X^{p^i}.$$ 

It is not difficult to observe that DO polynomials are closed w.r.t left and right composition with $p$-polynomials. Hence the resultant public key $P$ was proved [36] to have an equivalent univariate representation in the form of DO polynomial but it may have an exponential number of co-efficients and even if sparse it may have an exponentially high degree which makes inversion infeasible. However, just being a DO polynomial it is bounded to have $O(n^2)$ terms.

Coulter et al. [10] observed that there could be a possible way to reduce the degree of this resultant public key $P$. Their observation is based on the following result in [11].

**Theorem 5.5.** [10, Theorem 1]/[11, Theorem 3.2] For $f \in \mathbb{F}_q[X]$ with degree less than $q$ the following statements are equivalent

1. $f = DO + L_p$ where $DO$ is a Dembowski Ostrom polynomial and $L_p$ is a $p$-polynomial.
2. The difference polynomial $\Delta_{f,a} = L_{p_a}$ for each $a \in \mathbb{F}_q^*$ where $\Delta_{f,a} := f(X + a) - f(X) - f(a)$ is the difference polynomial of $f$ w.r.t $a$ and $L_{p_a}$ is the $p$-polynomial depending on $a$.

Considering the structure of public key $P = T \circ P \circ S$, it can be considered as a left composition of $f = P \circ S$ (which is a DO polynomial itself) with $T$. The difference polynomial $\Delta_{P,a}$ can be evaluated as follows

$$\Delta_{P,a} = P(X + a) - P(X) - P(a)$$
$$= T(f(X + a)) - T(f(X)) - T(f(a))$$
$$= T(f(X + a) - f(X) - f(a))$$
$$= T \circ \Delta_{f,a}$$

$\Delta_{f,a}$ is a $p$-polynomial that follows from Theorem 5.5 and $\Delta_{P,a}$ is a $p$-polynomial as $p$-polynomials are closed w.r.t polynomial composition [41]. Ore in [44] extending his work in [15] on non-commutative polynomial rings described the algorithm to compute left and right decompositional factors of $p$-polynomials. In [10] authors suggested to use Ore’s ideas to develop a variant of famous Euclidean algorithm [39] and evaluate Greatest Common Left Decompositional Factor (GCLDF) of the $p$-polynomial composition. Their proposed attack on HFE cryptosystems works as follows
1. Randomly choose distinct \( a_1, a_2 \in \mathbb{F}_q^* \).

2. Calculate \( L(X) = GCLDF(\Delta_{P,a_1}, \Delta_{P,a_2}) \).

3. Check whether \( L \) is the left decompositional factor of \( P \) i.e \( L(X) = T(X) \).
   If this holds then we are done. In \cite{10} authors suggested \( O(\log_q(deg(P))) \) as it’s complexity where \( deg(P) \) is the degree of public key DO polynomial.

4. If \( L \) is not the left decompositional factor of \( P \) then choose a different \( a \in \mathbb{F}_q^* \) and calculate \( L(X) = GCLDF(L(X), \Delta_{P,a}) \). Re-evaluate 3.

In \cite{10}, they also observed that since Ore’s arguments are restricted to non-commutative rings and \( p \)-polynomials and not applicable directly on the DO polynomials, hence it is not possible to use them and compute \( GCLDF(L(X), P(X)) \) to obtain \( T \). They also commented that a recent approach by Giesbrecht in \cite{32} cannot be used to obtain the left decompositional factor of public key polynomial \( P \) since though it does claim to provide a probabilistic polynomial time algorithm to determine complete decomposition of \( p \)-polynomial but based on Ritt’s theorem \cite{60} many such decompositions exist that have equivalent factors permuted and the resultant factors from Giesbrecht’s algorithm may not all fall on the left. Finally the evaluation in step 3 may not be successful as DO polynomial may or may not have a non-trivial left decompositional factor and the resultant factors may still have reasonably high degree making inversion infeasible.

Though the attack seems impractical or at least probabilistic in nature but it would be interesting to perform some simulations on practical HFE parameters and evaluate success probability of the stated attack for such parameters.
CHAPTER 6

Conclusion

In this thesis, we reviewed the MQ cryptosystems as a candidate scheme in asymmetric cryptography model. We studied the multivariate cryptosystems in a systematic way. We discussed the concept of existential forgery in regard to such schemes. Harayama and Friesen in [35] proposed the LBA on MQ cryptosystems which is an existential forgery attack. We reviewed the LBA attack originally proposed for MQ cryptosystems over $\mathbb{F}_2$ and extended it to MQ cryptosystems over $\mathbb{F}_p$ for any prime $p$ using results from Mills [43].

Harayama and Friesen in [34] identified weak public keys that render the MQ cryptosystem susceptible to LBA in complexity asymptotically better than normal birthday attack. These weak public keys belong to DO polynomials and thus termed as weak Dembowski Ostrom (DO) polynomials in [34]. They also conjecture about the existence of a class of weak DO polynomials based on their simulation results. We generalised the conjectured problem to proving existence of weak DO polynomials over $\mathbb{F}_{p^n}$ for any prime $p$. We observed that this problem is equivalent to proving existence of certain classes of Artin-Schrier type algebraic curves over $\mathbb{F}_p[x, y]$ with many rational points without caring much about their genus. In fact, the desired rational points are at least greater than bound for weak DO polynomials. This motivated us to approach the problem from the theory of algebraic functions fields where we already had few results that assisted us in solving this problem. We proved the existence of conjectured class of weak DO polynomials given in [34] and also gave a general answer to the second open problem of enumerating such weak DO polynomials by presenting a general infinite class over finite fields $\mathbb{F}_{p^n}$ for any prime $p$.

HFE based MQ cryptosystems represent an important class of MQ cryptosystems and till date are considered as the most promising candidate out of this league. There are quite a few significant recent cryptanalytic attacks on HFE based MQ cryptosystems especially after introduction of odd characteristic variants for these cryptosystems. We present a comprehensive survey of these recent results for HFE cryptosystems. Coulter [10] discussed a possible connection between cryptanalysing an HFE cryptosystems and decomposition of $p$-polynomials [44]. They presented a partial key recovery and subsequent inversion attack on HFE cryptosystems based on this concept. We concluded our thesis with the discussion of this significant result.
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