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ABSTRACT 

 

 

 

LONG TERM ELECTICAL SUPPLY-DEMAND BALANCE OF TURKEY 

 (2013-2023) 

 

 

 

Polater, Hüseyin Murat 

M. Sc., Department of Electrical and Electronics Engineering 

Supervisor: Prof. Dr. Osman Sevaioğlu 

 

July 2013, 138 pages 

 

 

In this thesis long term supply demand balance of Turkey is studied. Initially long term 

electrical energy demand and peak power demand forecasts are made. For forecasting, two 

different methods are used. First method is Artificial Neural Network (ANN), and second 

method is Time Series Method. Then electrical energy demand forecast by sector is done. 

Finally by considering the construction times of new generation plants, electrical energy 

production capacity and peak power production capacity projections are done. By comparing 

the capacity projection with demand forecast, long term supply demand balance of Turkey is 

examined. 

Keywords: Artificial Neural Network, Time Series, Long Term Electrical Energy Demand 

Forecast, Electrical Energy Production Capacity Projection, Long Term Electrical Supply 

Demand Balance 
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ÖZ 

 

 

 

TÜRKİYE’NİN UZUN VADELİ ELEKTRİK ARZ-TALEP DENGESİ                        

(2013-2023) 

 

 

 

Polater, Hüseyin Murat 

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. Osman Sevaioğlu 

 

Temmuz 2013, 138 sayfa 

 

 

Bu tezde Türkiye’nin uzun vadeli elektrik arz talep dengesi incelenmiştir. İlk olarak uzun 

vadeli elektrik enerji talebi ve puant güç talebi tahminleri yapılmıştır. Tahmin yöntemi 

olarak iki farklı yöntem kullanılmıştır. Bu yöntemlerden birincisi Yapay Sinir Ağları, ikincisi 

Zaman Serileri yöntemidir. Daha sonra sektörel bazda elektrik enerjisi tüketim tahmini 

yapılmıştır. Son olarak yeni santrallerin inşa süreleri göz önüne alınarak, elektrik enerjisi 

üretim ve puant güç üretim kapasiteleri projeksiyonu çıkarılmıştır. Talep tahminleri ile 

üretim projeksiyonları kıyaslanarak Türkiye’nin uzun vadeli elektrik arz talep dengesi 

incelenmiştir. 

Anahtar Kelimeler: Yapay Sinir Ağları, Zaman Serileri, Uzun Vadeli Elektrik Enerjisi 

Talep Tahmini, Elektrik Enerjisi Üretim Kapasitesi Projeksiyonu, Uzun Vadeli Elektrik Arz 

Talep Dengesi 

 

 

 

 

 

 

 

 

 

 



  

vi 

 

 

 

 

 

 

 

 

 

 

 

 

To My Family 

 

 

 

 

 

 

 

  



  

vii 

 

ACKNOWLEDGEMENTS 

 

 

 

I would like to express my gratitude to my supervisor Prof. Dr. Osman Sevaioğlu who guides 

me during my thesis.  

I would like to thank all members of Department of Electrical and Electronics Engineering, 

who help me learn a lot of things during my education. 

I would like to express my sincere thanks to ASELSAN for giving me the opportunity of 

making a master degree in METU.  

I would like to express my thanks to TUBITAK for supporting me with grant during my 

education. 

Finally, I would like to express my special thanks to my family for their love and support. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



  

viii 

 

TABLE OF CONTENTS  

 

 

 

ABSTRACT ............................................................................................................................ iv 

ÖZ  ...................................................................................................................................... v 

ACKNOWLEDGEMENTS ................................................................................................... vii 

LIST OF FIGURES………………………………………………………….……………..…x 

LIST OF TABLES  ……………………………………………………………..………..…xii 

CHAPTERS 

1 INTRODUCTION ....................................................................................................... 1 

1.1 General Overview of Turkish Electricity Market ........................................... 1 

1.2 Planning in Electrical Energy ......................................................................... 4 

2         ARTIFICIAL NEURAL NETWORK METHOD  ...................................................... 19  

2.1 Artificial Neural Network ............................................................................. 19 

2.2 Brief History of Artificial Neural Network................................................... 19 

2.3 Properties of ANN ........................................................................................ 20 

2.4 Application Areas of ANN ........................................................................... 21 

2.5 Artificial Neuron Model ............................................................................... 21 

2.6 Types of Activation Function ....................................................................... 23 

2.7 Learning of a Neural Network ...................................................................... 26 

2.7.1 Supervised Learning Rule ................................................................ 27 

2.7.2 Unsupervised Learning Rule ............................................................ 28 

2.7.3 Reinforced Learning Rule ................................................................ 28 

2.8 Neural Network Architectures ...................................................................... 28 

2.8.1 Single Layer Feedforward Networks ................................................ 29 

2.8.2 Multi Layer Feedforward Networks ................................................. 30 

2.8.3 Recurrent Networks .......................................................................... 31 

2.9 Back Propagation Algorithm ........................................................................ 31 

3          TIME SERIES METHOD…………………………………..……………………….37 

3.1 Time Series ................................................................................................... 37 

3.1.1 Stationary Process ............................................................................ 39 

3.2 Auto Regressive Process (AR)...................................................................... 43 

3.3 Moving Average Process (MA) .................................................................... 44 



  

ix 

 

3.4 Auto Regressive Moving Average Process (ARMA) .................................. 44 

3.5 Auto Regressive Integrated Moving Average (ARIMA) ............................. 44 

4          CASE STUDIES……...………………..……………………………………………45 

4.1 Electrical Energy Demand Forecasting Using ANN .................................... 45 

4.2 Peak Power Demand Forecasting by Using ANN ........................................ 54 

4.3 Electrical Energy Demand Forecasting Using ARIMA Modeling ............... 59 

4.4 Peak Power Demand Forecasting Using ARIMA Modeling ....................... 66 

4.5 Comparison of the Results ........................................................................... 72 

4.6 Electricity Consumption by Sector............................................................... 76 

4.7 Electricity Generation Capacity Projection .................................................. 80 

5           CONCLUSION AND FUTURE WORK……………..……………………..……...87 

REFERENCES……….………………….…………...……………………………….……..91 

APPENDICES 

A.         DEVELOPMENT RATES AND OPERATION TIMES OF NEW PLANTS…..…93 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



  

x 

 

LIST OF FIGURES  

 

 

 

FIGURES 

 

Figure 1. Historical Development of Turkish Electricity Market [2] ...................................... 2 

Figure 2. Turkish Electricity Martket Structure [28] ............................................................... 2 

Figure 3. Supply Demand Balance [4] ..................................................................................... 5 

Figure 4. Distribution Losses in Turkey [11] ......................................................................... 16 

Figure 5. Marginal Cost in Electricity Markets [13] .............................................................. 17 

Figure 6. TEDAS Industrial Tariffs (Kr/kWh) [11] ............................................................... 18 

Figure 7. Ratio of TEDAS Retail Prices to Gas Coast [11] ................................................... 18 

Figure 8. Model of an Artificial Neuron ................................................................................ 22 

Figure 9. Linear Activation Function ..................................................................................... 23 

Figure 10. Threshold Activation Function ............................................................................. 24 

Figure 11. Sigmoid Activation Function ................................................................................ 25 

Figure 12. Hyperbolic Tangent Sigmoid Activation Function ............................................... 25 

Figure 13. Supervised Learning Rule .................................................................................... 27 

Figure 14. Unsupervised Learning Rule ................................................................................ 28 

Figure 15. Single Layer Feedforward Network ..................................................................... 29 

Figure 16. Multi Layer Feedforward Network ....................................................................... 30 

Figure 17. Recurrent Networks .............................................................................................. 31 

Figure 18. Connections Between jth Output Neuron and Hidden Layer Neurons .................. 32 

Figure 19. Connections of jth Hidden Layer Neuron .............................................................. 35 

Figure 20. Trend in Time Series Data .................................................................................... 37 

Figure 21. Seasonal Effects in Time Series Data ................................................................... 38 

Figure 22 Cycles in Time Series Data ................................................................................... 38 

Figure 23 Residual in Time Series Data ................................................................................ 39 

Figure 24. Time Series Data with First Order Trend ............................................................. 41 

Figure 25. Elimination of First Order Trend .......................................................................... 41 

Figure 26. Time Series Data with Second Order Trend ......................................................... 42 

Figure 27. Elimination of Second Order Trend ..................................................................... 43 

Figure 28. Development of GDP (Million TL) ...................................................................... 46 



  

xi 

 

Figure 29. Development of IIP ............................................................................................... 47 

Figure 30. Electrical Energy Demand vs GDP ....................................................................... 49 

Figure 31. Electrical Energy Demand vs IIP .......................................................................... 49 

Figure 32. Electrical Energy Demand vs Population ............................................................. 50 

Figure 33. Neural Network Training Result ........................................................................... 51 

Figure 34. Electrical Energy Demand (ANN) ........................................................................ 53 

Figure 35. Peak Power Demand vs GDP................................................................................ 54 

Figure 36. Peak Power vs IIP ................................................................................................. 55 

Figure 37. Population vs Peak Power ..................................................................................... 55 

Figure 38. Neural Network Training Result ........................................................................... 56 

Figure 39. Peak Power Demand (ANN) ................................................................................. 58 

Figure 40. Electrical Energy Demand (1980-2012) ............................................................... 59 

Figure 41. First Order Difference of Electrical Energy Demand ........................................... 60 

Figure 42 Second Order Difference of Electrical Energy Demand ........................................ 60 

Figure 43. Autocorrelation Correlogram of 2

tE  ................................................................. 61 

Figure 44. Partial Autocorrelation Correlogram of 2

tE  ...................................................... 61 

Figure 45. Electrical Energy Demand with ARIMA(2,2,0) ................................................... 65 

Figure 46. Peak Power Demand (1980-2011) ........................................................................ 66 

Figure 47. First Order Difference of Peak Power Demand .................................................... 67 

Figure 48. Second Order Difference of Peak Power Demand ................................................ 67 

Figure 49. Autocorrelation Correlogram of 
2P  ................................................................. 68 

Figure 50. Partial Autocorrelation Correlogram of 
2P  ...................................................... 68 

Figure 51. Peak Power Demand with ARIMA(1,2,0) ............................................................ 71 

Figure 52. Energy Demand Forecast of ANN, ARIMA Model and MENR .......................... 73 

Figure 53. Peak Power Demand Forecast of ANN, ARIMA Model and MENR ................... 75 

Figure 54. Net Electrical Energy Demand Forecast by Sector ............................................... 79 

Figure 55. Electrical Energy Production Capacity vs Energy Demand Forecast ................... 83 

Figure 56. Peak Power Production Capacity vs Peak Power Demand Forecast .................... 84 

Figure 57. Electrical Energy Production Capacity vs Energy Demand Forecast ................... 85 

Figure 58. Peak Power Production Capacity vs Peak Power Demand Forecast .................... 86 

 

 



  

xii 

 

LIST OF TABLES 

 

 

 

TABLES 

 

Table 1. Installed Capacities of Generation Companies (31 December 2012) [3]................... 3 

Table 2. Installed Capacity by Resources (31 December 2012) [3] ........................................ 3 

Table 3. Electricity Production by Resources in 2012 [3] ....................................................... 4 

Table 4. Development of Electrical Energy and Peak Power Consumption [3] ...................... 6 

Table 5. High Demand Scenario Prediction of MENR [6] ...................................................... 7 

Table 6. Low Demand Scenario Prediction of MENR [6] ....................................................... 7 

Table 7. Installed Power Capacity (High Demand-Scenario 1) [6] ......................................... 8 

Table 8. Installed Power Capacity (High Demand-Scenario 2) [6] ......................................... 9 

Table 9. Installed Power Capacity (Low Demand-Scenario 1) [6] .......................................... 9 

Table 10. Installed Power Capacity (Low Demand-Scenario 2) [6] ...................................... 10 

Table 11. Reliable Energy Production Capacity (High Demand-Scenario 1) [6] .................. 10 

Table 12. Reliable Energy Production Capacity (High Demand-Scenario 2) [6] .................. 11 

Table 13. Reliable Energy Production Capacity (Low Demand-Scenario 1) [6] ................... 11 

Table 14. Reliable Energy Production Capacity (Low Demand-Scenario 2) ........................ 12 

Table 15. Deviations of MENR’s Forecast from Real Energy Consumption (%) [6] ........... 13 

Table 16. World Electricity Generation by Sources [8] ......................................................... 14 

Table 17. Electricity Price [10] .............................................................................................. 15 

Table 18. Turkey’s Indigenous Resources [9] ....................................................................... 15 

Table 19. Development of IIP and GDP [25] ........................................................................ 46 

Table 20 Future Development of GDP and IIP ...................................................................... 47 

Table 21. Population Projection of Turkey [25] .................................................................... 48 

Table 22. Test Results of the Network ................................................................................... 52 

Table 23. Electrical Energy Demand Forecast (ANN) .......................................................... 52 

Table 24. Test Results of the Network ................................................................................... 57 

Table 25. Peak Power Demand Forecast (ANN) ................................................................... 57 

Table 26. Test Results of the ARIMA(1,2,0) Model ............................................................. 62 

Table 27. Test Results of the ARIMA(2,2,0) Model ............................................................. 63 

Table 28. Electrical Energy Demand Forecast (ARIMA(2,2,0)) ........................................... 64 



  

xiii 

 

Table 29. Test Results of the ARIMA(1,2,0) Model .............................................................. 69 

Table 30. Test Results of the ARIMA(2,2,0) Model .............................................................. 70 

Table 31. Peak Power Forecast with ARIMA(1,2,0) ............................................................. 70 

Table 32. Electrical Energy Demand Forecast (ANN, ARIMA and MENR) ........................ 72 

Table 33. Peak Power Demand Forecast (ARIMA, ANN and MENR) ................................. 74 

Table 34. Net Electrical Energy Demand by Sector [27] ....................................................... 76 

Table 35. Net Electrical Energy Demand by Sector (%) ........................................................ 76 

Table 36. Net Electrical Energy Demand Forecast by Sector ................................................ 77 

Table 37. Net Electrical Energy Demand Forecast by Sector (%) ......................................... 78 

Table 38. Development of Reliable Energy Production Capacity .......................................... 81 

Table 39. Development of Peak Power Production Capacity ................................................ 81 

Table 40. Development of Reliable Energy Production Capacity .......................................... 82 

Table 41. Development of Peak Power Production Capacity ................................................ 82 

Table 42. Thermal Plants........................................................................................................ 93 

Table 43. Hydrolytic Plants .................................................................................................. 100 

Table 44. Other Renewable Plants ....................................................................................... 127 

 

 

 

 



  

1 

 

CHAPTER 1 

 

 

1 INTRODUCTION 

 

 

 

In this chapter historical development of Turkish Electricity Market will be explained. Then 

overview of the market reforms will be given. In second and third chapters forecasting 

methods will be explained. Finally future electricity energy demand and peak power demand 

of Turkey until 2023 will be forecasted by using Artificial Neural Network (ANN) and Auto 

Regressive Integrated Moving Average (ARIMA) modeling, and then forecasting results will 

be compared with the electricity generation capacity of Turkey until 2023. 

 

 

 

1.1 General Overview of Turkish Electricity Market 

 

 

In Turkey before 1990s electricity market was dominated by a public owned company TEK. 

After 1993 TEK was separated into TEDAS for distribution and TEAS for generation, 

transmission and wholesale. In 2001 Electricity Market Law was accepted and TEAS 

divided into three groups; TEIAS for transmission, TETAS for trading, EUAS for generation 

[1]. In Figure 1 historical development of Turkish Electricity Market is shown. In Figure 2 

current Turkish Electricity Market structure is shown.  

According to the data from TEIAS, total installed capacity of Turkey is 57.072MW by 31 

December 2012 [3]. Public company EUAS is dominating the market but its percentage 

keeps falling as the private companies joining to the market.  In Table 1 installed capacity of 

Turkish electricity generation by companies is shown.  

In Table 2 installed capacity by resources is shown [3]. % 61,4 of total installed capacity of 

Turkey is dependent on thermal resources. In 2012 according to the data from TEIAS % 43,2 

of the total electricity production was made from natural gas [3]. In Table 3 total electricity 

production in 2012 by resources is shown. 
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Figure 1. Historical Development of Turkish Electricity Market [2] 

 

 

 

 

Figure 2. Turkish Electricity Martket Structure [28] 
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Table 1. Installed Capacities of Generation Companies (31 December 2012) [3] 

 

Company 
Installed  Capacity     

(MW) 

Installed Capacity    

(%) 

EUAS 20.904,80 36,6 

EUAS Affiliates 3.870,00 6,8 

Transfer of Operation Rights 747,7 1,3 

Build - Operate 6.101,80 10,7 

Build - Operate - Transfer 2.419,80 4,2 

Independent Generation Companies 19.823,00 34,7 

Autoproducers 3.204,40 5,6 

Total 57.071,50 100 

 

 

 

 

Table 2. Installed Capacity by Resources (31 December 2012) [3] 

 

Source 
Installed  Capacity 

(MW) 

Installed Capacity 

(%) 

Natural Gas + LNG 17.164 30,1 

Coal 12.395 21,7 

Thermal-other 5.470 9,6 

Hydro 19.620 34,3 

Wind 2.261 4,0 

Geothermal 162 0,3 
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Table 3. Electricity Production by Resources in 2012 [3] 

Source Production (%) 

Natural Gas 43,2 

Coal 27,2 

Thermal-Other 2,6 

Hydro 24,2 

Wind 2,4 

Geothermal 0,4 

 

 

 

 

1.2 Planning in Electrical Energy 

 

 

Energy is the one of the key parameters of economical development, especially for 

developing countries. Electrical energy has higher importance in the era of technology. 

Electrical energy cannot be stored; it should be produced by the same amount as it’s 

consumed in real time. This is called supply demand balance. To satisfy supply demand 

balance in real time and under all system operation conditions, always sufficient amount of 

spare generation, transmission and distribution capacity should exist for sudden, unexpected 

faults in the system [4]. For quality of electricity, supply demand balance is very important 

because system frequency which is an important parameter for quality of electricity is 

determined by supply demand balance.  

In planning and installing of electrical energy systems there are two important factors. There 

should be enough capacity for generation, transmission and distribution for maximum power 

consumption. In the case of any unexpected faults in the system, there should be spare 

generation, transmission and distribution reserves to prevent blackouts. These can be done 

only be the help of correct load forecasting.  
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Figure 3. Supply Demand Balance [4] 

 

 

Turkish electricity market is one of the fastest growing energy markets in the world. By 

2012, electricity consumption in Turkey per capita is 3.199kWh1. Turkey’s consumption per 

capita is above the world average but almost one third of the average consumption in OECD 

member countries. On the other hand the rate of increase in electrical energy consumption in 

Turkey is very high compared to the world average and average of developed countries [2]. 

Average increase of the electrical energy consumption is almost %5,5. As industrialization 

and urbanization increase the consumption will increase and there will be need for new 

investments on generation, transmission, and distribution. In Table 4 development of energy 

and peak power demand is shown. 

                                                 

1 OECD-member countries average 8.486kWh, worldwide average 2.782kWh 
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Table 4. Development of Electrical Energy and Peak Power Consumption [3] 

 

  
Peak Power Demand Energy Demand 

Years MW Incr (%) TWh Incr (%) 

2001 19.612 1,1 126,8 -1,1 

2002 21.006 7,1 132,5 4,5 

2003 21.729 3,4 141,1 6,5 

2004 23.485 8,1 150,0 6,3 

2005 25.174 7,2 160,8 7,2 

2006 27.594 9,6 174,6 8,6 

2007 29.249 6,0 190,0 8,8 

2008 30.517 4,3 198,1 4,2 

2009 29.870 -2,1 194,1 -2,0 

2010 33.392 11,8 210,4 8,4 

2011 36.122 8,2 230,3 9,4 

2012 39.045 8,1 241,9 5,0 

Average   6,06   5,48 

 

 

 

In Turkey planning and estimation of future electric load demand by using modern statistical 

methods started in 1984. World Bank recommended MENR to use the simulation model 

MAED (Model for Analysis Energy Demand) which is developed by IAEA (International 

Atomic Energy Agency) for predicting the future energy and electricity demand. MAED 

makes medium term and long term forecasts by taking economical, social, technological 

inputs about the country [5].  

MENR has made forecast for peak power demand and energy demand until 2021 according 

to two scenarios (high consumption, low consumption). According to the high consumption 

scenario, the average demand will increase % 7,5 annually, according to the low demand 

scenario average demand will increase %6,5 annually [6]. In Table 5 and Table 6 high and 

low demand scenarios are presented. 
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Table 5. High Demand Scenario Prediction of MENR [6] 

Years 
Peak Power Demand Energy Demand 

MW Incr (%) GWh Incr (%) 

2012 38.000 5,2 244.026 6,0 

2013 41.000 7,9 262.010 7,4 

2014 43.800 6,8 281.850 7,6 

2015 46.800 6,8 303.140 7,6 

2016 50.210 7,3 325.920 7,5 

2017 53.965 7,5 350.300 7,5 

2018 57.980 7,4 376.350 7,4 

2019 62.265 7,4 404.160 7,4 

2020 66.845 7,4 433.900 7,4 

2021 71.985 7,7 467.260 7,7 

Table 6. Low Demand Scenario Prediction of MENR [6] 

Years 

Peak Power Demand Energy Demand 

MW Incr (%) GWh Incr (%) 

2012 38.000 5,2 244.026 6,0 

2013 40.130 5,6 257.060 5,3 

2014 42.360 5,6 273.900 6,6 

2015 44.955 6,1 291.790 6,5 

2016 47.870 6,5 310.730 6,5 

2017 50.965 6,5 330.800 6,5 

2018 54.230 6,4 352.010 6,4 

2019 57.685 6,4 374.430 6,4 

2020 61.340 6,3 398.160 6,3 

2021 65.440 6,7 424.780 6,7 
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According to the demand forecast made by MENR, TEIAS makes generation capacity 

projection to guide market participants for installing new generators. TEIAS developed two 

scenarios according to rate of progress of constructions of new plants. In Scenario 1, 

operation date of the projects whose rate of progress is less than %10 and operation date of 

the projects which did not give any information about their progress rate are taken as 

uncertain. Operation date of the projects whose rate of progress is more than %70 is taken as 

2012. For the projects whose rate of progress is between %35-%70, operation date is 

assumed as follows: 

 If the capacity of the plant is less than 100MW, operation date is taken as 2013 

 If the capacity of the plant is between 100MW-1000MW, operation date is taken as 

2014 

 If the capacity of the plant is more than 1000MW, operation date is taken as 2015 

For the projects whose rate of progress is between %10-%35 one year is added to the 

operation dates above [6]. 

For the Scenario 2, the same methodology as in the Scenario 1 is used but the limit %10 is 

increased to %15, the limit %35 is increased to %40, the limit %70 is increased to %80 [6]. 

The total production capacity of uncertain projects is divided into five and equally added to 

production capacity of final five year period. 

In Table 7-10 Turkey’s installed power capacity against peak power demand according to 

various scenarios is shown. In Table 11- 14 Turkey’s reliable energy production capacity 

against energy demand according to various scenarios is shown.  

 

Table 7. Installed Power Capacity (High Demand-Scenario 1)2 [6] 

 

Year 
Peak Power 

Demand (MW) 

Installed 

Capacity (MW) 

Reserve 

(%) 

2013 41.000 59.292 44,6 

2014 43.800 64.288 46,8 

2015 46.800 71.993 53,8 

2016 50.210 76.821 53,0 

2017 53.965 81.237 50,5 

2018 57.980 84.285 45,4 

2019 62.265 88.113 41,5 

2020 66.845 91.941 37,5 

2021 71.985 95.769 33,0 

 

 

                                                 

2 MENR’s high demand scenario for power demand and TEIAS’s Scenario 1 for installed capacity 
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Table 8. Installed Power Capacity (High Demand-Scenario 2)3 [6] 

 

Year 
Peak Power 

Demand (MW) 

Installed 

Capacity (MW) 

Reserve 

(%) 

2013 41.000 58.436 42,5 

2014 43.800 62.516 42,7 

2015 46.800 67.307 43,8 

2016 50.210 72.686 44,8 

2017 53.965 77.971 44,5 

2018 57.980 84.002 44,9 

2019 62.265 87.924 41,2 

2020 66.845 91.847 37,4 

2021 71.985 95.769 33,0 

 

 

Table 9. Installed Power Capacity (Low Demand-Scenario 1)4 [6] 

 

Year 
Peak Power 

Demand (MW) 

Installed 

Capacity (MW) 

Reserve 

(%) 

2013 40.130 59.292 47,8 

2014 42.360 64.288 51,8 

2015 44.955 71.993 60,1 

2016 47.870 76.821 60,5 

2017 50.965 81.237 59,4 

2018 54.230 84.285 55,4 

2019 57.685 88.113 52,7 

2020 61.340 91.941 49,9 

2021 65.440 95.769 46,3 

 

 

 

 

                                                 

3 MENR’s high demand scenario for power demand and TEIAS’s Scenario 2 for installed capacity 

4 MENR’s low demand scenario for power demand and TEIAS’s Scenario 1 for installed capacity 
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Table 10. Installed Power Capacity (Low Demand-Scenario 2)5 [6] 

Year 
Peak Power 

Demand (MW) 

Installed 

Capacity (MW) 

Reserve 

(%) 

2013 40.130 58.436 45,6 

2014 42.360 62.516 47,6 

2015 44.955 67.307 49,7 

2016 47.870 72.686 51,8 

2017 50.965 77.971 53 

2018 54.230 84.002 54,9 

2019 57.685 87.924 52,4 

2020 61.340 91.847 49,7 

2021 65.440 95.769 46,3 

 

 

Table 11. Reliable Energy Production Capacity (High Demand-Scenario 1)6 [6] 

Year 
Energy Demand 

(GWh) 

Installed 

Capacity (GWh) 

Reserve 

(%) 

2013 262.010 282.192 7,7 

2014 281.850 296.234 5,1 

2015 303.140 325.031 7,2 

2016 325.920 349.516 7,2 

2017 350.300 364.648 4,1 

2018 376.350 383.148 1,8 

2019 404.160 403.665 -0,1 

2020 433.900 427.942 -1,4 

2021 467.260 460.156 -1,5 

 

 

 

 

                                                 

5 MENR’s low demand scenario for power demand and TEIAS’s Scenario 2 for installed capacity 

6 MENR’s high demand scenario for electrical energy demand and TEIAS’s Scenario 1 for reliable 

energy production 
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Table 12. Reliable Energy Production Capacity (High Demand-Scenario 2)7 [6] 

Year 
Energy Demand 

(GWh) 

Installed 

Capacity (GWh) 

Reserve 

(%) 

2013 262.010 278.453 6,3 

2014 281.850 291.837 3,5 

2015 303.140 312.151 3 

2016 325.920 331.249 1,6 

2017 350.300 349.584 -0,2 

2018 376.350 375.271 -0,3 

2019 404.160 401.940 -0,5 

2020 433.900 426.907 -1,6 

2021 467.260 460.156 -1,5 

 

 

Table 13. Reliable Energy Production Capacity (Low Demand-Scenario 1)8 [6] 

Year 
Energy Demand 

(GWh) 

Installed 

Capacity (GWh) 

Reserve 

(%) 

2013 257.060 282.192 9,8 

2014 273.900 296.234 8,2 

2015 291.790 325.031 11,4 

2016 310.730 349.516 12,5 

2017 330.800 364.648 10,2 

2018 352.010 383.148 8,8 

2019 374.430 403.665 7,8 

2020 398.160 427.942 7,5 

2021 424.780 460.156 8,3 

 

 

 

 

                                                 

7 MENR’s high demand scenario for electrical energy demand and TEIAS’s Scenario 2 for reliable 

energy production 

8 MENR’s low demand scenario for electrical energy demand and TEIAS’s Scenario 1 for reliable 

energy production 
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Table 14. Reliable Energy Production Capacity (Low Demand-Scenario 2)9 

Year 
Energy Demand 

(GWh) 

Installed 

Capacity (GWh) 

Reserve 

(%) 

2013 257.060 278.453 8,3 

2014 273.900 291.837 6,5 

2015 291.790 312.151 7 

2016 310.730 331.249 6,6 

2017 330.800 349.584 5,7 

2018 352.010 375.271 6,6 

2019 374.430 401.940 7,3 

2020 398.160 426.907 7,2 

2021 424.780 460.156 8,3 

 

 

 

According to MENR and TEIAS scenarios there will be lack of supply form the point of 

reliable energy starting from 2017. Since construction time of plants is between 3-5 years, 

from now on precautions should be taken. New generators should start production form 2017 

[6]. 

On the other hand demand forecast of MENR has been criticized because of the fact that the 

older estimates are excessively overestimated. Some argue that model which is used by 

MENR is not suitable for Turkey or electricity demand may be shown higher than the 

nominal values to justify the construction of new natural gas plants [7].  In Table 15 

deviations of electrical energy forecasts made by MENR from real electrical energy 

consumptions are shown [6]. 

 

 

 

 

 

                                                 

9 MENR’s low demand scenario for electrical energy demand and TEIAS’s Scenario 2 for reliable 

energy production 
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Table 15. Deviations of MENR’s Forecast from Real Energy Consumption (%) [6] 

Year 
PROJECTION ERRORS (%) 

1990 1990/2 1993 1994 1996 2000 

1989 0 0         

1990 -0,5 0         

1991 12,7 12,7         

1992 12,1 12,1         

1993 13,2 13,2 -2,3       

1994 18 18 3,3 4,1     

1995 18,4 8,8 3,4 2     

1996 16,7 6,3 2,1 -0,2     

1997 14,3 3,6 0,5 -2,8 -0,2   

1998 15,4 3,9 1,8 -2,5 -0,2   

1999 21,1 8,4 7,3 1,5 4,4 0 

2000 22 8,6 8,6 1,6 4,7 -1,2 

2001 32,4 18,8 18,8 11 15,2 9,4 

2002 35,9 23,1 23,1 14,4 19,2 14,2 

2003 37 25,2 25,2 15,8 21 17 

2004 38,3 27,5 27,5 17,3 23,1 20 

2005 38,5 28,8 28,8 17,9 24,1 22,3 

2006 37,4 28,4 28,4 16,7 23,3 22,1 

2007 36,1 27,7 27,7 15,2 22 21,6 

2008 40,7 32,7 32,7 18,7 26,1 26,6 

2009 54,6 46,6 46,6 30,1 38,6 40 

2010 53,7 46,3 46,3 29 37,7 40 

 

 

From Table 15 it’s seen that critiques are right. Even the forecast made by MENR in 2000 

for 2010 is deviated from the real consumption in 2010 by %40. This causes overinvestment 

and construction of thermal generators to supply the urgent need of energy in short time.  
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Furthermore TEIAS is suggesting constructing of thermal generators more than wind 

generator and hydroelectric generators to increase the reliable production. TEIAS asserts that 

the capacity required for wind and hydroelectric generators to give the same amount of 

reliable energy with the thermal generators is two times higher [6]. 

In Table 16 world electricity generation by resources is shown [8]. When we compare the 

fuel shares of the world average with full shares of Turkey, it’s seen that Turkey’s natural 

gas consumption (%43,2 in 2012) is almost two times more than the world average (%21,3). 

Turkey does not have natural gas resources and highly dependent on import. Overestimation 

on the electricity energy demand increases Turkey’s dependency on energy imports. Turkey 

imports %92 of its oil and %98 of its gas, this causes threats against Turkish energy security. 

Turkey spent $54 billion for oil and gas imports in 2011 which is %22 of total Turkey’s 

import payments [9].  

 

Table 16. World Electricity Generation by Sources [8] 

Source Production (%) 

Gas 21,3 

Coal 41,0 

Nuclear 13,5 

Hydro 15,9 

Oil 5,5 

Other 2,8 

 

Turkey imports natural gas from five different countries. In 2011 Turkey imported %57 of 

total gas from Russia, %18 from Iran, %9 from Algeria and Azerbaijan, %3 from Nigeria. 

Local production is only %2 of total consumption in 2011. It’s seen that Turkey is highly 

dependent on Russia, who supplies %57 of Turkey’s natural gas. This creates serious 

problems for Turkish energy security. Furthermore according to the agreement between 

Republic of Turkey and Russian Federation, new nuclear plant will be installed in Turkey 

whose project will be owned by the Russian Federation. This project will increase 

dependency of Turkey on Russia [9]. 

Overestimation of gas demands also causes serious problems for Turkey. Turkey’s estimated 

gas demand for 2010 was 55 billion cubic meters (bcm), but only 38bcm was consumed. 

Because of take or pay contracts, Turkey paid $4.6 billion to Iran, Russia and Azerbaijan 

during 2009, 2010 and 2011 [9]. 

In Turkey electricity price is highly dependent on gas prices. Because of this fact electricity 

price increases by rate of %88,8 from 2007 to 2011.  In Table 17 the change in the electricity 

prices is shown [10]. This table clearly shows the danger of dependency on imported gas. As 

long as Turkey does not find new sources for generating electricity, electricity price will 

continue to rise up.  
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Table 17. Electricity Price [10] 

  Price (Kr/kWh) Incr (%) 

December 2007 15,81  - 

January 2008 18,9 19,5 

July 2008 22,87 21 

October 2008 24,69 7,9 

January 2009 24,93 1 

April 2009 24,53 -1,6 

October 2009 26,93 9,8 

January 2010 27,24 1,1 

October 2011 29,85 9,6 

Total Increase   88,8 

 

Turkey has significant amount of local energy resources and most of these resources are 

renewable energy resources. In Table 18 some of the local energy resources and their 

capacities are shown. When we consider that Turkey’s total electrical energy consumption in 

2012 was 241,9TWh, it’s seen that Turkey has enough resources to generate her electricity 

and most of these resources are renewable [9].  

 

Table 18. Turkey’s Indigenous Resources [9] 

Resource 
Yearly Generation 

(TWh) 

Hydro 100 

Lignite 116 

Wind 120 

Geothermal 16 

Solar  380 

Biogas  35 

 

Moreover Turkey can save a lot of source by increasing efficiency of transmission and 

distribution systems and preventing theft. In Figure 4 distribution losses by year in Turkey is 

shown. It’s seen that average distribution loss in Turkey is more than %15. Compared to 

OECD average (% 7), and world average (%8), in Turkey system losses are extremely high 

[11]. In some regions of Turkey (east and south east) the loss rate is higher than %50. Turkey 

should urgently solve the theft problem in east and south east regions.  
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Figure 4. Distribution Losses in Turkey [11] 

 

 

In energy sector before taking a decision, the effects of this action in long term should be 

considered carefully. Shortcuts to solve a problem in short term can cause serious problems 

in long run. Turkish Government in 1994 and 1997 took some decisions to increase the 

private sector participation. TEAS signed contracts with private investors on BOT (build 

operate transfer) and BO (build operate) plants. These contracts provide take or pay 

obligation which is guaranteed by Treasury within a time period from 15 to 30 years [12]. 

Because of these contracts, the private investors do not have any commercial risk. If the 

effectiveness of a generation plant is increased, investors will earn extra money but this will 

not provide any benefit to the consumers because of the take of pay contracts in which the 

price of the electricity is calculated by a formula. All in all it’s understood that take or pay 

contracts have a negative influence on a fair competitive market, and these contracts are the 

one of the biggest problems in Turkish Electricity Market.   

Moreover political influence on the electricity market until the year 2006 caused the absence 

of price signals for the new investments. In an electricity market, price of the electricity 

should be determined from aggregating supply demand curve. Point where the supply curve 

crosses the demand curve gives the market price. As seen from the Figure 5 as demand 

increases, price increases. For demand Curve-2 in the Figure 5, generation becomes scarce 

and the price of the electricity increases, this mechanism gives messages for the new 

investments.  
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Figure 5. Marginal Cost in Electricity Markets [13] 

 

 

In Turkey until 2006 (balancing market starts to work) all the prices in the system 

administratively determined [11]. In Figure 6, TEDAS industry tariff is shown. From the 

figure it’s shown that until the year 2008, electricity price was kept constant. Although 

natural gas prices increased by almost %60 between June 2004 and August 2006, electricity 

retail prices remained constant. In Figure 7, ratio of electricity price to gas price is shown. 

Political influence on the electricity prices prevented the role of the price to give signal for 

new investments. 
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Figure 6. TEDAS Industrial Tariffs (Kr/kWh) [11] 

 

Figure 7. Ratio of TEDAS Retail Prices to Gas Coast [11] 

 

 

In conclusion for electrical energy system, planning is very important. For energy security of 

Turkey and ensure a clean future to the next generation Turkey should make long term plans. 

The first step of long term plans is making a demand forecast for the next 10 years.  

In this thesis, long term electrical energy demand and peak power demand forecasting until 

2023 by using ANN  and ARIMA [22] modeling will be done. Their results will be 

compared to increase the reliability of the forecast. Then electrical energy production and 

peak power production capacities will be investigated. The production capacities will be 

compared with the demand forecast, and is there a thread against supply demand balance of 

Turkey until 2023 will be understood.   
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CHAPTER 2 

 

 

ARTIFICIAL NEURAL NETWORK METHOD 

 

 

 

2.1 Artificial Neural Network 

 

 

Artificial Neural Network is mathematical or computational model which is designed to 

simulate the operation of human brain. Artificial Neural Network consists of artificial 

neurons; these neurons are connected to each other in different forms.  Artificial Neural 

Network (ANN) has the ability of learning, it learns from examples as human brain. ANN 

can solve the problems which require the ability of thinking and making observations. 

Learning process of ANN is similar to learning process of a human brain. In biological 

systems, learning takes place by adjusting of the synaptic connections that exist between the 

neurons.  Similarly ANN adjusts the connecting weights in the learning process.  

 

 

2.2 Brief History of Artificial Neural Network 

 

 

McCulloch (neurobiologist) and Pitts (mathematician) developed an elementary 

mathematical model of a neuron in 1943. They found that a neuron has a threshold level and 

once that level is reached the neuron fires [15].  

In 1949 Dr. Hebb published a book and he developed the first learning rule which is called 

Hebb’s rule [14].  

In 1958, Rosenblatt developed a model called perceptron. Perceptron is one layer artificial 

neural network. In the learning process of perceptron, weight adjustment method is used 

which is more effective than Hebb’s learning rule.  

In 1969 Minsky and Paper wrote a book and showed that perceptron has limitations. It can 

only solve problems which are linearly separable. They showed that perceptron cannot solve 

XOR problem which is not linearly separable. 
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Studies on neural network reduced because of limitations of perceptron. In 1986 Rumelhart 

and McClelland found back propagation algorithm for multilayer networks. It was found that 

multilayer networks can solve XOR problem and the other problems which are not linearly 

separable. 

 

2.3 Properties of ANN 

 

 

ANN has a lot of advantages on traditional methods. Because of these advantages ANN is 

used in many applications such as finance, engineering, medicine… Some of the advantages 

of ANN can be listed as below [16]: 

 

 Nonlinearity: Most of the problems in real life are nonlinear. ANN has the ability of 

solving non linear problems. ANN is composed of non linear neurons. 

Interconnections of non linear neurons form Neural Network which is also non 

linear. 

 Parallel Structure: Traditional systems use sequential information processing. 

Because of sequential processing, if one of the processing units is slow, this slows 

down the all process. ANN uses parallel processing therefore speed of one 

processing unit does not affect the speed of overall system very much. 

 Learning: Learning process of ANN is similar to learning process of human brain. 

ANN learns from the examples. An example set of data is applied to ANN and ANN 

produces an output. This output is compared with target output and according to the 

error between output and target; the weights of synaptic connections are adjusted. 

 Generalization: Once the ANN is trained with example data, it can make 

generalization and give correct solutions for the new data. By the help of this 

property ANN can be used in forecasting, signal processing and pattern recognition 

applications. 

 Fault Tolerance: Traditional systems use sequential processing. If one of the units 

in the sequential system fails, this causes failure of the whole system. On the other 

hand ANN is composed of parallel distributed neurons. Even if the some neurons 

fail, this situation does not cause the failure of the whole system. Moreover ANN 

can work with noisy data.  Effect of noisy data is distributed on the overall network 

and effect of the noise at the output is reduced. 

 VLSI Implementability: Parallel structure of ANN can be realized with VLSI 

chips. By the help of this property, ANN can process data very fast and work in real 

time data processing applications. 
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Besides the advantages of ANN there are some disadvantages of using ANN. Some of these 

advantages are listed below: 

 

 Finding the best structure of the network for solving a problem is made by try and 

error process. There is not exact method for choosing the best network structure.  

 There is no guarantee for an optimum solution. ANN only finds a solution with an 

error rate lower than a defined limit. 

 ANN only works with numerical data; the non-numeric data should be turned into 

numeric data. 

 The behavior of the ANN cannot be explained. Some researchers see ANN as a 

black box [17]. 

 

2.4 Application Areas of ANN 

 

 

ANN has a lot of application areas. Some of these areas can be listed as follows [18]: 

 Pattern classification 

 Clustering , categorization 

 Function approximation  

 Prediction, forecasting 

 Optimization 

 Control 

 Signal filtering 

 Non linear system modeling 

 

 

 

2.5 Artificial Neuron Model 

 

 

Artificial neuron is an information processing unit which is the fundamental part of a neural 

network. In Figure 8 the model of an artificial neuron is shown. An artificial neuron consists 

of five fundamental elements.  
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Figure 8. Model of an Artificial Neuron 

 

 

 Inputs: X1, X2, X3, …, Xm are the inputs to the neuron from outside world. X0 is the 

bias signal which is equal to 1. 

 Synaptic Weights: Input signals are multiplied with synaptic weights. The synaptic 

weight between X0 and kth neuron is shown as wk0, between X1 and kth neuron as wk1, 

and between Xm and kth neuron as wkm, bk is the synaptic weight of the bias signal. 

 Adder: All inputs are multiplied by their synaptic weights and summed up as shown 

below: 

                 
1

m

k kj j k

j

v w x b


                                        (Eq. 1) 

 Activation Function: Activation function (F) processes the output of adder (vk) and 

produces output of the artificial neuron (yk) as shown below: 

( )k ky F v                                           (Eq. 2)                                 

 Output: Output of the artificial neuron is determined by activation function. Output 

signal is send to the outside world or can be used as an input signal for another 

artificial neuron. 
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2.6 Types of Activation Function 

 

 

There are different types of activation function which is used in artificial neurons as a 

processing unit. Activation function is selected according to the problem and structure of the 

artificial network. Some of the most common activation functions can be listed as follows 

[19]: 

 

 

 Linear Function: Linear activation function is generally used in the output layers of 

the multilayer neural networks. Mathematical formula and the graph of linear 

activation function is as follows: 

 

( )F x x                                        (Eq. 3) 

 

 

 

 
Figure 9. Linear Activation Function 
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 Threshold Function: Threshold activation function is generally used in single layer 

artificial neural networks. Mathematical formula and graph of threshold activation 

function is shown below: 

 

                                             

1   x 0
( )

0  x 0
F x


 


                                            (Eq. 4) 

 

 

 
Figure 10. Threshold Activation Function 

 

 

 

 Sigmoid Function: This function is generally used in hidden layers of the multilayer 

neural networks. It gives output between 0 and 1. Mathematical formula and graph 

of sigmoid activation function is shown below: 

 

1
( )

1 x
F x

e



                                             (Eq. 5) 
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Figure 11. Sigmoid Activation Function 

 

 

 Hyperbolic Tangent Sigmoid Function: This function is similar to sigmoid 

function. The only difference is that, it gives output value between -1 and 1. 

Mathematical formula and graph of this function is shown below: 

 

                                           ( )
x x

x x

e e
F x

e e









                                          (Eq. 6) 

 

 
Figure 12. Hyperbolic Tangent Sigmoid Activation Function 
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2.7 Learning of a Neural Network 

 

 

In a neural network the output of the neural network is a function of synaptic weights (W) 

and input signals (x). We can express output of the neural network (y) as in Equation 7: 

 

( , )y F W x                                                      (Eq. 7) 

Learning of a neural network is a systematic process of changing synaptic weights (W) so 

that neural network can perform a given task as pattern recognition, forecasting, 

classification, etc… 

In a learning process, the input signals which will be used in training the network are called 

training set (STR). STR= {x
1
,x

2
,x

3
,…,x

N
} are the inputs which will be used in the learning 

process of the neural network. In the beginning of the learning process, the synaptic weights 

are assigned randomly. If W(1) is the initial weight, the output signal for x
1
 will be as in 

Equation 8, then based on a learning criterion synaptic weights will be updated as in 

Equation 9. ∆W term in the Equation 9 is called learning rule. Then x
2
 is applied to the 

network and y(2) is calculated as shown in Equation 10. This procedure is continues until all 

training set examples are applied to the network. This is called an epoch in learning. At the 

end of the epoch (Equation 11) we will obtain synaptic coefficients W(N). If W(N) does not 

satisfy performance criteria, another epoch will be started and synaptic coefficients will be 

updated again. 

 

1(1) ( (1), )y F W x                                                 (Eq. 8) 

                                 (2) (1) (1)W W W                                      (Eq. 9)                                                                   

2(2) ( (2), )y F W x                                            (Eq. 10) 

 

                                          ( ) ( ( ), )Ny N F W N x                                    (Eq. 11) 

 

There are there fundamental learning methods in artificial neural network. They are 

supervised learning, unsupervised learning and reinforced learning methods. 

 

 



  

27 

 

2.7.1 Supervised Learning Rule 

 

 

In this learning method, correct outputs are known (target outputs). Outputs of the neural 

network and target outputs are compared and error signal is generated.  Synaptic weights are 

updated to minimize the error term. This process continues until error is reduced to an 

acceptable value. Other name of this learning method is learning with teacher. In Figure 13, 

supervised learning method is shown. Output of the network (O) is compared to the target 

output (t) and weights (W) are updated according to the error between output and target. 

 

 

 

 
Figure 13. Supervised Learning Rule 
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2.7.2 Unsupervised Learning Rule 

 

 

In this learning rule target output does not exist. Weights are updated in response to the input 

signals. Network learns from clustering input patterns. In Figure 14 the unsupervised 

learning rule is shown. 

 

 

Figure 14. Unsupervised Learning Rule 

 

 

2.7.3 Reinforced Learning Rule 

 

 

In this learning method a teacher exist but teacher only gives information about the 

correctness of the calculated output. Correct answers are rewarded and the incorrect answers 

are punished.  

 

2.8 Neural Network Architectures 

 

 

There are three fundamental network architectures: Single layer feedforward, multilayer 

feedforward and recurrent networks. 
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2.8.1 Single Layer Feedforward Networks 

 

 

In single layer feedforward network input signals are directly connected to the output signals 

via synaptic weights as shown in the Figure 15. Data flows from input to the output. In this 

type of network there is only input and output layer. Since calculations are made only at the 

output layer, this type of network is called single layer network. 
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Figure 15. Single Layer Feedforward Network 
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2.8.2 Multi Layer Feedforward Networks 

 

 

In multi layer neural networks there are one or more hidden layers between input and output 

layers. Hidden layer does intermediate computation before directing input signals to the 

output layer. Structure of multi layer feedforward networks is shown in Figure 16. 
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Figure 16. Multi Layer Feedforward Network 
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2.8.3 Recurrent Networks 

 

 

Recurrent networks have at least one feedback loop. Output of the network can be used as 

input in this type of network. Structure of recurrent networks is shown in Figure 17. 
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X2

Y1

Y2 

 

Figure 17. Recurrent Networks 

 

 

 

2.9 Back Propagation Algorithm 

 

 

Multi layered feedforward neural networks use supervised learning rule. In this type of 

learning correct outputs are known. For learning process of multilayered neural networks, 

back propagation algorithm is used. In back propagation algorithm there are two passes of 

calculation: forward pass and backward pass. In forward pass an input signal from example 

set is applied to the network and the output of network is calculated. In backward pass the 

synaptic weights are updated according to the error term. 
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Assume that we have a train set STR= {x
1
,x

2
,…,x

N
 } and we have target outputs {t

1
,t

2
,…,t

N
}. 

These are both vectors. Assume that at the output layer we have R neurons. In backward pass 

firstly the synaptic weights between output layer and hidden layer are updated then the 

weights between hidden layer and input layer are updated. In Figure 18 the jth output neuron 

and the connections between the jth output neuron and hidden layer neurons are shown. 
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Figure 18. Connections Between jth Output Neuron and Hidden Layer Neurons 
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For the jth output neuron, error term can be calculated as in Equation 12. Error energy can be 

calculated as in Equation 13. To find ∆wji(n), we need to calculate Equation 14 where “ ” is 

the learning rate which is a small number [20]. 

 

 

                                            
( ) ( ) ( )j j je n t n y n                                        (Eq. 12) 
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                                             (Eq. 13) 
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                                    (Eq. 14) 

 

To calculate Equation 14, chain rule should be applied as Equation 15.Where vj(n) and yj(n) 

are shown in Equation 16 and Equation 17 respectively.  
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                                    (Eq. 16)  

( ) ( ( ))j jy n f v n                                       (Eq. 17) 
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By using Equation 12, Equation 13, Equation 16 and Equation 17; Equation 15 can be 

calculated as follows: 
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               (Eq. 22) 

 

 

 

 

We can define local gradient as in Equation 23 and express ∆wji(n) in Equation 24. 
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                        (Eq. 23) 

 ( ) ( ) ( )ji j iw n n y n                                                  (Eq. 24) 

 

For calculating the ∆wji term for the connections between the hidden layer and input layer 

we will use similar approach. In Figure 19 connections of jth hidden layer neuron is shown. 

We need to calculate ∆wji for the jth hidden layer neuron and ith input layer neuron. 
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Calculations start with calculating δj(n) as shown in Equation 25. By using chain rule on 

Equation 13, Equation 26 can be calculated. 

 

 

Figure 19. Connections of jth Hidden Layer Neuron 
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                                  (Eq. 26) 

 

By calculating partial derivatives in Equation 26, Equation 27 can be calculated. Equation 27 

can be simplified as in Equation 28. Now Equation 25 can be written as in Equation 29. 

∆wji(n) term for the connections between hidden layer and input layer can be calculated as in 

Equation 30.  
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( ) ( ) ( )ji j iw n n x n                                                   (Eq. 30) 

 

 

We can apply the Equation 24 for updating the weights between output layer and hidden 

layer; Equation 30 for updating the weights between hidden layer and input layer. 

Sometimes an additional term is added to prevent the back propagation algorithm from 

stucking at local minima as shown in Equation 31. The “α” term in Equation 31 is called 

momentum constant. Its value should be between zero and one. 

 

 

( ) ( 1) ( ) ( )ji ji j iw n w n n y n                     (Eq. 31) 
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CHAPTER 3 

 

 

TIME SERIES METHOD  
 

 

 

3.1 Time Series  

 

 

A time series is a realization of a certain stochastic process. Data is usually collected at 

regular intervals. Data is set of observations and the observations are depended to each other. 

The observed data in the past can be used to forecast the future value of the data. In time 

series data can contain the following elements [22]: 

 Trend : Long term movements in the mean 

 Seasonal Effects: Monthly or seasonal fluctuations 

 Cycles: Fluctuations period longer than one year 

 Residuals: Random fluctuations 

 

 

 

 
Figure 20. Trend in Time Series Data 
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Figure 21. Seasonal Effects in Time Series Data 

 

 
Figure 22 Cycles in Time Series Data 
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Figure 23 Residual in Time Series Data 

 

 

 

3.1.1 Stationary Process  

 

 

In time series, it is very important if the data is stationary or non stationary. Most of the 

analysis depends on the assumption that the process is stationary.  In time series analysis 

usually the weak stationary term is used which is defined as follows:  

Let {
tX } be a series with E( 2

tX ) < ∞. Mean ( ( )x t ) and covariance ( ( , )x r s ) of {
tX } is 

defined as in Equation 32 and Equation 33 respectively [22]: 

 

 

( ) ( )x tt E X                                                       (Eq. 32) 

 

   ( , ) ( , ) [( ( ))( ( ))]x r s r x s xr s Cov X X E X r X s                (Eq. 33) 

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000
1700

1720

1740

1760

1780

1800

1820

1840

1860

1880

1900

Year

D
a

ta

 

 

Average

Data with Residuals



  

40 

 

{
tX } is (weakly) stationary if: 

 ( )x t  is independent of t  

 ( , )x t h t  is independent of t for each h 

 

For a stationary time series {
tX } autocovariance function at lag h ( ( )x h ) and 

autocorrelation function at lag h ( ( )x h ) can be defined as in Equation 34 and Equation 35 

respectively: 

 

                                          
( ) ( , )x t h th Cov X X                                          (Eq. 34) 

 

 

( )
( ) ( , )

(0)

x
x t h t

x

h
h Cor X X





 

                       (Eq. 35) 

 

In nature, most of the processes are non stationary. Observed data in these processes may 

contain trend, seasonal effects or cycles. In time series analyses methods, the first step is the 

removal of the trends, seasonal effects and cycles from the data, so the non stationary data is 

turned into a stationary data. Removing of the trends, seasonal effects and cycles is done by 

differencing the data.  

Some of the non stationary data has a linearly increasing or decreasing trend as in the Figure 

24. In this case trend can be eliminated by applying first order difference to the data as in the 

Equation 36. “” operator is the difference operator and “B” is the backshift operator. As 

shown in the Figure 24 and Figure 25, tX  is non stationary but tX  is stationary. 

 

 

1 (1 )t t t tX X X B X                                       (Eq. 36) 
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Figure 24. Time Series Data with First Order Trend 

 

 
Figure 25. Elimination of First Order Trend 
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In some applications, observed data can have a second order trend as in the Figure 26. In this 

case second order difference should be applied to the data as shown in the Equation 37. 

Generalized difference equation with order “d” is shown in Equation 38. Second order 

difference of the data is stationary as shown in Figure 27. 

 

 

2 2

2

1 2

(1 )(1 ) (1 2 )

2

t t t

t t t t

X B B X B B X

X X X X 

      

   
                     (Eq. 37) 

                      

(1 )d d

t tX B X                                                                      (Eq. 38) 

 

 

 
Figure 26. Time Series Data with Second Order Trend 
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Figure 27. Elimination of Second Order Trend 

 

 

3.2 Auto Regressive Process (AR) 

 

 

Auto regressive process uses the past observation values to make forecasting. This process 

can only be used for stationary time series. The auto regressive process of order “p”  is 

shown as AR(p). The formulation of AR(p) process is shown in Equation 39. In Equation 39 

“ r ” is the parameter or AR(p) process and “ t ” is error term which is white noise with zero 

mean and variance “
2 ”.  
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                                                  (Eq. 39) 

 

AR(1) process is defined as in Equation 40.  

 

1 1t t tX X                                                      (Eq. 40) 
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3.3 Moving Average Process (MA) 

 

 

Moving average process (MA) uses the error term and its past values to make forecasting. 

This process can only be used for stationary time series. Moving average process of order 

“q” is shown as MA(q). The formulation of MA(q) process is shown in Equation 41. In 

Equation 41 “ s ” is the parameter of MA(q) process and “ t ” is error term which is white 

noise with zero mean and variance “
2 ”. 

 

0

q

t s t s

s

X   



                                                     (Eq. 41) 

 

 

3.4 Auto Regressive Moving Average Process (ARMA) 

 

 

Auto Regressive Moving Average Process (ARMA) is combination of AR and MA 

processes. It uses the past observation values and error values. This process can only be used 

for stationary time series.  The formulation of ARMA(p,q) process is shown in Equation 42. 

 

 

1 0

p q

t r t r s t s
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                                  (Eq. 42) 

 

 

3.5 Auto Regressive Integrated Moving Average (ARIMA) 

 

 

In nature most of the processes are non stationary. In non stationary processes, to make 

forecasting firstly the processes should be turned into stationary. This is done by 

differencing. In ARIMA(p,d,q) process the “d” is the order of difference. Assume that tY  is a 

non stationary process, tX  is defined as in Equation 43 and Equation 44. 

 

d

t tX Y                                                              (Eq. 43) 
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                                    (Eq. 44) 
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CHAPTER 4 

 

 

CASE STUDIES 

 

 

 

In this part, Turkey’s total electrical energy demand and peak electric power demand from 

2013 to 2023 will be forecasted by using two different methods (ANN and ARIMA). Before 

making forecast some points on long term forecast should be noted [23]: 

 Long term forecast is always inaccurate 

 Peak demand is dependent on temperature but it’s not possible to use weather 

forecast in long term forecasting because forecasted period is too long. 

 Some of the necessary economical data for the long term forecasting does not exist.  

In this part results of two different methods will be compared to increase the reliability of the 

forecast. 

 

 

 

4.1 Electrical Energy Demand Forecasting Using ANN 

 

 

In long term electrical load forecasting economical, social and demographical factors 

determine the growth of the demand. In this part effects of Gross Domestic Product (GDP), 

Index of Industrial Production (IIP) and population will be examined. Then a neural network 

whose inputs are GDP, IIP and population and whose output is electrical energy demand will 

be formed. Firstly the network will be trained and tested with the data from 1992-2011 then, 

forecasting will be made until 2023. GDP is the market value of all officially recognized 

final goods and services produced within a country in a given period [24]. IIP is an abstract 

number, the magnitude of which represents the status of production in the industrial 

sector for a given period of time as compared to a reference period of time [24]. In Table 19 

the development of IIP and GDP from 1992 to 2011 is shown [25]. 

 

 

 

 

 

 

 

http://en.wikipedia.org/wiki/Industrial_sector
http://en.wikipedia.org/wiki/Industrial_sector
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Table 19. Development of IIP and GDP [25] 

Year 
GDP      

(Million TL) 
IIP Year 

GDP      

(Million TL) 
IIP 

1992 51.554 56,1 2002 72.520 79,5 

1993 56.099 60,7 2003 76.338 86,5 

1994 52.847 56,9 2004 83.486 95,0 

1995 57.472 64,0 2005 90.500 100,0 

1996 61.865 69,0 2006 96.738 107,3 

1997 67.465 76,9 2007 101.255 114,8 

1998 70.203 77,9 2008 101.922 114,2 

1999 67.841 75,0 2009 97.003 102,9 

2000 72.436 79,5 2010 105.886 116,4 

2001 68.309 72,6 2011 114.874 126,8 

 

In Figure 28 and Figure 29 the developments of GDP and IIP are shown respectively. To 

make forecast of the future values of electrical energy demand, forecasted values of GDP 

and IIP are needed. They are forecasted by using curve fitting tool in MATLAB.         

                                  

 
Figure 28. Development of GDP (Million TL) 
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Figure 29. Development of IIP                                                        

 

 

Table 20 Future Development of GDP and IIP 

Year 
GDP   

(Million TL) 
IIP Year 

GDP     

(Million TL) 
IIP 

2013 122.403 133,79 2019 154.744 166,61 

2014 127.412 138,93 2020 160.668 172,54 

2015 132.572 144,20 2021 166.746 178,61 

2016 137.886 149,60 2022 172.976 184,82 

2017 143.353 155,13 2023 179.359 191,15 

2018 148.972 160,80 

    

In Table 21 development of Turkey’s population is shown. The population foracast is taken 

from TUIK [25]. 
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Table 21. Population Projection of Turkey [25] 

 

Year Population(000) Year Population(000) 

1992 56.986 2008 71.095 

1993 57.913 2009 72.050 

1994 58.837 2010 73.003 

1995 59.756 2011 73.950 

1996 60.671 2012 74.885 

1997 61.582 2013 75.811 

1998 62.464 2014 76.707 

1999 63.364 2015 77.601 

2000 64.252 2016 78.478 

2001 65.133 2017 79.337 

2002 66.008 2018 80.173 

2003 66.873 2019 80.983 

2004 67.723 2020 81.778 

2005 68.566 2021 82.558 

2006 69.395 2022 83.328 

2007 70.215 2023 84.053 

 

In Figure 30, relation between electrical energy demand and GDP is shown. As seen from 

the figure there is a linear relation between electrical energy demand and GDP.  

In Figure 31, relation between electrical energy demand and IIP is shown. As seen from the 

figure there is a linear relation between electrical energy demand and IIP.  
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Figure 30. Electrical Energy Demand vs GDP 

 
Figure 31. Electrical Energy Demand vs IIP 
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In Figure 32, relation between electrical energy demand and population is shown. As seen 

from the figure there is a second order relation between electrical energy demand and 

population. 

 

 

 

Figure 32. Electrical Energy Demand vs Population 

 

 

 

For forecasting the electrical energy demand between 2013 and 2023 a neural network with 

three input layers, one hidden layer and one output layer is chosen. Data between 1992 and 

2011 is used to train, validate and test the network. %70 part of the data is used in the 

training, % 15 parts of the data is used in the validation and the remaining %15 part of the 

data is used in the test process.  Training result of the network is shown in the Figure 33. As 

shown in the figure the R value is close to 1 which is a proof of good match.  
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Figure 33. Neural Network Training Result 

 

 

For testing the performance of the network a term which is called mean absolute percentage 

error (MAPE) can be defined as shown in the Equation 45, where ie  is the error, it  is the 

target output. The MAPE value for this neural network is %3,65 which is a quite good value. 

In testing process the output of the network and target outputs are shown in the Table 22. 
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Table 22. Test Results of the Network 

Year 1995 2001 2008 

Target (TWh) 85,5 126,9 198,0 

Output (TWh) 87,581 119,293 192,990 

Error (TWh) -2,081 7,607 5,010 

MAPE 3,65% 

 

 

After testing the network, the network can be used for forecasting the future values of the 

electrical energy demand. The forecast results are shown in the Table 23. The development 

of the electrical energy is shown in the Figure 34. 

 

 

Table 23. Electrical Energy Demand Forecast (ANN) 

Year 
Electrical Energy 

Demand (GWh) 
Year 

Electrical Energy 

Demand (GWh) 

2013 255.724 2019 366.571 

2014 272.191 2020 387.579 

2015 289.567 2021 409.278 

2016 307.727 2022   431.681 

2017 326.657 2023 454.336 

2018 346.291     
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Figure 34. Electrical Energy Demand (ANN)
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4.2 Peak Power Demand Forecasting by Using ANN 

 

 

Peak power demand can also be forecasted with the same methodology as in the previous 

part. In Figure 35, Figure 36, Figure 37 the relationships between peak power demand and 

GDP, peak power demand and IIP, peak power demand and population are shown 

respectively.  

 

  

 

 

Figure 35. Peak Power Demand vs GDP 

5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 10.5 11 11.5 12

x 10
4

1

1.5

2

2.5

3

3.5

4
x 10

4

GDP (Million TL)

P
e

a
k
 P

o
w

e
r 

D
e

m
a

n
d

 (
M

W
)

 

 

Peak Power Demand vs GDP

  Linear Fit



  

55 

 

 

Figure 36. Peak Power Demand vs IIP 

 

Figure 37. Peak Power Demand vs Population 
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For forecasting the peak power demand between 2013 and 2023 a neural network with three 

input layers, one hidden layer and one output layer is chosen. Data between 1992 and 2011 is 

used to train, validate and test the network. %70 part of the data used in the training, % 15 

parts of the data is used in the validation and the remaining %15 part of the data is used in 

the test process. Training result of the network is shown in the Figure 38. As shown in the 

figure the R value is close to 1 which is a proof of good match.  

 

 

 

Figure 38. Neural Network Training Result 
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In the Table 24 the target outputs and generated outputs during test process are shown. 

MAPE of test procedure is %3,53. This shows that the model is successful in peak power 

forecasting. 

 

Table 24. Test Results of the Network 

Year 1995 2001 2008 

Target (MW) 14.165 19.612 30.517 

Output (MW) 14.083 17.836 30.224 

Error (MW) 82 1.776 293 

MAPE 3,53% 

 

 

After testing network, the network can be used for forecasting the future values of the peak 

power demand. Forecast results are shown in the Table 25. Development of the peak power 

demand is shown in the Figure 39. 

 

 

Table 25. Peak Power Demand Forecast (ANN) 

Year 
Peak Power 

Demand (MW) 
Year 

Peak Power 

Demand(MW) 

2013 41.384 2019 58.642 

2014 43.871 2020 62.203 

2015 46.459 2021 65.955 

2016 49.273 2022 69.947 

2017 52.105 2023 74.138 

2018 55.396     

 



 

 

 
 

Figure 39. Peak Power Demand (ANN)
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4.3 Electrical Energy Demand Forecasting Using ARIMA Modeling 

 

 

In this part electrical energy demand between 2013 and 2023 will be forecasted using 

stochastic ARIMA modeling. Past values of electrical energy demand between 1980 and 

2006 will be used in creating a model. Data between 2007 and 2012 will be used in testing 

the model. If test results are successful, the model will be used in forecasting electrical 

energy demand between 2013 and 2023.  

To start with data should be turned into stationary process. If trend is first order, first order 

difference is enough. If there is a second order trend, data should be differenced two times.  

In the Figure 40, development of electrical energy demand from 1980 to 2012 is shown. As 

shown in the figure trend is second order, so the data should be differenced two times. In 

ARIMA (p,d,q) model d is the order of difference. Our model will be ARIMA(p,2,q). 

The first and second order difference of electrical energy demand ( tE  and 2

tE ) are shown 

in the Figure 41 and Figure 42 respectively. 

 

 

Figure 40. Electrical Energy Demand (1980-2012) 
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Figure 41. First Order Difference of Electrical Energy Demand 

 
Figure 42 Second Order Difference of Electrical Energy Demand 
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Autocorrelation and partial autocorrelation correlogram of the 2

tE up to 20 lags are shown 

in Figure 43 and Figure 44 respectively.  

 

 

Figure 43. Autocorrelation Correlogram of 2

tE   

 

Figure 44. Partial Autocorrelation Correlogram of 2

tE  

0 2 4 6 8 10 12 14 16 18 20
-0.5

0

0.5

1

Lag

S
a

m
p

le
 A

u
to

c
o

rr
e

la
ti
o

n
Sample Autocorrelation Function

0 2 4 6 8 10 12 14 16 18 20
-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

Lag

S
a

m
p

le
 P

a
rt

ia
l A

u
to

c
o

rr
e

la
tio

n
s

Sample Partial Autocorrelation Function



   

62 

 

 

From partial autocorrelation correlogram it’s seen that only lag one term has statistical 

meaning. So ARIMA(1,2,0) model can give good results in our case. But to compare results 

of different models, both ARIMA (1,2,0) and ARIMA(2,2,0) models are formed. Test results 

of ARIMA(1,2,0) and ARIMA(2,2,0) will be compared and the better one will be used in the 

forecasting application. Equations of ARIMA(1,2,0) process as follows: 

 

2

1 22t t t t tX E E E E                                                                  (Eq. 46) 

 

1 1(1 ) (1 ) 0,4840t tB X                                                         (Eq. 47) 

 

     1 1 1 2 1 3 1
ˆ (2 ) (2 1) (1 ) 0,4840t t t tE E E E                        (Eq. 48) 

 

Equation 48 gives expected value of the electrical energy demand. “ 1 ” value can be 

calculated by using “armax” function in MATLAB. “ 1 ” value is found as 0,4803 and 

expected value of electrical energy is formulized as in Equation 49. 

 

1 2 3
ˆ 1,5197 0,0394 0,4803 0,2515t t t tE E E E                  (Eq. 49) 

 

Model is tested for the electrical energy demand data between 2007 and 2012. In Table 26, 

observed electrical energy demands and forecasted values are shown. MAPE value for 

ARIMA(1,2,0) model %6,647. 

 

Table 26. Test Results of the ARIMA(1,2,0) Model 

Year 2007 2008 2009 2010 2011 2012 

Target(TWh) 190 198 194,1 210,4 230,3 241,9 

Forecast (TWh) 187,675 201,815 216,160 231,123 246,506 262,404 

Error (TWh) 2,324 -3,815 -22,060 -20,723 -16,206 -20,504 

MAPE %  6,647 
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Equations of ARIMA(2,2,0) process as follows: 

 

  
2

1 22t t t t tX E E E E                                                                                 (Eq. 50) 

 

2

1 2 1 2(1 ) (1 ) 0,4840t tB B X                                                         (Eq. 51) 

 

1 1 1 2 2 2 1 3 2 4 1 2
ˆ (2 ) (2 1) (2 ) (1 ) 0,4840t t t t tE E E E E                          (Eq. 52) 

 

Equation 52 gives the expected value of the electrical energy demand by using 

ARIMA(2,2,0) model. “ 1 ” is found as 0,5593 and “ 2 ” is found as 0,1584. Expected value 

of electrical energy demand can be written as in Equation 53.  

 

1 2 3 4
ˆ 1,4407 0,0398 0,2425 0,1584 0,8314t t t t tE E E E E                (Eq. 53) 

 

Model is tested for the electrical energy demand data between 2007 and 2012. In Table 27, 

observed electrical energy demands and forecasted values are shown. MAPE value for 

ARIMA(2,2,0) model is %6,069.  This result is better than the results of ARIMA(1,2,0) 

model, so ARIMA(2,2,0) model will be used in forecasting of electrical energy demand.  

 

Table 27. Test Results of the ARIMA(2,2,0) Model 

Year 2007 2008 2009 2010 2011 2012 

Target(TWh) 190 198 194,1 210,4 230,3 241,9 

Forecast(TWh) 187,236 200,880 214,976 229,491 244,531 260,042 

Error (TWh) 2,763 -2,880 -20,876 -19,091 -14,231   -18,142 

MAPE % 6,069 

 

In Table 28 electrical energy demand forecast by using ARIMA(2,2,0) model is shown. The 

development of electrical energy demand is shown in Figure 45. 
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Table 28. Electrical Energy Demand Forecast (ARIMA(2,2,0)) 

Year 
Electrical Energy 

Demand (GWh) 
Year 

Electrical Energy 

Demand (GWh) 

2013 258.403 2019 361.249 

2014 274.310 2020 380.101 

2015 290.605 2021 399.441 

2016 307.609 2022 419.264 

2017 324.987 2023 439.571 

2018 342.874     
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Figure 45. Electrical Energy Demand with ARIMA(2,2,0)
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4.4 Peak Power Demand Forecasting Using ARIMA Modeling 

 

 

In this part peak power demand between 2013 and 2023 will be forecasted using stochastic 

ARIMA modeling. Past values of peak power demand between 1980 and 2006 will be used 

in creating a model. Data between 2007 and 2012 will be used in testing the model. If test 

results are successful the model will be used in forecasting the peak power demand between 

2013 and 2023.  

To start with data should be turned into stationary process. If trend is first order, first order 

difference is enough. If trend is second order, data should be differenced two times.  In 

Figure 46, development of peak power demand from 1980 to 2012 is shown. As shown in 

the figure, trend is second order, so the data should be differenced two times. In ARIMA 

(p,d,q) model d is the order of difference. Our model will be ARIMA(p,2,q). 

The first and second order difference of the peak power demand ( P and
2P ) are shown 

in the Figure 47 and Figure 48 respectively. 

 

 

 

Figure 46. Peak Power Demand (1980-2011) 
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Figure 47. First Order Difference of Peak Power Demand 

 
Figure 48. Second Order Difference of Peak Power Demand 
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Autocorrelation and partial autocorrelation correlogram of the 
2P  up to 20 lags are shown 

in Figure 49 and Figure 50 respectively.  

 

 

Figure 49. Autocorrelation Correlogram of 
2P  

 

Figure 50. Partial Autocorrelation Correlogram of 
2P  
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From partial autocorrelation correlogram it’s seen that only lag one term has statistical 

meaning. So ARIMA(1,2,0) model can give good results in our case. But to compare the 

results of ARIMA (1,2,0) and ARIMA(2,2,0), both of the models are formed. Results of 

ARIMA(1,2,0) and ARIMA(2,2,0) will be compared and the better one will be used in the 

forecasting application. 

Equations of ARIMA(1,2,0) process as follows: 

 

1 1 1 2 1 3 1
ˆ (2 ) (2 1) (1 ) 63,23t t t tP P P P                                  (Eq. 54) 

 

Equation 54 gives the expected value of the peak power demand. 1  value can be calculated 

using “armax” function in MATLAB. 1  value is found as 0,624 and expected value of peak 

demand is formulized as in Equation 55. 

 

1 2 3
ˆ 1,376 0,248 0,624 102,812t t t tP P P P                       (Eq. 55) 

 

The model is tested for the peak power demand data between 2007 and 2011. In Table 29, 

observed peak power demands and forecasted values are shown. MAPE value for 

ARIMA(1,2,0) model %7,889. 

 

Table 29. Test Results of the ARIMA(1,2,0) Model 

Year 2007 2008 2009 2010 2011 2012 

Target (MW) 29.249 30.517 29.870 33.392 36.122 39.045 

Forecast (MW)  29.661 32.050   34.341 36.796 39.252   41.810 

Error (MW) -412 -1.533 -4.471 -3.404 -3.130 -2.765 

MAPE %7,889 

 

Equations of ARIMA(2,2,0) process as follows: 

 

1 1 1 2 2 2 1 3 2 4 1 2
ˆ (2 ) (2 1) (2 ) (1 ) 63,23t t t t tP P P P P                       (Eq. 56) 
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Equation 56 gives the expected value of the peak power demand by using ARIMA(2,2,0) 

model. “ 1 ” is found as 0,6165 and “ 2 ” is found as 0,01012. Expected value of peak 

demand can be written as in Equation 57.  

 

1 2 3 4
ˆ 1,3835 0,22288 0,59626 0,01012 102,85t t t t tP P P P P             (Eq. 57) 

 

Model is tested for the electrical energy demand data between 2007 and 2011. In Table 30, 

observed peak power demands and forecasted values are shown. MAPE value for 

ARIMA(2,2,0) model % 7,8996. This result is worse than the result of ARIMA(1,2,0) 

model, so ARIMA(1,2,0) model will be used in forecasting of electrical energy demand.  

 

Table 30. Test Results of the ARIMA(2,2,0) Model 

Year 2007 2008 2009 2010 2011 2012 

Target (MW) 29.249 30.517 29.870 33.392 36.122 39.045 

Forecast (MW)   29.667 32.049 34.347 36.797   39.257   41.811 

Error (MW) -418 -1.532 -4.477 -3.405 -3.135 -2.766 

MAPE %  7,8996 

 

In Table 31 peak demand forecast by using ARIMA(1,2,0) model is shown. Development of 

peak power demand is shown in Figure 51. 

 

Table 31. Peak Power Forecast with ARIMA(1,2,0) 

  

Year 
Peak Power  

Demand (MW) 
Year 

Peak Power 

Demand (MW) 

2013 41.950   2019 60.908 

2014 44.969     2020 64.288 

2015 48.020    2021 67.729 

2016 51.154 2022 71.235 

2017 54.338 2023 74.803 

2018 57.594     
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Figure 51. Peak Power Demand with ARIMA(1,2,0)
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4.5 Comparison of the Results  

 

 

In this part forecasting results of ANN, ARIMA modeling and MENR will be compared. In 

Table 32 and Figure 52 electrical energy demand forecasting results of ANN, ARIMA 

modeling and MENR are shown:  

 

 

 

Table 32. Electrical Energy Demand Forecast (ANN, ARIMA and MENR) 

 

YEAR 

Electrical Energy Demand (GWh) 

ANN ARIMA 

MENR  

Low 

Demand 

MENR 

High 

Demand 

2013 255.724 258.403 257.060 262.010 

2014 272.191 274.310 273.900 281.850 

2015 289.567 290.605 291.790 303.140 

2016 307.727 307.609 310.730 325.920 

2017 326.657 324.987 330.800 350.300 

2018 346.291 342.874 352.010 376.350 

2019 366.571 361.249 374.430 404.160 

2020 387.579 380.101 398.160 433.900 

2021 409.278 399.441 424.780 467.260 

2022 431.681 419.264 452.390 502.304 

2023 454.336 439.571 481.796 539.977 
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Figure 52. Energy Demand Forecast of ANN, ARIMA Model and MENR
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From Table 32 and Figure 52 it’s seen that results of ANN and ARIMA modeling are very 

close to each other. Electrical energy forecast in 2023 for ANN and ARIMA modeling has a 

difference of %3,26.  Since two different methods give almost the same results, it can be said 

that electrical energy demand forecasting is successfully made. Forecast of MENR are higher 

than the forecasting results obtained by ANN and ARIMA modeling.  

In Table 33 and Figure 53 peak power demand forecasting results of ANN, ARIMA 

modeling and MENR are shown. From Table 33 and Figure 53 it’s seen that the results of 

ANN and ARIMA modeling are very close to each other. Peak power forecast in 2023 for 

ANN and ARIMA modeling has a difference of %0,89.  Since two different methods give 

almost the same results, it can be said that peak power demand forecasting is successfully 

made. As shown in Figure 53 forecasts obtained from ANN and ARIMA modeling are 

between high demand and low demand forecasts made by MENR.  

 

 

Table 33. Peak Power Demand Forecast (ARIMA, ANN and MENR) 

YEAR 

Peak Power Demand (MW) 

ANN ARIMA 

MENR           

Low    

Demand 

MENR    

High   

Demand 

2013 41.384 41.950 40.130 41.000 

2014 43.871 44.969 42.360 43.800 

2015 46.459 48.020 44.955 46.800 

2016 49.273 51.154 47.870 50.210 

2017 52.105 54.338 50.965 53.965 

2018 55.396 57.594 54.230 57.980 

2019 58.642 60.908 57.685 62.265 

2020 62.203 64.288 61.340 66.845 

2021 65.955 67.729 65.440 71.985 

2022 69.947 71.235 69.693 77.383 

2023 74.138 74.803 74.223 83.187 
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Figure 53. Peak Power Demand Forecast of ANN, ARIMA Model and MENR
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4.6 Electricity Consumption by Sector 

 

 

Electrical consumption by sector is an important factor which determines electricity price for 

different sectors. Electricity consumption of sectors shows development of different sectors 

and socio-demographic conditions of a community. In Table 34 net electricity consumption 

of Turkey between 1970 and 2010 by sector is shown [27].  In Table 35 percentages of 

electricity consumptions by sector are given. 

 

Table 34. Net Electrical Energy Demand by Sector [27] 

Year 
Residence 

(GWh) 

Commerce 

(GWh) 

Government 

Agency  

(GWh) 

Industry 

(GWh) 

General  

Illumination 

(GWh) 

Other 

(GWh) 

Total 

(GWh) 

1970 1.161,9 348,9 301,8 4.689,7 193,0 612,5 7.307,8 

1975 2.359,1 659,4 495,9 8.745,3 250,6 981,4 13.491,7 

1980 4.387,1 1.146,7 609,2 13.007,9 289,5 957,8 20.398,2 

1985 5.634,3 1.620,5 891,5 19.607,7 407,3 1.547,3 29.708,6 

1990 9.162,3 2.557,8 1.463,3 29.211,8 1.231,4 3.193,4 46.820,0 

1995 14.492,5 4.195,2 3.011,6 38.007,4 3.105,9 4.581,2 67.393,8 

2000 23.887,6 9.339,4 4.107,9 48.841,7 4.557,7 7.561,4 98.295,7 

2005 30.935,0 18.543,8 4.662,7 62.294,2 4.143,0 9.684,1 130.262,8 

2010 41.410,7 27.732,0 7.102,0 79.330,7 3.768,3 12.707,0 172.050,6 

 

Table 35. Net Electrical Energy Demand by Sector (%) 

Year 
Residence 

(%) 

Commerce 

(%) 

Government 

Agency  

(%) 

Industry 

 (%) 

General 

Illumination 

(%) 

Other (%) 

1970 15,9 4,8 4,1 64,2 2,6 8,4 

1975 17,5 4,9 3,7 64,8 1,9 7,3 

1980 21,6 5,6 3,0 63,8 1,4 4,7 

1985 19,0 5,5 3,0 66,0 1,4 5,2 

1990 19,6 5,5 3,1 62,4 2,6 6,8 

1995 21,5 6,2 4,5 56,4 4,6 6,8 

2000 24,3 9,5 4,2 49,7 4,6 7,7 

2005 23,7 14,2 3,6 47,8 3,2 7,4 

2010 24,1 16,1 4,1 46,1 2,2 7,4 
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As shown in the Table 35 from 1970 to 2010 industrial electricity consumption percentage 

decreases from %64,2 to %46,1. On the other hand residential consumption percentage 

increases from %15,9 to %24,1. Consumption in commerce increases from %4,8 to %16,1. 

In Turkey industrial and residential consumers are the biggest consumers. In 1970 electricity 

consumption of industrial sectors was almost four times more than residential consumption. 

But in 2010 industrial consumption is two times more than residential consumption. This 

shows that the importance of electricity for residential consumers and commercial consumers 

increases over the period 1970-2010. For determining a long term price policy for different 

sectors, load forecasting of different sectors is very important. In Table 36 and Figure 54 net 

electricity demand forecast by sector is shown.   

 

 

Table 36. Net Electrical Energy Demand Forecast by Sector  

 

Year 
Residence 

(GWh) 

Commerce 

(GWh) 

Government 

Agency 

(GWh) 

Industry 

(GWh) 

General  

Illumination 

(GWh) 

Other 

(GWh) 

Total 

(GWh) 

2013 49.988 36.455 8.507 110.352 4.038 12.654 221.994 

2014 52.998 39.585 8.924 116.756 4.086 13.218 235.567 

2015 56.111 42.824 9.350 123.248 4.133 13.258 248.924 

2016 59.315 46.174 9.787 129.830 4.180 13.720 263.006 

2017 62.616 49.633 10.235 136.501 4.225 13.914 277.124 

2018 66.012 53.202 10.693 143.261 4.270 14.343 291.781 

2019 69.502 56.882 11.161 150.110 4.313 14.641 306.609 

2020 73.088 60.671 11.639   157.048 4.355 15.074 321.875 

2021 76.769 64.571 12.128 164.075 4.397 15.448 337.388 

2022 80.544 68.580 12.628 171.191 4.437 15.905 353.285 

2023 84.415 72.700 13.137 178.396 4.476 16.342 369.466 
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Table 37. Net Electrical Energy Demand Forecast by Sector (%) 

Year 
Residence 

(GWh) 

Commerce 

(GWh) 

Government 

Agency 

(GWh) 

Industry 

(GWh) 

General  

Illumination 

(GWh) 

Other 

(GWh) 

2013 22,52 16,42 3,83 49,71 1,82 5,70 

2014 22,50 16,80 3,79 49,56 1,73 5,61 

2015 22,54 17,20 3,76 49,51 1,66 5,33 

2016 22,55 17,56 3,72 49,36 1,59 5,22 

2017 22,59 17,91 3,69 49,26 1,52 5,02 

2018 22,62 18,23 3,66 49,10 1,46 4,92 

2019 22,67 18,55 3,64 48,96 1,41 4,78 

2020 22,71 18,85 3,62 48,79 1,35 4,68 

2021 22,75 19,14 3,59 48,63 1,30 4,58 

2022 22,80 19,41 3,57 48,46 1,26 4,50 

2023 22,85 19,68 3,56 48,28 1,21 4,42 
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Figure 54. Net Electrical Energy Demand Forecast by Sector
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4.7 Electricity Generation Capacity Projection 

 

 

In this part energy and peak power production capacity of Turkey will be examined. In 

Appendix A, the development rates of new plants are shown. In Table 38 and Table 39 

developments of energy and peak power generation capacities are shown respectively. In 

these tables only the plants with certain construction time are considered.  In Figure 55 and 

Figure 56 the developments of energy and peak power production capacities are compared 

with demand forecast obtained from ARIMA and ANN. As shown in Figure 55 from point 

of reliable electrical energy production there will be deficit in Turkey starting from 2020. In 

Figure 56 it’s seen that from point of reliable peak power production capacity there will be 

deficit starting from 2017. To prevent electricity deficit, plants with uncertain construction 

time should start to produce energy stating from 2017.  

In Table 40 and Table 41 it’s considered that plants with uncertain operation date will be 

start to produce energy in period 2017-2023. Total capacity of plants with uncertain 

operation date is equally distributed in period 2017-2023.  In Figure 57 it’s seen that from 

point of reliable energy production capacity there won’t be any problem in Turkey but in 

Figure 58 it’s seen that reliable peak power generation capacity is very close to peak power 

demand. Peak power demand exceeds, reliable peak power production capacity starting from 

2020. To prevent future problems new plants should start to produce energy starting from 

2020.  

For a reliable system there should be % 15 security margins between forecasts and reliable 

production capacities. In Turkish Electrical System, reliable peak power production capacity 

is very close to demand on the next ten year. Reliable production capacity should be around 

86.000MW in 2023.  
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Table 38. Development of Reliable Energy Production Capacity10 

Year 
Thermal     

(GWh) 

Hydraulic    

(GWh) 

Wind and 

Other 

Renewable     

(GWh) 

Total Reliable 

Production    

(GWh) 

2012 214.252 56.661 6.927 277.840 

2013 217.097 59.895 7.943 284.935 

2014 233.085 70.003 8.727 311.815 

2015 263.477 79.281 9.029 351.787 

2016 278.117 92.412 9.029 379.558 

2017 278.117 93.991 9.029 381.137 

2018 278.117 95.547 9.029 382.693 

2019 278.117 95.547 9.029 382.693 

2020 278.117 95.547 9.029 382.693 

2021 278.117 95.547 9.029 382.693 

2022 278.117 95.547 9.029 382.693 

2023 278.117 95.547 9.029 382.693 

Table 39. Development of Peak Power Production Capacity11 

Year 
Thermal     

(MW) 

Hydraulic    

(MW) 

Wind and 

Other 

Renewable     

(MW) 

Total 

Production    

(MW) 

Reliable 

Production     

(MW) 

2012 35.029 19.620 2.423 57.072 42.063 

2013 35.310 20.597 2.665 58.572 42.877 

2014 36.800 23.515 3.135 63.450 45.818 

2015 40.858 26.163 3.151 70.172 50.799 

2016 42.435 29.957 3.151 75.543 54.115 

2017 42.435 30.468 3.151 76.054 54.371 

2018 42.435 30.926 3.151 76.512 54.600 

2019 42.435 30.926 3.151 76.512 54.600 

2020 42.435 30.926 3.151 76.512 54.600 

2021 42.435 30.926 3.151 76.512 54.600 

2022 42.435 30.926 3.151 76.512 54.600 

2023 42.435 30.926 3.151 76.512 54.600 

                                                 

10 The plants with certain construction time are considered 

11 The plants with certain construction time are considered 
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Table 40. Development of Reliable Energy Production Capacity12 

Year 
Thermal     

(GWh) 

Hydraulic    

(GWh) 

Wind and 

Other 

Renewable     

(GWh) 

Total Reliable 

Production    

(GWh) 

2012 214.252 56.661 6.927 277.840 

2013 217.097 59.895 7.943 284.935 

2014 233.085 70.003 8.727 311.815 

2015 263.477 79.281 9.029 351.787 

2016 278.117 92.412 9.029 379.558 

2017 295.367 94.427 12.208 402.002 

2018 312.618 96.419 15.388 424.425 

2019 329.868 96.855 18.568 445.291 

2020 347.118 97.291 21.747 466.156 

2021 364.369 97.727 24.927 487.023 

2022 381.619 98.163 28.106 507.888 

2023 398.870 98.598 31.286 528.754 

 

Table 41. Development of Peak Power Production Capacity13 

Year 
Thermal     

(MW) 

Hydraulic    

(MW) 

Wind and 

Other 

Renewable     

(MW) 

Total 

Production    

(MW) 

Reliable 

Production     

(MW) 

2012 35.029 19.620 2.423 57.072      42.063     

2013 35.310 20.597 2.665 58.572      42.877     

2014   36.800 23.515 3.135 63.450      45.818     

2015 40.858 26.163 3.151 70.172      50.799     

2016 42.435 29.957 3.151 75.543      54.115     

2017 44.712   30.599 4.091 79.402      56.768     

2018 46.989   31.187   5.032 83.208      59.393     

2019   49.266 31.318 5.973 86.557      61.790     

2020 51.543 31.449 6.913 89.905      64.187     

2021 53.819 31.579 7.854 93.252      66.583     

2022 56.096 31.710 8.794 96.600      68.980     

2023 58.373 31.841 9.735 99.949      71.377     

                                                 

12 All  licensed plants are considered  

13 All licensed plants are considered 
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Figure 55. Electrical Energy Production Capacity vs Energy Demand Forecast14 

                                                 

14 The plants with certain construction time are considered 
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Figure 56. Peak Power Production Capacity vs Peak Power Demand Forecast15 

                                                 

15 The plants with certain construction time are considered 
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Figure 57. Electrical Energy Production Capacity vs Energy Demand Forecast16 

 

                                                 

16 All licensed plants are considered 
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Figure 58. Peak Power Production Capacity vs Peak Power Demand Forecast17

                                                 

17 All licensed plants are considered 
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CHAPTER 5 

 

 

CONCLUSION AND FUTURE WORK 

 

 

 

In this thesis electrical energy and peak power demand forecasting study for Turkey between 

2013 and 2023 is done. Then electrical energy and peak power production capacities are 

investigated. Results are compared to see supply demand balance of Turkey in long term. 

There are two fundamental methods for long term forecasting. First one is artificial neural 

network based method; and second one is time series method. In this thesis both artificial 

neural network method and time series method are used and their results are compared.  

In the first part of the thesis general overview of the Turkish Electricity Market is examined. 

Then importance of making long term plans in electrical energy policy is discussed. Turkish 

Electricity Market is one of the fastest growing electricity markets in the world. To provide 

security of the supply in Turkey, reducing the dependency of the country to imported 

resources; Turkey should make long term plans in electrical energy policy. Turkey’s 

electrical energy generation is highly dependent on natural gas. Percentage of electricity 

production from natural gas in Turkey is %43,2 which is two times more than world average 

(%21,4). Turkey imports %98 of its gas and this situation causes threats against Turkish 

energy security and Turkey’s political independence.  

In planning of electrical energy policy, the first step is forecasting electricity demand in long 

term. Electrical energy forecasting is very important on electrical energy investments. 

Overestimation of electrical energy demand causes overinvestment and construction of 

thermal generators to supply urgent need of electrical energy which increases the 

dependency of country to the imported resources.  Turkey has significant amount of local 

energy resources and most of these resources are renewable energy resources. If Turkey 

supports R&D studies on energy, new job opportunities can be open for the young 

generation and the dependency of the country to the imported resources can be reduced.  

In second part of the thesis the fundamentals of artificial neural network (ANN) is examined. 

ANN is an artificial intelligence based method. It simulates the operation of human brain. It 

learns from the examples and adjusts the synaptic coefficients according to the learning rule. 

ANN has some advantages and disadvantages. It can solve highly nonlinear problems which 

are not easy to model mathematically. But there is no guarantee for an optimum solution and 

the behavior of ANN cannot be explained. It does not give a closed formula for the solution; 

it’s like a black box, takes the inputs and generates outputs.  
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In third part of the thesis time series method is examined. Time series method uses observed 

data in the past to forecast the future values. If the data is stationary AR, MA or ARMA 

processes can be used. If the data is nonstationary ARIMA processes should be used. Firstly 

non stationary data should be turned into stationary by applying difference operator. In time 

series method a closed formula is obtained which uses the past values to forecast the next 

value. 

In forth part of the thesis forecasting case studies are done using ANN and ARIMA method. 

Forecasted electrical energy demand in 2023 by using ANN is 454,3TWh, electrical energy 

demand forecast by using ARIMA is 439,5TWh. Forecasting results are very close to each 

other and there is a difference of %3,26. Forecasted peak power demand in 2023 by using 

ANN is 74.138MW, and peak power demand forecast by using ARIMA is 74.803MW. 

There is a difference of %0,89 which is a quite low value. By comparing forecast results of 

two different methods, it can be said that the forecasts are successful because completely 

different methods give almost the same result. 

In ARIMA modeling, to make forecasting statistical information such as GPD, IIP, 

population is not necessary. ARIMA modeling takes the past values of the data and finds the 

relationship between past values of the data with future values. It gives a mathematical 

formula which can be used in long term forecasting. In cases, when reliable statistical data 

such as GPD, IIP, and population does not exist; ARIMA modeling should be used for 

forecasting. When ANN is trained with wrong statistical data, forecasted outputs will be 

wrong. 

ANN method is generally used in short term forecasting applications. ANN requires past 

statistical data. It can form nonlinear relationship between input data and output such as 

relationship between temperature, humidity and electrical energy demand. In these cases 

ANN can be used to model the nonlinear relationship between input and output. ANN is not 

very popular in long term forecasting application because it is not easy to access reliable 

statistical data to train the network. Since ANN is a black box, it gives output according to 

the input values; if statistical data is wrong, ANN will give incorrect outputs. In the thesis; 

GDP, IIP and population are used as input of ANN. For better forecasting number of 

factories, number of hotels can be added as input. But in Turkey’s situation it is not easy to 

access reliable statistical data for long term forecasting (past 30 years data).  This reduces 

usage of ANN in long term forecasting applications.  

When the forecasting results are compared with forecasts made by MENR it’s seen that 

forecasted electrical energy demand with ANN and ARIMA method is lower than electrical 

energy demand forecast made by MENR. It’s seen that MENR uses similar increment rates 

for forecasting energy demand and peak power demand. On the other hand from the average 

increment rates of past ten years, it’s seen that the average increment rate of peak power 

demand (%6,06) is higher than the average increment rate of electrical energy demand 

(%5,48). Since MENR uses similar increment rates for forecasting, MENR’s electrical 

energy demand forecast is higher than expected. 
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After forecasting electrical energy and peak power demand, electrical energy forecast by 

sector is done. It’s seen that residential and commercial usage of electricity highly increases 

from 1970 to 2010. As shown in the forecast results this increase will continue in 2013-2023 

period. It can be said that the residential and commercial electricity price will increase in the 

period 2013-2023. 

Finally development of electrical energy production capacity and peak power production 

capacity are examined. According to development rates of new plants (with certain operation 

time), electrical deficit from point of reliable peak power generation is expected starting 

from 2017. From point of reliable electrical energy generation, deficit is expected starting 

from 2020. To prevent possible problems in near future, licensed plants with uncertain 

operation dates should start to produce energy starting from 2017. If all licensed plants are 

considered and plants with uncertain operation dates will start to produce energy starting 

from 2017 there won’t be any problem from point of reliable electrical energy generation but 

reliable peak power generation capacity is still very close to peak power demand. Peak 

power demand exceeds peak power generation capacity starting from 2020. To prevent 

possible problems, plants with uncertain construction time should start operation from 2017. 

New generations should be constructed to satisfy supply demand balance after 2020.  

For a reliable electrical system there should be a minimum %15 security barrier between 

reliable production capacity and demand forecast. Every long term forecasts are inaccurate 

so demand can be higher than expected. Production of hydraulic and wind generators highly 

dependent on weather conditions. They may produce less energy than expected. Moreover 

there should be spare generation reserve to service when there is a fault in the system.  To 

increase reliability of the electrical system and prevent possible blackouts during high power 

demand periods new generators should be constructed. In 2023 Turkey’s reliable electrical 

energy production capacity should exceed 525TWh, and reliable peak power production 

capacity should exceed 86.000MW. Old plants which are not economical to operate should 

be renewed.  

To ensure security of Turkish Electrical System and to guide the new investors, EMRA 

should regularly obtain and publish expected construction time of licensed plants and 

development rate of constructions. In the web site of EMRA there is a list of licensed plants 

and development rate of the constructions [28]. But there is not any information about 

completion time of the constructions.  For new investors it is very important to know what 

will be the total electrical energy production capacity of Turkey in the next ten year. If the 

demand exceeds the production capacity, electricity price can highly increase. If the total 

production capacity will be much more than demand; because of the competition in the 

market, electricity price will decrease. The future development of supply demand curve 

influences on electricity price. For investors electricity price is very important because it 

determines the payback time of the plant. EMRA is the only institution which has power of 

taking actual information about the licensed plants. EMRA should publish the actual 

completion times of constructions for licensed plants. 
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As a future work, long term electrical energy price forecasting can be done. In a competitive 

market electrical energy price is very important. It’s like a signal for new investments. In the 

case of electrical energy deficit, electrical energy price increases and this mechanism gives a 

signal for new investments. For investors, electrical energy price forecasting is very 

important because payback time of the plant depends on the electricity price. For electricity 

price forecasting ANN and ARIMA method can be used together. For ANN; natural gas 

price, spare supply reserve, electrical energy demand and peak power demand can be used as 

input.   
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APPENDIX A 

 

 

DEVELOPMENT RATES AND OPERATION TIMES OF NEW PLANTS [28] 

 

 

 

Table 42. Thermal Plants 
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Table 42. Thermal Plants (continued) 
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Table 42. Thermal Plants (continued) 
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Table 42. Thermal Plants (continued) 
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Table 42. Thermal Plants (continued) 
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Table 42. Thermal Plants (continued) 
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Table 42. Thermal Plants (continued) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   

100 

 

 

Table 43. Hydrolytic Plants 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 

 

 

 



   

120 

 

 

Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 43. Hydrolytic Plants (continued) 
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Table 44. Other Renewable Plants 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 
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Table 44. Other Renewable Plants (continued) 

 




