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ABSTRACT

BATCH MODE REINFORCEMENT LEARNING FOR CONTROLLING GENE REGULATORY NETWORKS AND MULTI-MODEL GENE EXPRESSION DATA ENRICHMENT FRAMEWORK

ŞİRİN, UTKU
M.S., Department of Computer Engineering
Supervisor: Prof. Dr. Faruk Polat

July 2013, 132 pages

Over the last decade, modeling and controlling gene regulation has received much attention. In this thesis, we have attempted to solve (i) controlling gene regulation systems and (ii) generating high quality artificial gene expression data problems. For controlling gene regulation systems, we have proposed three control solutions based on Batch Mode Reinforcement Learning (Batch RL) techniques. We have proposed one control solution for fully, and two control solutions for partially observable gene regulation systems. For controlling fully observable gene regulation systems, we have proposed a method producing approximate control policies directly from gene expression data without making use of any computational model. Results show that our proposed method is able to produce approximate control policies for gene regulation systems of several thousands of genes just in seconds without loosing significant performance; whereas existing studies get stuck even for several tens of genes. For controlling partially observable gene regulation systems, first, we have proposed a novel Batch RL framework for partially observable environments, Batch Mode TD(λ). Its idea is to produce approximate stochastic control policies mapping observations directly to actions probabilistically without estimating actual internal states of the regulation system. Results show that Batch Mode TD(λ) is able to produce successful stochastic policies for regulation systems of several thousands of genes in seconds; whereas existing studies cannot produce control solution for regulation systems of several tens of genes. To our best knowledge, Batch Mode TD(λ) is the first framework for solving non-Markovian decision tasks with limited number of experience tuples. For controlling partially observable gene regulation systems, secondly, we have proposed a method
to construct a Partially Observable Markov Decision Process (POMDP) directly from gene expression data. Our novel POMDP construction method calculates approximate observation-action values for each possible observation, and applies hidden state identification techniques to those approximate values for building the ultimate POMDP. Results show that our constructed POMDPs perform better than existing solutions in terms of both time requirements and solution quality. For generating high quality artificial gene expression data, we have proposed a novel multi-model gene expression data enrichment framework. We have combined four gene expression data generation models into one unified framework, and tried to benefit all of them concurrently. We have sampled from each generative models separately, pooled the generated samples, and output the best ones based on a multi-objective selection mechanism. Results show that our proposed multi-model gene expression data generation framework is able to produce high quality artificial samples from which inferred regulatory networks are better than the regulatory networks inferred from original datasets.
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CHAPTER 1

INTRODUCTION

Genes are meaningful and functional molecular units of DNAs or RNAs as shown in Figure 1.1. A Gene regulation system is a system composed of a set of interacting genes that are regulating each other. Many cellular activities are accrued through the interactions of genes that are regulating each other. The basic idea for modeling a gene regulation system is to represent the system as a Gene Regulatory Network (GRN), where each node corresponds to a gene, and each edge corresponds to an interaction between genes. Hence, GRNs model gene regulation in terms of multivariate interactions among the genes. Figure 1.2 shows an example GRN which is a sub-network extracted from yeast cell cycle pathway obtained from KEGG [72]. There are different approaches for modeling gene regulation such as Bayesian networks, Boolean networks, and ordinary differential equations [31]. The idea is to understand the mathematical relationships between the genes. One of the major goals of modeling gene regulation, on the other hand, is to predict the behavior of the cellular system and to control it for developing therapies or drugs that would intervene the system dynamics. By designing intervention strategies, gene regulation systems can be controlled and prevented from
Figure 1.2: An example Gene Regulatory Network extracted from yeast cell cycle pathway
falling into diseased absorbing states.

In this thesis, we have attempted to solve two major problems, controlling gene regulation systems and generating high quality artificial gene expression samples. Controlling a gene regulation system means to control the state of the system by intervening a specific set of genes, namely action genes. To illustrate, it may be the case that a laboratory specialist tries to keep deactivated a specific set of genes, which we name as target genes, by suppressing the specified action genes. Figure 1.3 shows a subnetwork of E. coli network which we automatically extracted by the tool GeneNetWeaver (GNW) [58]. Blue arrows indicate up regulating, red arrows indicate down regulating effects. Genes cueR and modA are selected as action genes, and gene modB is selected as target gene. The goal of the control problem is to control expression value of modB by externally activating cueR and deactivating modA. Observe that the action applied to gene cueR up regulates expression value of cueR, whereas the action applied to gene modA down regulates expression value of modA. As a real life biological correspondence of control studies, gene regulation system of melanoma dataset presented in [5] is one of the good examples. It is reported that gene WNT5A has a significant effect on metastasizing of melanoma. Hence, a control policy for the regulation system of melanoma keeping deactivated WNT5A may considerably reduce the metastasis effect of melanoma [5, 12]. We have tried to provide control solutions for keeping WNT5A deactivated in Chapter 3, Chapter 4, and Chapter 5.

Figure 1.3: Controlling a GRN
We have proposed three solutions for controlling gene regulation systems, one solution for controlling fully observable gene regulation systems, and two solutions for controlling partially observable gene regulation systems. Fully observable gene regulation system means to be able to observe all genes in the regulation system. Observing a gene in a gene regulation system corresponds to be able to measure expression value of that gene during the experiments in the laboratory. For controlling fully observable gene regulation systems, we have proposed to obtain a control policy directly from available gene expression data without making use of any computational model. A control policy is a sequence of actions that should be applied to the gene regulation system so that, at the end, the state of the system will be one of the desirable states. Existing works for this control task firstly construct a computational model from gene expression data, mostly a Probabilistic Boolean Network (PBN), and then try to control the constructed computational model \cite{12, 51, 22}. However, time series gene expression data can actually be interpreted as a series of experiences collected from the gene regulation system. A gene regulation system is not different than any dynamic system who has a transition dynamics between its states, and reacts to applied actions probabilistically, which perfectly fits to the framework of Markov Decision Processes (MDPs) explained in Chapter 2, Section 2.1. Hence, it is highly suitable to think the gene regulation system as an environment, and the specialist in the laboratory as an agent, in which agent applies actions to the selected genes in the regulation system, observes the state transitions in the system, and thereby gathers some experiences from the environment. Hence, in our work, we have treated available gene expression data as if they were generated by applying some actions to the actual gene regulation system, and converted the gene expression data into a series of experiences collected from the environment. Once we have done the conversion of gene expression samples into a series of experiences, we can directly use those experiences to obtain an approximate control policy based on Batch Mode Reinforcement Learning (Batch RL) techniques. Batch RL basically produces generalized and approximate control policies from limited number of available experiences. Thereby, since we are not dealing with any computational model, we are able to benefit from great reduction on time and space requirements. Results show that our proposed Batch RL based method is able to produce approximate policies for regulation systems of several thousands of genes just in seconds; whereas existing studies cannot solve the control problem even for several tens of genes. We have also measured the quality of our produced control policies with respect to the control policies generated by existing works. We have done the comparison by applying the produced policies to a constructed PBN, separately, and checking the probability distribution of the controlled PBNs. We expect to shift probability mass from undesirable states to desirable states. The results show that our generated approximate policies shift the probability mass almost as successfully as the ones generated by existing optimal solutions.

Partially observable gene regulation system, on the other hand, means to be able to observe only a set of genes in the regulation system. The main problem for controlling
partially observable gene regulation systems is that we do not know the actual internal states of the regulation system, but only a set of observations having a probabilistic relationship with the actual internal states. For solving the control problem of partially observable gene regulation systems, we have proposed two methods. The first method skips the internal state estimation phase, and produces approximate stochastic policies mapping probabilistically observations directly to actions. We have interpreted time series gene expression data produced as a sequence of observations from the gene regulation system we want to control, and obtained a generalized and approximate control policy directly from those observations. In order to do this, we benefit from the ideas of Jaakkola et al. (1994), Singh et al. (1994), and Sutton and Barto (1998) (check Section 5.8 and 7.11 for Sutton and Barto (1998)'s book). We have combined Batch RL techniques with Sutton’s TD(λ) algorithm (1988) \[64\], and proposed a novel Batch RL framework for non-Markovian decision tasks, Batch Mode TD(λ). Batch Mode TD(λ) assigns an approximate observation-action value for each possible observation-action pair, and produces stochastic policies based on the ratio of those approximate observation-action values. Since Batch Mode TD(λ) does not deal with any computational model, and skips the internal state estimation of the partially observable environment, it can produce stochastic policies for regulation systems of several thousands of genes in seconds; whereas existing studies cannot solve the control problem even for several tens of genes. To our best knowledge, Batch Mode TD(λ) is the first solution for non-Markovian decision tasks with limited number of available samples. Note that partially observable environment and non-Markovian environment refer to the same concept, and are used interchangeably.

In our second solution for controlling partially observable gene regulation systems, unlike our previous solution Batch Mode TD(λ), we identify the actual internal states of the regulation system we want to control. We have calculated an approximate observation-action value for each possible observation-action pair based on Batch RL methods as we have done in our previous control solutions. Then, we have applied hidden state identification techniques to those approximate observation-action values to identify the actual internal states and their Bayesian relationships with the observations [17] [45] [48] [46]. The idea is that observations having similar observation-action values should be produced from similar internal state dynamics. With respect to the identified internal states, and their identified Bayesian relationships with the observations, we have constructed a Partially Observable Markov Decision Process (POMDP). Results show that our constructed POMDPs are more successful than the previous studies in terms of both solution quality and time requirements.

Here, it is important to note that in all of our control solutions we have assumed the available gene expression data is times series. Though the number of time-series datasets are relatively less with respect to the number of steady-state datasets, we believe our proposed control solutions will encourage to produce time series real life gene expression data, and control the gene regulation systems producing those time
series gene expression data.

Since all our proposed control solutions obtain control policies directly from gene expression data, the number of samples in gene expression datasets are one of the determining factors for our solutions. However, gene expression datasets are generally composed of small number of samples, which restricts not only our control solutions, but also the whole genome research since most of the genome research is driven by gene expression data. Hence, in the second part of this thesis, we have proposed a novel multi-model gene expression data generation framework in order to solve the problem of generating high quality artificial gene expression data. We aimed to mitigate low number of samples problem of gene expression datasets. The idea is, although there are many computational models for gene regulation, none of them is able to capture the biological relationships comprehensively. Hence, instead of trying to improve a single computational model, we have combined different computational models into one framework. Thereby, we aimed to benefit from different computational models concurrently, and provide a robust framework for generating high quality artificial gene expression data. We have used four generative models, Probabilistic Boolean Networks (PBNs), Ordinary Differential Equations (ODEs), Hierarchical Markov Model (HIMM), and Genetic Algorithm (GA). In order to generate $k$ samples from our multi-model framework, we firstly sample from each generative model separately and pool them. The pool of the generated $4k$ samples constitutes a rich set of gene expression samples. We evaluate each of the $4k$ samples with respect to three well-defined metrics and rank them multi-objectively. At the last step, we output the top $k$ samples as the best artificial gene expression samples. Results show that our proposed multi-model framework produces samples that are very close to the original gene expression data, and always carry new information with respect to the generated sample sets. Our multi-model framework works always better than any single model it constitutes, and captures biological relationships that cannot be captured by original gene expression datasets.
CHAPTER 2

BACKGROUND

2.1 Markov Decision Processes

A Markov Decision Process (MDP) is a framework composed of a 4-tuple \((S, A, T, R)\), where \(S\) is the finite set of states; \(A\) is the finite set of actions; \(T(s')|s, a\) is the transition function which defines the probability of observing state \(s'\) by firing action \(a\) at state \(s\); and \(R(s, a)\) is the expected immediate reward received in state \(s\) firing action \(a\). The transition function defines the dynamics of the environment, and the reward function specifies the rewards with respect to the state and action configurations [2]. MDPs define discrete time stochastic control processes flowing in a finite set of states with respect to the applied actions by the agents in the environment. An agent can be anything that can act in the environment and observe state of the environment such as a robot or a specialist in a laboratory environment. Figure 2.1 presents a simple MDP with five states and two actions. If the action fired by the agent is \(a_2\) and state of the system is \(s_1\), for example, then the system in Figure 2.1 gets into state \(s_5\) with probability 0.7, and into state \(s_3\) with probability 0.3. Note that probability values should sum up to 1.0 for each state action pairs. Note also that, in Figure 2.1, state \(s_3\) is an absorbing state, in which the agent cannot escape once it gets in.

The ultimate goal of an MDP is to find the optimal control policy \(\pi^*\), which is a mapping of states to actions, such that for a state \(s\), its associated action \(a\) will result in getting the maximum future rewards after passing through state \(s\). The actions producing maximum future rewards are named as optimal actions, and the function mapping states to their optimal actions is named as the optimal control policy, \(\pi^*: S \rightarrow A\). The optimal policy can actually be found by searching in policy space in a brute-force manner. For each state, there are \(|A|\) actions to apply, and the total number of possible policies are \(|A|^{|S|}\). We run each possible policy for large number of steps, compare the sums of the obtained rewards, and output the policy producing the maximum sum of rewards. However, brute-force search in policy space requires exponential search time in terms of the number of states, which would fail even for MDPs with small number of states and actions. For an MDP with 30 states and 2 actions, for example, there are more than 1 billion possible policies, which is
The optimal control policy of an MDP, however, can also be found by applying the Dynamic Programming algorithm, Value Iteration, shown in Algorithm 1. Value Iteration tries to maximize future rewards in terms of expected return values, where the return, $R_t$, is a specific function of rewards. A simple return function can be just summation of the rewards obtained after passing through state $s$, and applying action $a$ as Equation 2.1 shows [65].

$$R_t = r_{t+1} + r_{t+2} + ... + r_N$$  \hspace{1cm} (2.1)$$

where $N$ is the last step agent takes. Value Iteration keeps an intermediate data structure, namely the state-action function $Q$; and for each state-action pair, it accumulates expected return values in that $Q$ data structure. By accumulating expected return values iteratively in the $Q$ function, Value Iteration converges to find the optimal state-action function $Q^*$, which further provides to find the optimal policy $\pi^*$. The relationship between the expected return values, $E\{R_t|s_t = s, a_t = a\}$, and the state-action function $Q$ is shown in Equations 2.2 to 2.6 [65].
\[ Q(s, a) = E\{R_t|s_t = s, a_t = a\} \]  
\[ = E\{\sum_{k=0}^{\infty} \gamma^k r_{t+k+1}|s_t = s, a_t = a\} \]  
\[ = E\{r_{t+1} + \gamma \sum_{k=0}^{\infty} \gamma^k r_{t+k+2}|s_t = s, a_t = a\} \]  
\[ = r_{t+1} + \sum_{s'} T(s'|s, a) \gamma (E\{\sum_{k=0}^{\infty} \gamma^k r_{t+k+2}|s_t = s, a_t = a\}) \]  
\[ = r_{t+1} + \sum_{s'} T(s'|s, a) \max_{a'} Q(s, a') \]  

Note that since Value Iteration is expected to converge, the discount factor \( \gamma \) where \( 0 \leq \gamma \leq 1 \), is introduced for finding the expected return. Equation 2.1 and Equation 2.3 are same except the the discount factor \( \gamma \). As \( \gamma \) gets close to 1, agent gives more importance to future rewards. As \( \gamma \) gets close to 0, agent gives more importance to immediate rewards. Observe that Equation 2.6 is exactly the same equation Value Iteration applies to update its \( Q \) function in Line 7 of Algorithm 1. This equation is called as the Bellman optimality equation. In order to find the optimal policy \( \pi^* \), Value Iteration iterates over the Bellman equation, and provably converges to find the optimal state-action function \( Q^* \) for sufficiently large number of iterations [2, 65]. Once \( Q^* \) function is found, it easy to find the the optimal policy \( \pi^* \) based on Equation in Line 11 of Algorithm 1.

### Algorithm 1: Value Iteration

1. **Input:** discount factor \( \gamma \), stopping criteria \( \varepsilon \)
2. \( Q \leftarrow 0, q \leftarrow \varepsilon \)
3. while \( |q - Q| \geq \varepsilon \) do
4. \( q \leftarrow Q \)
5. for \( s \in S \) do
6. for \( a \in A \) do
7. \( Q(s,a) \leftarrow r(s,a) + \gamma \sum_{s'} T(s'|s,a) \max_{a'} Q(s,a') \)
8. end
9. end
10. end
11. \( \pi^*(s) = \arg \max_a Q^*(s,a) \)
12. **Output:** \( \pi^* \)

The complexity of Value Iteration is \( |A| \times |S|^2 \), which is linear in terms of number of actions, and quadratic in terms of number of states [42]. Note that \( \max_{a'} Q(s,a') \) stands for the value of state \( s \). It is found by setting the value of the maximizing action as Equation 2.7 shows [65].
\[ V(s) = \max_{a'} Q(s, a') \]  

(2.7)

### 2.2 Reinforcement Learning

Reinforcement Learning (RL) is a framework to find the optimal state-action function, \( Q^* \), without using the model of the environment, which is \( T(s'|s, a) \), the transition function, and \( R(s, a) \), the reward function [65]. Agent in the environment does not know anything about how the environment will react to its actions, and successively interacts with the environment. The idea is to find the optimal state-action function \( Q^* \) based on the reward and state values observed during the interaction with the environment [32]. Figure 2.2 depicts the RL framework.

![Reinforcement Learning框架](image)

**Figure 2.2: Reinforcement Learning framework**

Just like Value Iteration, Q-Learning tries to find the optimal policy \( \pi^* \) by maximizing the expected return values. Again, there is a state-action function \( Q \) which keeps the expected return values for each state-action pairs. Since agent does not know the transition function \( T(s'|s, a) \) of the environment in RL setting, it cannot calculate return values by expectation over all possible next states as in Equation 2.2 to 2.6. Instead, RL algorithms maintain return values by functions that depend only on observed future rewards. One simple return function is to take the average of the obtained rewards after experiencing a specific state-action pair shown in Equation 2.8.

\[
R_t = \frac{r_{t+1} + r_{t+2} + \cdots + r_N}{N - t}
\]

(2.8)

where \( N \) is the last step agent takes. Then, the relationship between the \( Q \) function
and the return values $R_t$ is as shown in Equations 2.9 to 2.15 [65].

\[
Q_N(s, a) = E\{R_t|s_t = s, a_t = a\} = \frac{r_{t+1} + r_{t+2} + ... + r_N}{N - t}
\]

\[
= \frac{r_{t+1} + r_{t+2} + ... + r_{N-1} + r_N}{N - t}
\]

\[
= (N - t - 1)Q_{N-1} + \frac{r_N}{N - t}
\]

\[
= Q_{N-1} - \frac{Q_{N-1}}{N - t} + \frac{r_N}{N - t}
\]

\[
= Q_{N-1} + \frac{1}{N - t}[r_N - Q_{N-1}]
\]

\[
= Q_{N-1} + \alpha[r_N - Q_{N-1}]
\]

where $Q_N$ is the evaluation of the $Q$ function upto the $N^{th}$ step with respect to the observed state $s$ and applied action $a$ at time $t$. Equations 2.9 to 2.15 show how expected return values are accumulated in the $Q$ function incrementally. Equation 2.15 forms the basic update equation for RL algorithms. The general form is $Q_{\text{new}} = Q_{\text{old}} + \text{LearningRate} \cdot [\text{Target} - Q_{\text{old}}]$. This is actually a simple learning equation in which $[\text{Target} - Q_{\text{old}}]$ stands for the error we have in the old $Q$ estimation and $\text{LearningRate}$ determines how much we will get close to the $\text{Target}$ value at each iteration. With respect to how we assigned the $\text{Target}$ and $\text{LearningRate}$ components, the RL algorithm shapes itself. For example, Monte-Carlo value estimation algorithm sets the $\text{Target}$ as the discounted sum of rewards, $\sum_{l=t+1}^{T} \gamma^{l-t}r(s_l, a_l)$; Q-Learning algorithm sets the $\text{Target}$ as the immediate reward plus the expected next state value, $r_{t+1} + \gamma \max_{a'} Q(s'_{t+1}, a')$; and Sarsa algorithm sets the $\text{Target}$ as immediate reward plus the next state-action value, $r_{t+1} + \gamma Q(s_{t+1}, a_{t+1})$ [65].

Algorithm 2 presents Watkin's Q-Learning algorithm (1989) [69]. Observe that Q-Learning has a lot common with Value Iteration. Both algorithms uses the same data structure, namely the $Q$ function, and iteratively updates it to find the optimal state-action $Q^*$ and the optimal policy $\pi^*$. The only and most important difference, however, is that while Value Iteration applies full backup for updating the $Q$ function, Q-Learning applies sample backup. Value Iteration takes all possible next states into account for updating the $Q$ function as Equation in Line 7 of Algorithm 1 and 2.6 show. Q-Learning, on the other hand, considers only the value of the next state $\max_{a'} Q(s', a')$ for updating the $Q$ function since in RL setting agent is assumed to know nothing about the transition function $T(s'|s, a)$ of the environment. However, as it is the case for Value Iteration, Q-Learning provably converges to produce the optimal state-action function $Q^*$ as well. What is done is to start with a randomly selected state as shown in Line 5 and get into the inner update loop for updating the $Q$. At each iteration, Q-Learning firstly decide on the action that the agent should
tak e, applies it to the environment, observes the returned reward and next state values, and lastly updates its $Q$ function based on the equation in Line 14. The algorithm continues by setting the current state $s$ as the next state $s'$.

One important point about Q-Learning is the action-selection mechanism. Most of the time, actions are selected as the ones maximizing the state-action function for current state $s$, i.e., $\arg\max_a Q(s, a)$. However, this way has always the risk of falling into an absorbing state due to an intermediate local maximum. In order to avoid from getting stuck to a local maximum, at some points, agent selects its action randomly instead of selecting the maximizing ones. One of the action selection mechanisms is $\epsilon$-greedy method. $\epsilon$-greedy defines a small probability value $\epsilon$. At each iteration, agent guesses a random floating number between $[0, 1]$. $\mu$ value in Line 7 of Algorithm 2. If $\mu$ is less than the $\epsilon$, agent selects its action randomly. Otherwise, agent follows its usual way to select an action maximizing its state-action function for the current state. $\epsilon$-greedy action selection mechanism is shown between Lines 7 – 12 of Algorithm 2.

---

**Algorithm 2: Q-Learning**

1. **Input:** discount factor $\gamma$, learning rate $\alpha$, $\epsilon$, stopping criteria $\varepsilon$,
2. episode number $E$
3. $Q \leftarrow 0, q \leftarrow \varepsilon$
4. while $|q - Q| \geq \varepsilon$ do
5.  iter $\leftarrow 1, q \leftarrow Q, s \leftarrow$ randomStateSelection
6.  while iter $\leq E$ do
7.    $\mu \leftarrow$ randomFloat$[0, 1]$ // $\epsilon$-greedy action selection
8.    if $\mu < \epsilon$ then
9.      $a \leftarrow$ randomActionSelection
10.  else
11.    $a \leftarrow \arg\max_a Q(s, a)$
12.  end
13.  Take action $a$, observe $R(s, a)$ and $s'$
14.  $Q(s, a) = Q(s, a) + \alpha(r(s, a) + \gamma \max_{a'} Q(s', a') - Q(s, a))$
15.  $s \leftarrow s'$
16.  iter $\leftarrow$ iter + 1
17.  end
18. end
19. $\pi^*(s) = \arg\max_a Q^*(s, a)$
20. **Output:** $\pi^*$
2.3 Batch Mode Reinforcement Learning

Batch Mode Reinforcement Learning (Batch RL) is an extension of classical RL. In Batch RL, the learner directly takes several number of experience tuples that are already collected from the environment. The experience tuples can be collected arbitrarily, even randomly in the exploration stages of the learner [38]. The main idea is to use these limitedly available experience tuples in batch to obtain an approximate and generalized state-action function. Hence, unlike classical RL employing exploration and learning phases consecutively as shown in Figure 2.2, Batch RL clearly separates the exploration and learning phases as Figure 2.3 shows [38, 8, 21]. Learner collects a set of experience tuples without updating its $Q$ function, and then updates the $Q$ function in batch. Note that an experience tuple is a 4-tuple $(s, a, s', r)$, where $s$ is the current state, $a$ is the current action, $s'$ is the next state and $r$ is the immediate reward. Experience tuples are the formal expressions of one step experiences gathered from the environment that the agent interacts with.

There are several Batch RL algorithms. The Experience Replay algorithm presented in [41] assumes the learner experiences again and again what it had experienced before. Hence, it can only know the state-action values of the state action pairs that it had visited before, and have limited application. The Kernel-Based RL in [50] introduces kernel functions to get an approximate and generalized state-action function. Based on the knowledge of the values for experienced state-actions, it finds the values for unexperienced state-actions by applying some kernel functions. Taking the average of the state-action values of the most similar three experience tuples would be an example of a kernel-function application. The Fitted Q Iteration (FQI) algorithm presented in [21], on the other hand, converts the Batch RL problem into a supervised learning problem. The main idea is that it is actually a supervised learning problem to find an approximate and generalized state-action function mapping all possible state action pairs into their state-action values. Since there are different supervised learning algorithms, FQI provides different ways to solve Batch RL problem for different problem domains.

2.3.1 Least-Squares Fitted Q Iteration

In this thesis, we have extensively used one of the Batch RL methods, Least-Squares Fitted Q Iteration (LSFQI) algorithm presented in [8, 21]. All of our proposed solutions for controlling gene regulatory networks, somehow, are making use of LSFQI algorithm.
LSFQI employs parametric approximation to obtain an approximate and generalized state-action function $\hat{Q}$. $\hat{Q}$ is parameterized by an $n$-dimensional vector $\Theta$, where every parameter vector $\Theta$ corresponds to a compact representation of the approximate state-action function $\hat{Q}$ as Equation 2.16 shows.

$$\hat{Q}(s, a) = [F(\Theta)](s, a)$$  \hspace{1cm} (2.16)

The calculation of $[F(\Theta)](s, a)$, on the other hand, is done by utilizing feature values as Equation 2.17 shows.

$$[F(\Theta)](s, a) = [\phi_1(s, a), ..., \phi_n(s, a)]^T \cdot [\Theta_1, ..., \Theta_n]$$  \hspace{1cm} (2.17)

where $\phi_i$ stands for a single feature specific for state $s$, and the action $a$. $\Theta_i$ stands for the parameter corresponding to the $i^{th}$ feature, and $\Theta$ is the parameter vector of $\Theta_i$'s.

LSFQI algorithm, iteratively train the parameter vector $\Theta$ with respect to the defined feature values and calculated state-action values for each experience tuples by using least-squares linear regression. Note that the number of parameters in LSFQI is same as the number of features defined. The overall algorithm is shown in Algorithm 3.

**Algorithm 3: Least-Squares Fitted Q Iteration**

1. **Input:** discount factor $\gamma$,
2. experience tuples $\{(s_i, a_i, r_i, s'_i)|i = 1, ..., N\}$
3. $j \leftarrow 0$, $\Theta_j \leftarrow 0$, $\Theta_{j+1} \leftarrow \epsilon$
4. while $|\Theta_{j+1} - \Theta_j| \geq \epsilon$ do
5.   for $i = 1...N$ do
6.     $T_i \leftarrow r_i + \gamma \max_{a'}[F(\Theta_j)](s'_i, a')$
7.   end
8. $\Theta_{j+1} \leftarrow \Theta^*$,
9. where $\Theta^* \in \arg\min_{\Theta} \sum_{i=1}^{N} (T_i - [F(\Theta)](s_i, a_i))^2$
10. $j \leftarrow j + 1$
11. end
12. **Output:** $\Theta_{j+1}$

We begin with an initial parameter vector $\Theta_0$. At each iteration, LSFQI firstly assigns a target state-action value $T_i$ for each experience tuple. This is achieved by summing immediate reward $r_i$ and the discounted future reward $\gamma \max_{a'}[F(\Theta_j)](s'_i, a')$ for each experience tuple. Note that this equation is same as Equation in Line 14 of Algorithm 2 with learning rate ($\alpha$) as 1. Then, those target values and available feature values are used to train the parameter vector $\Theta$ by using least squares linear regression, which provides the next parameter vector $\Theta_{j+1}$. The algorithm continues with the next iteration by using the same feature values but the refined parameter vector. Once
the parameter vector is converged, the algorithm outputs the parameter vector which

Then, it is easy to find the approximate infinite horizon control policy by taking the

Then, it is easy to find the approximate infinite horizon control policy by taking the

\[ \pi(s) = \arg \max_{a'} [F(\Theta_{j+1})](s, a') \] (2.18)

\[ \pi(s) = \arg \max_{a'} [F(\Theta_{j+1})](s, a') \] (2.18)

\[ \pi(s) = \arg \max_{a'} [F(\Theta_{j+1})](s, a') \] (2.18)

2.4 Partially Observable Markov Decision Processes

A Partially Observable Markov Decision Process (POMDP) is a 6-tuple \((S, O, A, T, \Omega, R)\), where \(S\) is the finite set of states; \(O\) is the finite set of observations; \(A\) is the finite set of actions; \(T(s'|s, a)\) is the transition function which defines the probability of observing state \(s'\) by firing action \(a\) at state \(s\); \(\Omega(o|s)\) is the observation function which defines the probability of observing observation \(o\) at state \(s\); and \(R(s, a)\) is the immediate reward received in state \(s\) firing action \(a\). The transition function and the reward function are same as the ones in Markov Decision Process (MDP). The Observation function, on the other hand, determines the Bayesian relationship between the actual internal states of the system, and the observations that the agent in the environment observes.

POMDPs are actually generalizations of Markov Decision Processes (MDPs). MDP framework models fully observable environments. That is, an agent moving in the state space of an MDP framework always gets complete state information about where it is in the state space. In POMDP framework, however, agent never knows where it is in the state space precisely. Agent only gets some partial state information returned by the environment that is probabilistically related to the actual internal state dynamics of the environment, which we name as observations. Figure 2.4 depicts a POMDP with three states, three observations and two actions. Agent can only observe the observations with respect to the probabilities it is assigned by the observation function \(\Omega\). To illustrate, once an agent applies action \(a_2\) at state \(s_1\) in the POMDP of Figure 2.4 even if it makes a transition from the \(s_1\) to \(s_2\) with probability 1.0, the agent is able to observe only the observations that can be produced from the \(s_2\) which are \(o_2\) and \(o_3\). Enclosed in different boxes in Figure 2.4 in a POMDP setting, internal dynamics of the environment including state transitions are unobservable to the agent.

In a POMDP framework, the aim is to find the optimal control policy maximizing expected discounted sum of rewards just as in the MDP framework. Here, the basic challenge is that the environment is not Markovian in terms of the observations. That is, the environment may seem unchanged after an action application, though its internal state has actually changed. For example, making transition from \(s_1\) to \(s_2\) by applying action \(a_2\) in the POMDP of Figure 2.4 may result in observing the same
observation $o_2$, although the agent makes a transition from $s_1$ to $s_2$. Therefore, we cannot keep a $Q$ function mapping state-action pairs into their expected reward values, and obtain a policy based on the states in the POMDP, which is done by the Value Iteration shown in Algorithm 1. What can be done, however, is that agent can try to build a control policy not over the state-action pairs, but over belief state & action pairs. Belief state is a probability distribution over the set of states representing the belief of the agent on where it is in the state space. For the POMDP in Figure 2.4, an example belief state can be $[0.2, 0.8, 0.0]$ implying that the agent is in $s_1$ with probability 0.2, in $s_2$ with probability 0.8, and certainly not in $s_3$ due to 0.0 probability.

In order to find an optimal control policy in a POMDP setting, we actually solve the MDP whose state space is the space of the belief states of the POMDP. That means, we have an MDP with continuous state space. Hence, instead of keeping a value in a $Q$ as in MDP setting, we keep an $n$ dimensional vector, a hyperplane for each belief state & action pairs, where $n$ is the number of states. Because we multiply belief state vector element by element with the reward values of each state separately. That means the hyperplanes for belief state & action pairs are linear with respect to the belief states $\theta$. Therefore, instead of keeping a discrete $Q$ function, we keep a set of hyperplanes corresponding for each belief state & action pairs. Figure 2.5 presents an example for a two state, two actions belief state POMDP [57, 9]. The $x$-axis shows the probability value of state 1 in the belief state, and the $y$-axis shows the corresponding belief state & action value for each action in the POMDP framework. Here, the value of doing action 1 in state 1 is 3, in state 2 is 1. The value of doing action 2 in state 1 is 1, in state 2 is 2. If probability of state 1 is zero, i.e., the agent is in state 2, the value of doing action 1 is 1. If probability value of state 1 is 1, i.e., the agent is in state 1, the value of doing action 1 is 3. That’s why the red line presenting the value of applying action 1 in Figure 2.5 goes from 1 to 3. For the belief states between $[0, 1]$ and $[1, 0]$, the value of doing action 1 is just the expectation of the reward values with respect to the belief state as Equation 2.19 and the lines in Figure 2.5 shows. The belief state &
action values shown in Figure 2.5 corresponds to horizon 1 values, indeed. Hence, the optimal action for horizon 1 for the POMDP of Figure 2.19 is 2 for belief states having less than \( \sim 0.32 \) probability value for state 1, and is 1 for belief states having more than \( \sim 0.32 \) probability value for state 1. In order to calculate belief state & action values for horizon 2, we will apply the same procedure we have done for horizon 1, indeed. However, instead of using directly the \( R(s, a) \) for calculating the hyperplanes, we will use the already calculated horizon 1 values $[57, 9]$.

\[
\rho(b, a) = \sum_s b(s) \cdot R(s, a) \tag{2.19}
\]

where \( b \) is the belief state.

![Figure 2.5: Belief state & action values](image)

Figure 2.5: Belief state & action values
CHAPTER 3

CONTROLLING GENE REGULATORY NETWORKS: FULL OBSERVABILITY

3.1 Introduction

The control problem for GRNs is defined as controlling the state of the regulation system through interventions of a set of genes. That is, we apply a series of actions to some pre-selected set of genes, and expect the regulation system not to fall into undesirable states. There are several studies in the area of controlling GRNs. They all model gene regulation as a Probabilistic Boolean Network (PBN) and attempt to identify the best intervention strategy over the constructed PBN [60]. The study described in [12] tries to find an optimal finite horizon intervention strategy for PBNs so that at the ultimate horizon, the system achieves the highest probability of being in a desirable state. The study in [51] finds optimal infinite horizon intervention strategy by formulating the control problem as a Markov Decision Process (MDP) and then solving the problem with the help of the Value Iteration algorithm. They showed that the optimal policy can shift the probability mass from undesirable states to desirable ones in the constructed PBN. The study in [22, 23] applies Reinforcement Learning (RL) techniques to obtain an approximate control policy of the constructed PBN. Note that an infinite horizon control policy corresponds to a control policy mapping states into their optimal actions without depending on the time step that the action applied. To illustrate, a finite horizon policy assigns optimal actions to the states with respect to the time steps that the actions are applied. An optimal action found by a finite horizon policy may not be the optimal action for an infinite horizon policy since it may result in getting into bad states in future. Similarly, an optimal action found by an infinite horizon policy may not be the optimal action for a finite horizon policy since it may result in getting into bad states unnecessarily in the time window of the specified finite horizon [32].

The basic and most important problem with the existing solutions for controlling GRNs is that none of them can solve the control problem for systems with more than several tens of genes due to their exponential time and space requirements. The finite horizon study of [12] builds a finite horizon MDP, and the infinite horizon study of [51] builds an
infinite horizon MDP over the PBN. Both require exponential time and space in terms of the number of genes. A 30-gene system, for example, requires dealing with more than 1 billion states which is highly infeasible even to keep in the memory. Although the study in [22] proposes an approximate algorithm that runs in polynomial time, it again requires exponential space since they explicitly keep a state-action function $Q$. Besides, their approximate solution still requires to construct a PBN, which already takes $O(d^k \times n^{k+1})$ time and space, where $n$ is the number of genes, $k$ is the maximum number of predictor genes and $d$ is the discretization level of gene expression samples [60]. The study in [22] reports that the construction of the PBN for their 10-gene system takes more than 3 days for $k = 3$ and $d = 2$. Moreover, for the same 10-gene system, it requires almost one hour for their proposed algorithm to produce sufficiently good policies, which is a long time compared to our method.

In this chapter, we propose a novel method to control GRNs making use of Batch Mode Reinforcement Learning (Batch RL) approach. Batch RL provides approximate infinite horizon control policies without requiring the model of the environment. That is, it tries to obtain a generalized control policy based on limitedly available experience tuples collected from the environment. Our idea is that time series gene expression data can actually be interpreted as a sequence of experience tuples collected from the environment. Each sample represents the state of the system, and successive state transitions demonstrate system dynamics. Therefore, instead of modeling gene regulation as a PBN and obtaining a control policy over the constructed PBN, we directly use the available gene expression samples to obtain an approximate control policy for gene regulation using Batch RL. Using this method, we are able to benefit from the great reduction on both time and space since we get rid of the most time consuming phase, inferring a PBN out of gene expression data and running it for control. Figure 3.1 depicts the two alternative solution methods, where the flow in the box summarizes our proposal. The results show that our method can find policies for regulatory systems of several thousands of genes just in several seconds. Interestingly, the results also show that our approximate control policies have almost the same solution quality compared to that of the existing PBN-based optimal solutions. This means our method is not only much faster than the previous solution alternatives but also provides almost the same solution quality.

![Figure 3.1: Flowchart of control solutions](image-url)
The rest of this chapter is organized as follows. Section 3.2 describes our proposed method for controlling GRNs. Section 3.3 shows the experimental evaluations of our method and Section 3.4 concludes with a discussion.

### 3.2 Batch RL for Controlling GRNs

This section describes our proposed method for solving the GRN control problem. We have used the LSFQI algorithm explained in Section 2.3.1. Figure 3.2 shows the block diagram of our proposed method. First, we convert gene expression data, which is sampled from the gene regulation system that we want to control, into a series of experience tuples. Then, we calculate feature values for each experience tuple to use them in the LSFQI algorithm. Note that as Equation 2.17 shows, feature values depend only on the current state and action values of each experience tuples. Therefore, they do not change over the iterations of LSFQI shown in Algorithm 3. Hence, we calculate them once for each available experience tuples beforehand, and let LSFQI use them. Lastly, we invoke the LSFQI algorithm given in Algorithm 3 and obtain the approximate control policy. Thereby, we obtain a control policy for a gene regulation system directly from the gene expression data without making use of any computational model. In the following subsections, we will describe how we convert the gene expression samples into experience tuples and what features we used with the Batch RL algorithm.

![Figure 3.2: Batch RL for controlling GRNs](image)

#### 3.2.1 Experience Tuples

This section describes how we converted gene expression data into a series of experience tuples, which is one of the most critical steps of our solution. An experience tuple is a 4-tuple \((s, a, s', c)\), where \(s\) is the current state, \(a\) is the current action, \(s'\) is the next state and \(c\) is the immediate cost. It represents one-step state transition in the environment. Here, we explain how each of the four elements of each experience tuple is obtained from the gene expression data. Note that instead of associating reward
values for the desirable states, in our method we have associated cost values for undesirable states as presumed by previous studies [12, 51]. Instead of maximizing reward, this time we will try to minimize the cost [65].

**States:** As all previous studies for controlling GRNs, the state of a GRN is defined by the discretized form of the gene expression sample itself [12, 51, 22]. Hence, the \( i^{th} \) and \( (i + 1)^{th} \) gene expression samples constitute the current state \( s \) and the next state \( s' \) values for the \( i^{th} \) experience tuple. Similar to most of the previous studies, we have used binary discretization [12, 51, 22]. Note that there are \( 2^n \) possible states if the number of genes is \( n \).

**Actions:** The action semantics for a gene regulation system is mostly implemented through reversing the value of a specific gene or a set of genes, i.e., changing its value from 0 to 1 or 1 to 0 [12, 51, 22]. Those reversed genes are named as *input genes* and should be specified in the context of the control problem. If the value of an input gene is reversed, the action is assumed as 1; if it is left as it is the action is assumed to be 0. Hence, there are \( 2^k \) distinct actions given \( k \) input genes. In order to obtain the action values from the gene expression samples, we have checked the absolute value of the difference between the values of the input genes in the successive gene expression samples. For a regulation system of six genes, for example, let the gene expression sample at time \( t \) be 101001 and at time \( t + 1 \) be 011000. If the input genes are the 2\( ^{nd} \) and 5\( ^{th} \) genes, the action value, i.e., \( a \) in the experience tuple, at time \( t \) is 10 in binary representation since the 2\( ^{nd} \) gene has changed its value while the 5\( ^{th} \) gene has not.

**Costs:** The only remaining values to be extracted from the gene expression samples is the cost values, i.e., \( c \) in the experience tuples. Costs are associated with the goal of the control problem. The goal can be defined as having the value of a specific gene as 0 as in [51], or as reaching to a specific basin of attractors in the state space as in [7]. If the state of the regulation system does not satisfy the goal, it is penalized by a constant value. Moreover, applying an action for each input gene also has a relatively small cost to realize it. So, the cost function can be defined as follows:

\[
\text{cost}(s, a) = \begin{cases} 
0 + n \times c & \text{if } \text{goal}(s) \\
\alpha + n \times c & \text{if } \neg \text{goal}(s)
\end{cases}
\] (3.1)

where \( \alpha \) is the penalty of being in an undesirable state, \( n \) is the number of input genes whose action value is 1, and \( c \) is the cost of action to apply for each input gene.

### 3.2.2 Features

This section describes the features that are built from the experience tuples obtained from the gene expression samples. In our study we have defined three feature sets,
which we name as State Features, Gaussian Features, and Distance Features.

**State Features:** In the GRN domain, state values are composed of the discretized forms of gene expression samples, hence they provide a deep insight and rich information about the characteristics of the GRN. Based on this fact, we decided to use the current state values of the experience tuples, i.e., the discretized gene expression samples itself, directly as features, as the first feature set. That is, for each experience tuple, there are exactly as many features as the number of genes and feature values are equal to the binary discretized gene expression values, which can be formulated as below.

$$
\phi_i(s) = \begin{cases} 
0 & \text{if } s(i) == 0 \\
1 & \text{if } s(i) == 1 
\end{cases} \quad (3.2)
$$

where \(0 \leq i \leq n\), \(n\) is the number of genes and \(\phi_i\) is the \(i^{th}\) feature in the feature vector and it is equal to the expression value of the \(i^{th}\) gene in the discretized gene expression sample. So, for a 6-gene regulation system, a state having binary value as 101011 has its feature vector same as 101011.

**Gaussian Features:** As the second feature set, we have used Gaussian kernel as proposed by [8]. Gaussian kernel function is shown in Equation 3.3.

$$
\phi_i(s, s_i) = \exp\left(-\frac{|s - s_i|^2}{2\sigma^2}\right) \quad (3.3)
$$

where \(0 \leq i \leq m\), \(m\) is the number of samples and \(\phi_i\) is the \(i^{th}\) feature in the feature vector. For each experience tuple, we have applied Gaussian kernel to all the other experience tuples and set it as the feature \(\phi_i\). Hence, this time there are exactly as many features as the number of samples, and each has the value of the Gaussian kernel function applied to the current state \(s\) and the \(i^{th}\) state \(s_i\).

**Distance Features:** As the third feature set, we have defined four features manually. Firstly, we have used the Euclidean distance between the state of the current experience tuple and the zero state, which is the state having 000...0 value in binary, as shown by Equation 3.4.

$$
\phi_1(s) = \sqrt{s^2 + 0} \quad (3.4)
$$

Secondly, we have used the Euclidean distance between the state of the current experience tuple and the one state, which is the state having 111...1 value in binary, as shown by Equation 3.5.
\( \phi_2(s) = \sqrt{s^2 + (2^n - 1)} \) \hfill (3.5)

where \( n \) is the number of genes. Thirdly, we have taken the mean of the index values of the 1 bits in the binary state value of the current experience tuple. Lastly, we have taken the mean of the index values of the 0 bits in the binary state value of the current experience tuple. Note that for the third and forth feature values, we assumed the first bit has index value as 1. Through defining those four feature values, we aim to be able to define the characteristics of each experience tuple.

Note that as suggested in [8], we have used different parameter vectors for each possible actions, therefore the action does not affect the feature values in Equation 3.2 to 3.5.

3.3 Experimental Evaluation

This section describes the experimental evaluation of our proposed method for controlling gene regulation systems in terms of its solution quality. Firstly, we will compare solution qualities of our method and the previous work of [51] on controlling GRNs with respect to melanoma and yeast cell cycle microarray datasets [5, 63]. Secondly, we will validate our method on a large scale gene regulation system. Lastly, we present the time requirement of our method, and present how our method is efficient to solve control problems of several thousands of genes just in seconds.

3.3.1 Melanoma Application

This section describes the application of our method to melanoma dataset presented in [5]. Melanoma dataset is composed of 8067 genes and 31 samples. It is reported that the WNT5A gene is highly discriminating factor for metastasizing of melanoma, and deactivating the WNT5A significantly reduces the metastatic effect of WNT5A. Hence, a control strategy for keeping the WNT5A deactivated may mitigate the metastasis of melanoma [5, 12, 51, 22].

We have compared our method with the previous infinite horizon solution for the GRN control problem presented in [51] in terms of their solution qualities. Hence, our experimental settings are the same as that of [51]. We considered a seven-gene subset of the complete melanoma dataset, which are WNT5A, pirin, S100P, RET1, MART1, HADHB, and STC2, in order, i.e., WNT5A is the most significant bit and STC2 is the least significant bit in the state values. We have selected the 2nd gene, pirin, as the input gene. Therefore, there are two possible actions defined in the control problem, reversing the value of pirin, \( a = 1 \), or not reversing it, \( a = 0 \). We also set the cost of applying an action as 1. The goal objective is to have WNT5A deactivated, its...
expression value as 0. We set penalty of not satisfying the goal as 5. Hence, the cost formulation mentioned in Section 3.2.1 can be realized as follows:

\[
\text{cost}(s, a) = \begin{cases} 
0 & \text{if goal(s) and } a = 0 \\
1 & \text{if goal(s) and } a = 1 \\
5 & \text{if } \neg \text{goal(s)} \text{ and } a = 0 \\
6 & \text{if } \neg \text{goal(s)} \text{ and } a = 1 
\end{cases}
\]  

(3.6)

Note that for states \([0 \rightarrow 63]\) WNT5A has the value of 0, and for the remaining states \([64 \rightarrow 127]\) WNT5A is 1 since WNT5A is the most significant bit in the state values. Hence, the states \([0 \rightarrow 63]\) are desirable while states \([64 \rightarrow 127]\) are undesirable. We also set our discount factor in the Algorithm 3 as 0.

Based on these experimental settings, we obtained an approximate control policy from our proposed method and compared it with the optimal policy obtained by the method proposed in [51]. The following subsections show the results for the three features sets we defined in Section 3.2.2, State Features, Gaussian Features, and Distance Features, respectively.

### 3.3.1.1 State Feature Results

This section presents the results for our proposed method adapting Least-Squares Fitted Q Iteration (LSFQI) to control gene regulation based on the first feature set we defined, namely State Features. Figure 3.3 shows the average costs over the iterations of LSFQI when we run LSFQI with the control policy it produced over the iterations and without any control, i.e. choosing the action value as always 0. We see that average cost is always less with control policy than without control. We also see that average cost converges to its ultimate value at the 84th iteration.

Figure 3.4 shows the ultimate cost values for each state after the convergence again with and without control policy. We see that cost values are less with control policy than without control. We also see that costs of the desirable states, the states between 0 – 63 are generally less than the costs of the undesirable states, the states between 64 – 127, which is also consistent with the definition of the problem and our solution. Note that, these cost values are approximate cost values, which is the reason for having negative cost for some states. Because, without approximation it is impossible to obtain a negative cost with the cost formulation we defined in Equation 3.6.

Figure 3.5, on the other hand, compares the two policies obtained from our LSFQI based method and the previous work of [51] on the same plot. We observe that the two policies are almost the same, which actually proves the well-behavior of our LSFQI based method. Because our method computes a control policy directly from gene expression data without making use of any computational method, such as PBN.
Figure 3.3: Average cost over the iterations of LSFQI for State Features

Figure 3.4: Value function after convergence for State Features
However, the policy our proposed method produced is almost same as the one produced by the PBN-based Value Iteration method of [51].

![Figure 3.5: Policy comparison for State Features](image)

Up to now, we have tried to present the transient behavior of our method throughout the learning process. Now, we will give the comparative results of our method and the previous work on controlling GRNs proposed by [51]. Remember that [51] models gene regulation as a PBN and then tries to obtain the infinite horizon optimal control policy of the constructed PBN. They formulate the control problem as an MDP and apply the Value Iteration algorithm. In our comparative experiment, we do the following. First, we have constructed a PBN from the seven-gene melanoma dataset. It is done based on the PBN construction algorithm presented in [60]. Then, we obtained a control policy from the method presented in [51] and from our proposed method separately. Lastly, we applied both of the policies to the same constructed PBN separately and checked the steady-state probability distributions of the controlled PBNs. Note that the method proposed by [51] used the constructed PBN to obtain a control policy. Whereas, our method did not use the constructed PBN, but obtained a control policy directly from the gene expression data as explained in Section 3.2. In fact, our aim is not to control the constructed PBN, but to control directly the gene regulation system that produced the real gene expression data. However, to be able to compare the quality of the two produced policies, we applied the two policies separately to the same constructed PBN and checked the steady-state probability distributions of the controlled PBNs, which is also the way the other studies, e.g., [51, 22, 13] follow.

Figure 3.6 shows the results of the probability distributions. In the left-hand side of Figure 3.6, we see that the steady-state probability distributions are shifted from undesirable states to the desirable states in the controlled PBNs with respect to the uncontrolled PBN. Note that uncontrolled PBN means to run the PBN without any
intervention, i.e., the action value is always 0. If we compare the two probability shifts provided by the policy of our Batch RL based method and provided by the policy of the existing Value Iteration based method, we see that our method is able to shift the probability mass better than the existing method. The probability values of being in the states 39, 53 and 55, which are among the desirable states, are significantly larger for the policy of our method while the other probability values are almost the same. In the right-hand side of Figure 3.6, we sum the probability values of the desirable states for both policies. As it is seen, we get 0.54 for the probability distribution of the uncontrolled PBN; 0.96 for the probability distribution of the PBN controlled by the existing method; and 0.98 for the probability distribution of the PBN controlled by our method.

![Figure 3.6: Steady-state probability distribution for State Features](image)

If we compare the expected costs for the two control solutions, we see that our method is able to reduce the expected cost near to the optimal. The expected cost for a control solution is calculated as the dot product of the steady-state probability distribution of the controlled PBN and the cost function, which is given below (Equation 3.7).

\[ E[C(\pi)] = \sum_{s=1}^{N} p(s) \cdot cost(s, \pi(s)) \]  

(3.7)

where \( N \) is the number of states, \( p(s) \) is the steady-state probability value of state \( s \), \( \pi \) is the produced control policy, and \( cost \) is the cost function defined in Equation 3.6. Remember that uncontrolled PBN refers to the PBN without any intervention, i.e., \( \pi(s) = 0 \) for all the states of the uncontrolled PBN. Figure 3.7 shows the expected costs for uncontrolled and the two controlled PBNs. The expected cost for the uncontrolled PBN is 2.29, for the controlled PBN via Value Iteration is 0.21, and for the controlled PBN via Batch RL is 0.40. Since Value Iteration provably produces the optimal solution with the minimum possible expected cost of 0.21, our method is able to produce a near-optimal solution producing expected cost of 0.40, by requiring much less time.

It is indeed a very interesting result. Because our method has nothing to do with
PBN, but its produced policy is almost the same as the optimal policy. Moreover it works almost as successful as the optimal policy obtained over the constructed PBN itself with the Value Iteration algorithm. Hence, it can be said that instead of building a gene regulation model such as PBN and dealing with complex details of the constructed computational model, a control problem can be solved by using directly the state transitions available in the gene expression data with almost the same solution quality. Moreover, since PBN is the most time consuming part of the available control solutions, it reduces the time requirements of the problem greatly as presented in detail in Section 3.3.4.

3.3.1.2 Gaussian Feature Results

This section presents the results for our proposed method adapting LSFQI to control gene regulation based on the second feature set we defined, namely Gaussian Features. We have done the same experiments with Section 3.3.1.1. Figure 3.8 shows the average costs over the iterations of LSFQI when we run LSFQI with the control policy it produced over the iterations and without any control, i.e. choosing the action value as always 0. We see that average cost is always less with control policy than without control. We also see that average cost converges to its ultimate value at the 7th iteration.

Figure 3.9 shows the ultimate cost values for each state after the convergence again with and without control policy. We see that cost values are less with control policy than without control. We also see that costs of the desirable states, the states between 0 – 63 are generally less than the costs of the undesirable states, the states between 64 – 127, which is also consistent with the definition of the problem and our solution.
Figure 3.8: Average cost over the iterations of LSFQI for Gaussian Features

Figure 3.9: Value function after convergence for Gaussian Features
Figure 3.10, on the other hand, compares the two policies obtained from our LSFQI based method and the previous work of [51] on the same plot. We observe that the two policies are almost the same, which again proves the well-behavior of our LSFQI based method.

Figure 3.10: Policy comparison for Gaussian Features

As comparative results of our proposed LSFQI based method and previous work of [51], we have again checked the steady-state probability distributions of the controlled PBNs with the policy obtained by our LSFQI based method and with the policy obtained by the method of [51]. Remember that the method proposed by [51] used the constructed PBN to obtain a control policy. Whereas, our method did not use the constructed PBN, but obtained a control policy directly from the gene expression data as explained in Section 3.2. We applied the two policies separately to the same constructed PBN and checked the steady-state probability distributions of the controlled PBNs, as the other studies, e.g., [51, 22, 13] follow.

Figure 3.11 shows the results of the probability distributions. In the left-hand side of Figure 3.11, we see that the steady-state probability distributions are shifted from undesirable states to the desirable states in the controlled PBNs with respect to the uncontrolled PBN. If we compare the two probability shifts provided by the policy of our Batch RL based method and provided by the policy of the existing Value Iteration based method, we see that our method and the existing method of [51] shift the probability mass equally. The right-hand side of Figure 3.11 shows the sum of the probability values of the desirable states for both policies. As it is seen, we get 0.54 for the probability distribution of the uncontrolled PBN; 0.96 for the probability distribution of the PBN controlled by the existing method; and 0.96 for the probability distribution of the PBN controlled by our method.
If we compare the expected costs for the two control solutions, we see that our method is able to reduce the expected cost almost optimally. We have again used the expected cost function in Equation 3.7. Figure 3.12 shows the expected costs for uncontrolled and the two controlled PBNs. Remember that uncontrolled PBN refers to the PBN without any intervention, i.e., $\pi(s) = 0$ for all the states of the uncontrolled PBN. The expected cost for the uncontrolled PBN is 2.29, for the controlled PBN via Value Iteration is 0.21 and for the controlled PBN via Batch RL is 0.26. Since Value Iteration provably produces the optimal solution with the minimum possible expected cost of 0.21 [2], our method is able to produce almost optimal solution producing expected cost of 0.26, by requiring much less time.

3.3.1.3 Distance Feature Results

This section presents the results for our proposed method adapting LSFQI to control gene regulation based on the third feature set we defined, namely Distance Features.
We have done the same experiments with Section 3.3.1.1 and 3.3.1.2. Figure 3.13 shows the average costs over the iterations of LSFQI when we run LSFQI with the control policy it produced over the iterations and without any control, i.e. choosing the action value as always 0. We see that average cost is always less with control policy than without control. We also see that average cost converges to its ultimate value at the 119th iteration.

![Figure 3.13: Average cost over the iterations of LSFQI for Distance Features](image)

Figure 3.13: Average cost over the iterations of LSFQI for Distance Features

Figure 3.14 shows the ultimate cost values for each state after the convergence again with and without control policy. We see that cost values are less with control policy than without control. This time costs of the desirable states and undesirable states are similar, which we guess due to the approximation we had. Indeed, this shows our defined third feature set, Distance Features, are not successful enough to capture difference between experience tuples, which will be clearer in the experiments later in this section.

Figure 3.15, on the other hand, compares the two policies obtained from our LSFQI based method and the previous work of [51] on the same plot. We observe that the two policies are almost the same, which again proves the well-behavior of our LSFQI based method. However, we can also observe that there are more difference between the two policies in Figure 3.15 than the differences shown in Figure 3.5 and 3.10.

As comparative results of our proposed LSFQI based method and previous work of [51], we have again checked the steady-state probability distributions of the controlled PBNs with the policy obtained by our LSFQI based method and with the policy obtained by the method of [51]. Remember that the method proposed by [51] used the constructed PBN to obtain a control policy. Whereas, our method did not use the constructed PBN, but obtained a control policy directly from the gene expression data as explained in Section 3.2. We applied the two policies separately to the same constructed PBN and
Figure 3.14: Value function after convergence for Distance Features

Figure 3.15: Policy comparison for Distance Features
checked the steady-state probability distributions of the controlled PBNs, as the other studies, e.g., [51, 22, 13] follow.

Figure 3.16 shows the results of the probability distributions. In the left-hand side of Figure 3.16, we see that the steady-state probability distributions are shifted from undesirable states to the desirable states in the controlled PBNs with respect to the uncontrolled PBN. If we compare the two probability shifts provided by the policy of our Batch RL based method and provided by the policy of the existing Value Iteration based method, we see that our method shift the probability mass worse than that of Value Iteration, but still performing reasonably well. The right-hand side of Figure 3.16 shows the sum of the probability values of the desirable states for both policies. As it is seen, we get 0.54 for the probability distribution of the uncontrolled PBN; 0.96 for the probability distribution of the PBN controlled by the existing method; and 0.90 for the probability distribution of the PBN controlled by our method. Hence, although our defined third feature set, Distance Features, performs reasonably well for shifting the probability mass, it is worse than our defined first and second features sets, State Features and Gaussian Features.

![Figure 3.16: Steady-state probability distribution for Distance Features](image)

If we compare the expected costs for the two control solutions, we see that our method is able to reduce the expected cost close to the optimal. We have again used the expected cost function in Equation 3.7. Figure 3.17 shows the expected costs for uncontrolled and the two controlled PBNs. Remember that uncontrolled PBN refers to the PBN without any intervention, i.e., \( \pi(s) = 0 \) for all the states of the uncontrolled PBN. The expected cost for the uncontrolled PBN is 2.29, for the controlled PBN via Value Iteration is 0.21 and for the controlled PBN via Batch RL is 0.51. Since Value Iteration probably produces the optimal solution with the minimum possible expected cost of 0.21 [2], our method is able to produce a solution that is close to the optimal solution having expected cost of 0.51, by requiring much less time. Note that this results also verifies our conclusion that our defined third feature set performs worse than the first and second feature sets we defined. When we compare with the existing work of [51], however, we can still say that our third feature set performs considerably well since it requires much less time than that of [51] and shifts the probability mass significantly.
3.3.2 Yeast Application

This section describes the application of our method to yeast cell cycle dataset presented in [63]. Yeast cell cycle dataset is composed of 6178 genes and 77 samples. We have again compared our method with the previous infinite horizon solution for the GRN control problem presented in [51] in terms of their solution qualities.

We considered an ten-gene subset of the 25-gene yeast cell cycle dataset used by [3] and [67]. The 25-gene dataset is a subset of the complete yeast cell cycle dataset. The genes are MCM1, CLB5, ACE2, SWI6, MBP1, CTS1, STB1, SWI4, HTA1, and NDD1, in order, i.e., MCM1 is the most significant bit and NDD1 is the least significant bit in the state values. We have selected the 5th gene, MBP1, as the input gene. We set the cost of applying an action as 1. The goal objective is to have MCM1 deactivated, its expression value as 0. We set penalty of not satisfying the goal as 5. Hence, the cost formulation is same as the one shown in Equation 3.6 Note that for states [0 – 511] MCM1 has the value of 0, and for the remaining states [512 – 1023] MCM1 is 1 since MCM1 is the most significant bit in the state values. Hence, the states [0 – 511] are desirable while states [512 – 1023] are undesirable. We also set our discount factor in the Algorithm 3 as 0.9.

Based on these experimental settings, we obtained an approximate control policy from our proposed method and compared it with the optimal policy obtained by the method proposed in [51]. The following subsections show the results for the three features sets we defined in Section 3.2.2 State Features, Gaussian Features, and Distance Features, respectively.
3.3.2.1 State Feature Results

This section presents the results for our proposed method adapting LSFQI to control gene regulation based on the first feature set we defined, namely State Features. Figure 3.18 shows the average costs over the iterations of LSFQI when we run LSFQI with the control policy it produced over the iterations and without any control, i.e., choosing the action value as always 0. We see that average cost is always less with control policy than without control. We also see that average cost converges to its ultimate value at the 34th iteration.

![Graph showing average cost over iterations](image)

Figure 3.18: Average cost over the iterations of LSFQI for State Features

Figure 3.19 shows the ultimate cost values for each state after the convergence again with and without control policy. We see that cost values are less with control policy than without control. We also see that costs of the desirable states, the states between 0 – 511 are generally less than the costs of the undesirable states, the states between 512 – 1024, which is also consistent with the definition of the problem and our solution. Note that the negative values of the costs are again due to the approximation.

![Graph showing ultimate cost values](image)

Figure 3.20 on the other hand, compares the two policies obtained from our LSFQI based method and the previous work of [51] on the same plot. We observe that, although the two policies have common results, they have also significant differences with respect to the results we obtained in Section 3.3.1. We see that for the 453 states of the all 1024 states, the policies have the same values, whereas for the rest 571 states, they have different values. Hence, we can say that for yeast cell cycle dataset our method is not as successful as it is for the melanoma dataset. The comparison between the qualities of the policies will be analyzed in detail later in this section.

As comparative results of our proposed LSFQI based method and previous work of [51],
Figure 3.19: Value function after convergence for State Features

Figure 3.20: Policy comparison for State Features
we have again checked the steady-state probability distributions of the controlled PBNs with the policy obtained by our LSFQI based method and with the policy obtained by the method of [51]. Remember that the method proposed by [51] used the constructed PBN to obtain a control policy. Whereas, our method did not use the constructed PBN, but obtained a control policy directly from the gene expression data as explained in Section 3.2. We applied the two policies separately to the same constructed PBN and checked the steady-state probability distributions of the controlled PBNs, as the other studies, e.g., [51, 22, 13] follow.

Figure 3.21 shows the results of the probability distributions. In the left-hand side of Figure 3.21, we see that the steady-state probability distributions are shifted from undesirable states to the desirable states in the controlled PBNs with respect to the uncontrolled PBN. That shows both of the control policies are working correctly. If we compare the two probability shifts provided by the policy of our Batch RL based method and provided by the policy of the existing Value Iteration based method, we see that our method shifts considerable amount of probability mass to desirable states, but less than the probability shift of the optimal policy. The right-hand side of Figure 3.26 shows the sum of the probability values of the desirable states for both policies. As it is seen, we get 0.28 for the probability distribution of the uncontrolled PBN; 0.56 for the probability distribution of the PBN controlled by the existing method; and 0.41 for the probability distribution of the PBN controlled by our method. Since LSFQI basically applies an approximation over the gene expression data, our method highly depends on the gene expression data we are using. Because all of the features are derived from the data, which indeed limits our method in a sense. Therefore, it is reasonable for our method to have worse performance than the optimal policy. Indeed, if we count the great reduction on time requirements by our method, the performance of 0.41 probability shift is significantly good, which will be clearer by the experiments in Section 3.3.3 and 3.3.4.

![Figure 3.21: Steady-state probability distribution for State Features](image)

Figure 3.22 shows the expected costs for uncontrolled and the two controlled PBNs. We have again used the expected cost function in Equation 3.7. Remember that uncontrolled PBN refers to the PBN without any intervention, i.e., \(\pi(s) = 0\) for all the states of the uncontrolled PBN. The expected cost for the uncontrolled PBN is 3.58,
for the controlled PBN via Value Iteration is 2.28 and for the controlled PBN via Batch RL is 3.57. The cost of 2.28 is the minimum possible cost since it has produced by the Value Iteration, which is provably optimal. Our method, however, can reduce the cost value only 0.01 with respect to the uncontrolled PBN. The main reason for this is that our method produces policies applying more actions than the optimal policy. If we check Figure 3.20, it can be seen that there are much more 1 action’s in the policy of our method than the optimal policy. Hence, our method cannot capture the fact that letting the PBN evolve itself both provides better probability shift and costs less. Yet, since the approximate policy produced by our LSFQI based method shifts probability mass reasonably well, it can still be said that our method is successful.

Figure 3.22: Expected costs for Distance Features

3.3.2.2 Gaussian Feature Results

This section presents the results for our proposed method adapting LSFQI to control gene regulation based on the second feature set we defined, namely Gaussian Features. We have done the same experiments with Section 3.3.2.1. Figure 3.23 shows the average costs over the iterations of LSFQI when we run LSFQI with the control policy it produced over the iterations and without any control, i.e. choosing the action value as always 0. We see that average cost is always less with control policy than without control. We also see that average cost converges to its ultimate value at the 114th iteration.

Figure 3.24 shows the ultimate cost values for each state after the convergence again with and without control policy. We see that cost values are less with control policy than without control. We also see that, for the controlled case, costs of the desirable states, the states between 0 – 511 are generally less than the costs of the undesirable states, the states between 512 – 1024, which is also consistent with the definition of the problem and our solution.
Figure 3.23: Average cost over the iterations of LSFQI for Gaussian Features

Figure 3.24: Value function after convergence for Gaussian Features
Figure 3.25 on the other hand, compares the two policies obtained from our LSFQI based method and the previous work of [51] on the same plot. Once again observe that there is significant difference between the obtained policies. While for 483 of the all 1024 states, the policy values are same, the rest of the 541 states policy values are different. Hence, we can again say that, for yeast cell cycle dataset, our method is not as successful as it is for melanoma dataset with Gaussian Features as well.

![Figure 3.25: Policy comparison for Gaussian Features](image)

As comparative results of our proposed LSFQI based method and previous work of [51], we have again checked the steady-state probability distributions of the controlled PBNs with the policy obtained by our LSFQI based method and with the policy obtained by the method of [51]. We have applied the two policies separately to the same constructed PBN and checked the steady-state probability distributions of the controlled PBNs, as the other studies, e.g., [51, 22, 13] follow.

Figure 3.26 shows the results of the probability distributions. In the left-hand side of Figure 3.26, we see that the steady-state probability distributions are shifted from undesirable states to the desirable states in the controlled PBNs with respect to the uncontrolled PBN. That shows both of the control policies are working correctly. If we compare the two probability shifts provided by the policy of our Batch RL based method and provided by the policy of the existing Value Iteration based method, we again see that our method performs worse than the Value Iteration. The right-hand side of Figure 3.26 shows the sum of the probability values of the desirable states for both policies. As it is seen, we get 0.28 for the probability distribution of the uncontrolled PBN; 0.56 for the probability distribution of the PBN controlled by the existing method; and 0.43 for the probability distribution of the PBN controlled by our method. Since State Features provide to shift the probability mass up to 0.41, we can say that Gaussian Features are more successful for yeast cell cycle dataset. Since our method is approximation of the optimal control policy, we can again say that the
performance of 0.43 probability shift is significantly good in consideration with the great reduction on time requirement of our method.

![Figure 3.26: Steady-state probability distribution for Gaussian Features](image1)

Figure 3.26: Steady-state probability distribution for Gaussian Features

Figure 3.27 shows the expected costs for uncontrolled and the two controlled PBNs. We have again used the expected cost function in Equation [3.7]. The expected cost for the uncontrolled PBN is 3.58, for the controlled PBN via Value Iteration is 2.28 and for the controlled PBN via Batch RL is 3.44. This time, we can reduce the expected cost comparatively better than we have done with State Features. But still, we cannot get close to the optimal expected cost of 2.28. Again, we can say that our method applies unnecessary actions making the expected cost greater than the optimal expected cost. Yet, thanks to the considerable amount of probability shift shown in Figure 3.26 we can say that the approximate policy generated by our method is successful with Gaussian Features, and more successful than it is with State Features.

![Figure 3.27: Expected costs for Gaussian Features](image2)

Figure 3.27: Expected costs for Gaussian Features

### 3.3.2.3 Distance Feature Results

This section presents the results for our proposed method adapting LSFQI to control gene regulation based on the third feature set we defined, namely Distance Features.
We have done the same experiments with Section 3.3.2.1 and 3.3.2.2. Figure 3.28 shows the average costs over the iterations of LSFQI when we run LSFQI with the control policy it produced over the iterations and without any control, i.e. choosing the action value as always 0. This time we see that there is not much difference between the controlled and uncontrolled iterations of LSFQI. That means, the policy obtained by our method with Distance Features includes many 0 actions, which has also been shown in Figure 3.30. Since the optimal policy of the value iteration shown in Figure 3.20, 3.25 and 3.30 has many 0 actions as well, it is reasonable to have many 0 actions in the produced policy, and to have close average cost values in the controlled and uncontrolled iterations of the LSFQI. We also see that average cost converges to its ultimate value at the 130th iteration.

![Figure 3.28: Average cost over the iterations of LSFQI for Distance Features](image)

Figure 3.28: Average cost over the iterations of LSFQI for Distance Features

Figure 3.29 shows the ultimate cost values for each state after the convergence again with and without control policy. We observe that, although cost values of the control policy less than that of without control for some states, it is vice versa for some other states. For 589 states, the cost with the control policy is greater than the cost without control; and for the rest of the 435 states, the cost with the control policy is less than the cost without control. This is an undesired result. Although it is good to have a policy close to the optimal policy, our algorithm is expected to provide less cost values when its produced policy is used to calculate the costs. Hence, from the transient behavior of the learning process of our method with Distance Features, we can say that the approximation is not that much successful with Distance Features.

Figure 3.30 on the other hand, compares the two policies obtained from our LSFQI based method and the previous work of [51] on the same plot. We observe that the two policies has a lot in common with respect to the other features we have used in Section 3.3.2.1 and 3.3.2.2. For 877 states, the two policies has the same value, while for 147 states, they are different.
Figure 3.29: Value function after convergence for Distance Features

Figure 3.30: Policy comparison for Distance Features
As comparative results of our proposed LSFQI based method and previous work of [51], we have again checked the steady-state probability distributions of the controlled PBNs with the policy obtained by our LSFQI based method and with the policy obtained by the method of [51]. We have applied the two policies separately to the same constructed PBN and checked the steady-state probability distributions of the controlled PBNs, as the other studies, e.g., [51, 22, 13] follow.

Figure 3.31 shows the results of the probability distributions. In the left-hand side of Figure 3.31 we see that the steady-state probability distributions are shifted from undesirable states to the desirable states in the controlled PBNs with respect to the uncontrolled PBN, which shows both of the produces policies are working correctly. If we compare the two probability shifts provided by the policy of our Batch RL based method and provided by the policy of the existing Value Iteration based method, we observe that our method performs worse than the Value Iteration, although the produced policies shown in Figure 3.30 has a lot of common actions. The right-hand side of Figure 3.26 shows the sum of the probability values of the desirable states for both policies. As it is seen, we get 0.28 for the probability distribution of the uncontrolled PBN; 0.56 for the probability distribution of the PBN controlled by the existing method; and 0.38 for the probability distribution of the PBN controlled by our method. Since sum of the probability shifts were 0.41 and 0.43 for State and Gaussian Features, respectively, we can say that our method performs worse with Distance Features than State and Gaussian Features. This is an interesting result, indeed. Because the produced policy of Distance Features has the most common actions with the optimal policy with respect to the other defined features, while the shift of the probability mass is the least one. Therefore, we can conclude that, despite the commonality with the optimal policy, Distance Features cannot capture some critical actions making the PBN evolve to the optimal probability distribution having maximum probability mass in desirable states.

Figure 3.31: Steady-state probability distribution for Distance Features

Figure 3.32 shows the expected costs for uncontrolled and the two controlled PBNs. We have again used the expected cost function in Equation 3.7. The expected cost for the uncontrolled PBN is 3.58, for the controlled PBN via Value Iteration is 2.28.
and for the controlled PBN via Batch RL is 3.17. Distance Features can reduce the expected cost comparatively better than the State and Gaussian Features. The main reason for this is to have less 1 actions in the produced policy of the Distance Features as Figure 3.30 shows. But still, we cannot get close to the optimal expected cost of 2.28. Since there is not much difference between the approximate policy produced by our method with Distance Features and the optimal policy, the main reason of high expected cost is to have high probability mass in the undesirable states of the converged PBN, which is shown by 3.31. Thanks to time requirement of our method, the result of our approximate policy produce by Distance Features is still acceptable. However, if it will be applied to yeast cell cycle regulation, utilization of State or Gaussian Features would be better.

Figure 3.32: Expected costs for Distance Features

3.3.3 Large Scale Melanoma Application

This section describes the results of our method on a large scale gene regulation system. We have used a subset of the melanoma dataset presented in [2]. We combined the 10 interacting genes presented in Table 3 of [37] and the 22 highly weighted genes that form the major melanoma cluster presented in Figure 2b of [5]. The 10-gene set includes the genes pirin, WNT5A, S100, RET-1, MMP-3, PHO-C, MART-1, HADHB, synuclein and STC2. The 22-gene set includes the genes WNT5A, MART-1, pirin, HADHB, CD63, EDNRB, PGAM1, HXB, RXRA, ESTs, integrin b1, ESTs, syndecan4, tropomyosin1, AXL, EphA2, GAP43, PFKL, synuclein a, annexin A2, CD20 and RAB2. Since the four genes WNT5A, pirin, MART1 and HADHB, are available in both sets, we have 28 genes in total and 31 samples that the melanoma dataset already provides. Table 3.1 presents the list of genes with their descriptions. Our objective is again to have WNT5A deactivated, its expression value as 0, and use the same cost formulation shown in Equation 3.6. We have used State Features due to their best probability mass shift to desirable states in the experiments of melanoma dataset,
Section 3.3.1. We again set the WNT5A as the most significant bit and STC2 as the least significant bit. Hence, the desirable states are \([0 - 2^7]\) since WNT5A has its expression value as 0, and undesirable states are \([2^7 - 2^8]\) since WNT5A has its expression value as 1. The input gene is also the 2\(^{nd}\) gene, pirin. The order of the genes in the state value representation is WNT5A, pirin, MART1, HADHB, CD63, EDNRB, PGAM1, HXB, RXRA, ESTs, integrin b1, ESTs, syndecan4, tropomyosin1, AXL, EphA2, GAP43, PFKL, synuclein a, annexin A2, CD20, RAB2, S100P, RET1, MMP3, PHOC, synuclein and STC2.

We have applied our proposed method to the extended 28-gene subset of the melanoma dataset. As in Section 3.3.1 and Section 3.3.2, we have again measured the quality of the policy produced by our method with respect to the shift of the probability mass from undesirable states to the desirable states in a controlled PBN. Hence, firstly we applied our proposed method to the 28-gene melanoma dataset and obtained an approximate control policy for the 28-gene regulation system. Then, we constructed the PBN of the 28-gene regulation system with the algorithm presented in [60]. We applied the policy produced by our method to the constructed PBN and checked the steady-state probability distribution of the controlled PBN with respect to the steady-state probability distribution of the uncontrolled PBN. Since it is almost impossible to plot the probability value of each possible 2\(^{28}\) states, here, we sum the probability values in the desirable states and in the undesirable states. Then, we compared the probability sums of the desirable states and the undesirable states in the controlled and uncontrolled PBNs. Figure 3.33 shows the results.

For the uncontrolled PBN, the probability sum of desirable states is 0.01 and the undesirable states is 0.99. For the controlled PBN, on the other hand, the probability sum of desirable states is 0.8 and the undesirable states is 0.2. This means, by applying the policy obtained by our method to the constructed PBN, we can significantly shift the probability mass from undesirable states to desirable states. It was 0.99 probability to be in one of the undesirable states in the uncontrolled PBN. However, this value reduces to 0.2 if we control the PBN with respect to the control policy produced by our method. Therefore, we can say that our method not only works for small regulatory systems, but also solves large scale control problems; this is a good justification for verifying its robustness and effectiveness.

Note that, 28-gene regulatory system may not seem as large enough since our method can easily produce control policies for regulation systems composed of several thousands of genes. However, here, we verify our method with respect to a constructed PBN as existing methods have done, and PBN construction algorithm limits our experiments due to its \(O(d^k \times n^{k+1})\) time and space complexities, where \(n\) is the number of genes, \(k\) is the maximum number of predictor genes and \(d\) is the discretization level [60]. Actually, PBN construction algorithm does not work for regulation systems larger than 50 genes for \(k = 3\) and \(d = 2\) with our current hardware configuration, Intel i7 processor and 8-GB memory, especially due to its space requirement. Still, to the best
of our knowledge, it is the first study successfully producing a control solution for a gene regulation system with more than 15 genes.

![Large scale melanoma steady-state probability shift](image)

Figure 3.33: Large scale melanoma steady-state probability shift

### 3.3.4 Time Requirements

This section describes the time requirement of our proposed solution for controlling GRNs. We show how our method significantly reduces time requirements of the GRN control problem. We again used the gene expression data presented in [5], and again the same configurations explained in Section 3.3.3. This time, we gradually increased the number of genes in the dataset from 10 genes to 8067 genes, applied our method and checked the elapsed time to obtain a controlling policy. Figure 3.34 shows the results. As it is shown, time increases linearly with the number of genes in the dataset and the maximum required time to obtain a control policy for the complete gene regulation system of 8067 genes is just about 6 seconds. It is a great improvement since existing PBN-based studies cannot solve control problems even for several tens of genes. Moreover, to our best knowledge, it is the first solution that can produce policies for regulation systems with several thousands of genes.

One important point here is that LSFQI solves a regression problem at each iteration, and regression problem scales at best quadratically in terms of the number of features. The reason for our method scales linearly with the number of genes, i.e., number of features, however, is that, the computation time for one iteration of the LSFQI algorithm is not large enough to capture the quadratic relationship. To illustrate, if the number of genes would increase to much larger numbers, such as 100,000, most probably, the quadratic behavior would show itself clearer. This issue will be clearer

---

1. We have used MATLAB’s pinv (Moore-Penrose pseudoinverse) function for solving the least-squares regression problem in the Least-Squares FQI algorithm.
when we explained the time requirement of our first partial observability solution in Chapter 4 in its Section 4.6.3.

![Figure 3.34: Execution time for our method](image)

3.4 Discussion

In this chapter, we have proposed a novel method for controlling GRNs. Our algorithm makes use of Batch Mode Reinforcement Learning to produce a control policy directly from the gene expression data. The idea is to treat the time series gene expression data as a sequence of experience tuples and compute an approximate policy over those experience tuples without explicitly generating any computational model for gene regulation such as Probabilistic Boolean Network. The reported results show that our proposed method is successful in producing control policies with almost the same solution qualities compared to the previous control solutions. Moreover, it can solve control problems with several thousands of genes just in seconds, whereas existing methods cannot solve the control problem even for several tens of genes. To the best of our knowledge, it is the first study that can generate solutions for gene regulation systems with several thousands of genes.
<table>
<thead>
<tr>
<th>Clone ID</th>
<th>Title</th>
<th>Gene Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>324901</td>
<td>WNT5A</td>
<td>wingless-type MMTV integration site family, member 5A</td>
</tr>
<tr>
<td>234237</td>
<td>pirin</td>
<td></td>
</tr>
<tr>
<td>266361</td>
<td>MART1</td>
<td>Human melanoma antigen recognized by T-cells (MART-1) mRNA</td>
</tr>
<tr>
<td>108208</td>
<td>HADHB</td>
<td>hydroxyacyl-Coenzyme A dehydrogenase/3-ketoacyl-Coenzyme A thiolase/ enoyl-Coenzyme A hydratase (trifunctional protein), beta subunit</td>
</tr>
<tr>
<td>39781</td>
<td>CD63</td>
<td>CD63 antigen (melanoma 1 antigen)</td>
</tr>
<tr>
<td>49665</td>
<td>EDNRB</td>
<td>endothelin receptor type B</td>
</tr>
<tr>
<td>39159</td>
<td>PGAM1</td>
<td>Phosphoglycerate mutase 1 (brain)</td>
</tr>
<tr>
<td>23185</td>
<td>HXB</td>
<td>hexabrachion (tenasin C, cytotactin)</td>
</tr>
<tr>
<td>417218</td>
<td>RXRA</td>
<td>Retinoid X receptor, alpha</td>
</tr>
<tr>
<td>31251</td>
<td>ESTs</td>
<td>ESTs</td>
</tr>
<tr>
<td>343072</td>
<td>integrin, b1</td>
<td>integrin, beta 1 (fibronectin receptor, beta polypeptide, antigen CD29 includes MDF2, MSK12)</td>
</tr>
<tr>
<td>142076</td>
<td>ESTs</td>
<td>ESTs</td>
</tr>
<tr>
<td>128100</td>
<td>syndecan4</td>
<td>Syndecan 4 (amphiglycan, ryudocan)</td>
</tr>
<tr>
<td>376725</td>
<td>tropomyosin1</td>
<td>Tropomyosin alpha chain (skeletal muscle)</td>
</tr>
<tr>
<td>112500</td>
<td>AXL</td>
<td>AXL receptor tyrosine kinase</td>
</tr>
<tr>
<td>241530</td>
<td>EphA2</td>
<td>EphA2</td>
</tr>
<tr>
<td>44563</td>
<td>GAP43</td>
<td>growth associated protein 43</td>
</tr>
<tr>
<td>36950</td>
<td>PFKL</td>
<td>Phosphofructokinase (liver type)</td>
</tr>
<tr>
<td>812276</td>
<td>synuclein, a</td>
<td>synuclein, alpha (non A4 component of amyloid precursor)</td>
</tr>
<tr>
<td>51018</td>
<td>annexin A2</td>
<td>Annexin II (lipocortin II)</td>
</tr>
<tr>
<td>306013</td>
<td>CD20</td>
<td>CD20 antigen</td>
</tr>
<tr>
<td>418105</td>
<td>RAB2</td>
<td>RAB2, member RAS oncogene family</td>
</tr>
<tr>
<td>759948</td>
<td>S100P</td>
<td>S100 calcium-binding protein, beta (neural)</td>
</tr>
<tr>
<td>25485</td>
<td>RET1</td>
<td>reticulon 1</td>
</tr>
<tr>
<td>324700</td>
<td>MMP3</td>
<td>matrix metalloproteinase 3 (stromelysin 1, progelatinase)</td>
</tr>
<tr>
<td>43129</td>
<td>PHOC</td>
<td>phospholipase C, gamma 1 (formerly subtype 148)</td>
</tr>
<tr>
<td>40764</td>
<td>synuclein</td>
<td>synuclein, alpha (non A4 component of amyloid precursor)</td>
</tr>
<tr>
<td>130057</td>
<td>STC2</td>
<td>stanniocalcin 2</td>
</tr>
</tbody>
</table>
CHAPTER 4

CONTROLLING GENE REGULATORY NETWORKS:
BATCH MODE TD(\(\lambda\))

4.1 Introduction

There are two different ways of defining the GRN control task. The first one is to assume full observability in the environment implying that all of the genes in the gene expression data is observable [12, 51]. Our proposed LSFQI based method in Chapter 3 solves the control problem of fully observable GRNs, for example. The second one, on the other hand, is to assume partial observability implying that only a subset of the genes in the gene expression data is observable [13]. Whereas full observability provides complete information about the state of the regulation system, partial observability provides only observation signals that are incomplete but probabilistically related with the states of the regulation system [13]. The aim is to find an intervention strategy solely based on those incomplete signals to avoid undesirable states of the system. In this chapter, we are concentrated on controlling partially observable GRNs.

There are several studies for controlling partially observable GRNs. The study in [13] models gene regulation as a Probabilistic Boolean Network (PBN), then tries to find a finite horizon optimal intervention strategy over the constructed PBN. Based on the initial belief state, it branches over all possible paths in the belief space for a finite horizon and finds the optimal action sequence for each time step based on the Dynamic Programming algorithm of [4]. The study in [7] also models gene regulation as a PBN and searches over the belief state space, but unlike the study of [13] searching all belief space blindly, it applies AO* algorithm searching only for the beliefs that are on the path of the optimal policy. These two studies formulates the control problem as a finite horizon Partially Observable Markov Decision Process (POMDP), indeed. The study in [18], on the other hand, formulates the GRN control problem as an infinite horizon POMDP. Their basic difference from the two other previous works is that, instead of making use of PBN for defining system dynamics of gene regulation, they check the similarities between the expression patterns of genes. By solving the constructed POMDP with the fast point-based POMDP solver symbolic Perseus [56], they produce an infinite horizon control policy for partially observable GRNs.
The basic and most important problem with the existing works for controlling partially observable GRNs is again that none of them can solve control problems with more than several tens of genes. The finite horizon work of [13], scales exponentially with respect to the horizon since it branches for all possible action & observation tuples. Their time and space complexity is $O(d^{(h \times (o+a))})$, where $d$ is the discretization level, $h$ is the length of the horizon, $o$ is the number of observation genes and $a$ is the number of action genes. For a regulation system of 50 genes in which 30 genes are observable and binary discretization is used, it requires to deal with more than 1-billion belief nodes, which is highly infeasible even to keep in the memory. Although the other finite horizon work of [7] employs a heuristic to decrease the search time, still they could not scale for horizons larger than 8 even for small 7-gene regulation systems as Section 4.6.1.2 shows in detail. Moreover, both of the finite-horizon studies requires to build a PBN, which already takes $O(d^k \times n^{k+1})$ time and space complexity, where $n$ is the number of genes, $k$, is the maximum number of predictor genes and $d$ is the discretization level [60]. The infinite horizon work of [18], on the other hand, requires to solve a POMDP, which still cannot scale for large number of genes.

In this chapter, we propose a novel framework, Batch Mode TD($\lambda$), combining Batch Mode Reinforcement Learning (Batch RL) methods and TD($\lambda$) algorithm for controlling partially observable GRNs [21,64]. Our idea is to interpret time series gene expression data as a sequence of observations that the gene regulation system produced, and to obtain an approximate stochastic policy directly from those observations without estimation of the internal states of the environment [61,30]. In their study, Singh et al. (1994) and Jaakkola et al. (1994) have shown that stochastic policies can be arbitrarily better than deterministic policies in partially observable environments. They have also shown that, Temporal-Difference (TD) learning methods can produce arbitrarily worse stochastic policies than Monte-Carlo methods in non-Markovian environments since TD methods bootstrap, which is also pointed out by [65] in its Section 5.8 and 7.11. Hence, in our work, we have coupled Sutton's TD($\lambda$) algorithm (1988) subsuming Monte-Carlo methods, and the Batch RL method Least-Squares Fitted Q Iteration (LSFQI) proposed by [21] to solve the control problem of partially observable GRNs. We convert the time series gene expression samples into a series of experience tuples and feed them into our novel Batch Mode TD($\lambda$) framework producing an approximate stochastic policy mapping all possible observations to actions probabilistically. By doing so, we are able to reduce the time and space complexity greatly since we get rid of the two most time consuming processes of the previous works, inferring a PBN from the gene expression data and solving a finite/infinite horizon POMDP. Figure 4.1 shows the alternative solution methods including our proposal in the box. Results show that we can generate control policies for several thousands of genes just in seconds, while existing studies get stuck even for several tens of genes. Results also show that our approximate stochastic policies have almost the same solution qualities with the deterministic optimal policies produced by the previous works. Moreover, to our best knowledge, it is the first study proposing a Batch RL framework non-Markovian
decision problems with limited number of experience tuples. Since our method is independent of any computational model, it can easily be adapted for different problem domains and used for solving different non-Markovian decision tasks when there are limited number of experience tuples.

The rest of this chapter is organized as follows. Section 4.2 explains Monte-Carlo value estimation method. Section 4.3 explains TD(\(\lambda\)) algorithm. Section 4.4 describes our novel Batch Mode TD(\(\lambda\)) framework. Section 4.5 explains how we adapt our proposed Batch TD(\(\lambda\)) framework for solving the control problem of partially observable GRNs. Section 4.6 presents experimental evaluation of our method and Section 4.7 concludes with a discussion.

### 4.2 Monte-Carlo Value Estimation

This section describes Monte-Carlo Value estimation method. An RL task can be basically solved by two approaches, Monte-Carlo (MC) learning and Temporal-Difference (TD) learning. We have already explained one of the TD learning methods, Q-Learning in Section 2.2, Algorithm 2. The basic difference between MC and TD learning approaches is the way they update the state-action function. TD learning methods basically bootstrap. That is, they update value of an observed state based on the value of an observed successor state. Technically speaking, Q-learning makes use of the value of \(\max_{a'} Q(s', a')\), which is the value of the successor state \(s'\), in order to update the value of current state-action pair, \(Q(s, a)\), as the Equation in Line 14 of Algorithm 2 shows. MC learning methods, however, instead of updating state-action values by bootstrapping, take averages of the return values obtained after the experienced state-action pairs. Note that return value of a state-action pair is future discounted sum of rewards after visiting that state-action pair up to the end of the episode. Algorithm 4 shows the Monte-Carlo algorithm.

After generating an episode, meaning to collect a series of experience tuples from the
Algorithm 4: Monte-Carlo Algorithm

Input: discount factor $\gamma$, learning rate $\alpha$, number of episodes $E$

1 for episode = 1,..., $E$ do
2 $[Rw, St, Ac] = generateEpisode()$
3 for $t = 1, 2, ..., T$ do
4 $R_t \leftarrow \sum_{l=t}^{T} \gamma^{l-t}Rw(St(l), Ac(l))$
5 $Q(St(t), Ac(t)) \leftarrow Q(St(t), Ac(t)) + \alpha(R_t - Q(St(t), Ac(t)))$
6 end
7 end

Output: $Q$

environment, MC calculates return values for each visited state-action pair, i.e., the $R_t$'s shown in Line 4; and uses it to update the state-action function $Q$. Note that the way we have presented to implement MC is called as first-visit MC, since we use only the first visits to the state-action pairs at each episode to calculate return values $R_t$'s. However, a state-action pair may be visited more than once in an episode. Hence, MC can also be implemented by taking the average of return values of every visits to each state-action pair at each episode, which is called as every-visit MC [65]. By the theory of large numbers the state-action function will converge to the optimal state-action function for sufficiently large number of episodes both for every-visit and first-visit MC methods [65]. As it is seen, MC method has never done bootstrapping as TD learning does.

4.3 TD(\(\lambda\))

This section describes Sutton's TD(\(\lambda\)) algorithm (1988) [64] that we will use in our novel Batch RL framework, Batch Mode TD(\(\lambda\)). TD(\(\lambda\)) is generalization of TD and MC learning methods. TD(\(\lambda\)) provides difference value estimation schema for different values of \(\lambda\). While TD(0) is same as TD learning algorithm, TD(1) is same as MC learning algorithm. The idea is to combine both TD and MC learning methods into one framework to benefit both of them together. TD learning methods use 1-step return to update the state-action function $Q(s, a)$. If we check Line 14 of Algorithm 2 it can be seen the basic update element is $R(s, a) + \gamma \max_{a'} Q(s', a')$, which is actually 1-step return. MC learning methods, on the other hand, use $T$-step return, where $T$ is the length of the episode. $T$-step return is basically future discounted sum of rewards up to the end of the episode. If we check Line 4 of Algorithm 4 it can be seen that the basic update element is $\sum_{t=1}^{T} \gamma^{l-t}Rw(St(l), Ac(l))$, which is actually $T$-step return. Then the question of TD(\(\lambda\)) is whether we can use both 1-step return and $T$-step return together to update the state-action function $Q$. A very simple example would be just taking the average of 1-step return and $T$-step return to update the state-action function $Q$ as Equations 4.1 to 4.4 show.
\[ R^{(1)}_t = R(s_t, a_t) + \gamma \max_{a'} Q(s'_t, a') \]  

\[ R^{(T)}_t = \sum_{l=t}^{T} \gamma^{l-t} R(s_l, a_l) \]  

\[ R^{av}_t = \frac{1}{2} R^{(1)}_t + \frac{1}{2} R^{(T)}_t \]  

\[ Q(s_t, a_t) = Q(s_t, a_t) + \alpha (R^{av}_t - Q(s_t, a_t)) \]

What TD(\(\lambda\)) does is indeed generalizing the idea of using both 1-step and T-step returns together to update the state-action function \(Q\). In order to do this, TD(\(\lambda\)) defines \(n\)-step return which can be formulated as below.

\[ R^{(n)}_t = R(s_t, a_t) + \gamma R(s_{t+1}, a_{t+1}) + \cdots + \gamma^{n-1} R(s_{t+n-1}, a_{t+n-1}) + \max_{a'} Q(s_{t+n}, a') \]  

Instead of bootstrapping from next state value by using \(\max_{a'} Q(s'_t, a')\) as 1-step return does, and never bootstrapping from any state as T-step return does; \(n\)-step return uses future discounted sum of rewards up to the \((t+n-1)\)th time step, and bootstrapping from the \((t+n)\)th state value. What TD(\(\lambda\)) does is to update the value of the state-action pair at time \(t\), \(Q(s_t, a_t)\), by taking weighted averages of \(n\)-step returns, namely \(R^{(n)}_t\), for \(t \leq n \leq T\), with respect to the \(\lambda\) value, given a T-step episode. Algorithm 5 shows the TD(\(\lambda\)) algorithm. Line 2 of the Algorithm 5 generates an episode constituting a series of experience tuples. Between Lines 4 – 6, TD(\(\lambda\)) calculates the \(n\)-step returns. Then, as shown by Line 7, it averages the \(n\)-step returns with respect to the \(\lambda\) value to find the \(R^{(1)}_t\) value. Lastly, it updates the value of the state-action pair \(S(t+1)\) and \(A(c(t+1))\), \(Q(S(t+1), A(c(t+1)))\), based on the averaged return value \(R^{(1)}_t\). TD(\(\lambda\)) is the same as the MC algorithm for \(\lambda = 1\) and same as the TD learning algorithm for \(\lambda = 0\). For \(0 < \lambda < 1\), it is somewhere between MC and TD learning. As \(\lambda\) gets close to 1 TD(\(\lambda\)) get closes to MC learning, and vice versa for TD learning.

### 4.4 Batch Mode TD(\(\lambda\)) for Partially Observable Environments

This section describes our proposed Batch Mode TD(\(\lambda\)) algorithm for partially observable environments, Least-Squares Fitted TD(\(\lambda\)) Iteration (LSFTDI). What we have done is to embed Sutton’s TD(\(\lambda\)) algorithm (1988) into the LSFQI algorithm of Ernst et al. (2005), explained in Section 2.3.1. Our main motivation is that, in partially observable environments, where state information is incomplete, the bootstrapping effect.
### Algorithm 5: TD(\(\lambda\)) Algorithm

**Input**: discount factor \(\gamma\), learning rate \(\alpha\), weight \(\lambda\), number of episodes \(E\)

1. **for** episode = 1, ..., \(E\) **do**
2. \([Rw, St, Ac] = generateEpisode()\)
3. **for** \(t = 0, 1, ..., (T - 1)\) **do**
4. **for** \(n = 1, 2, ..., (T - t)\) **do**
5. \(R_t^{(n)} \leftarrow Rw(t + 1) + \gamma Rw(t + 2) + \ldots + \gamma^{n-1} Rw(t + n) + \gamma^n \max_{a'} Q(St(t + n), a')\)
6. **end**
7. \(R_t^\lambda \leftarrow (1 - \lambda) [R_t^{(1)} + \lambda R_t^{(2)} + \ldots + \lambda^{T-t-2} R_t^{(T-t-1)}] + \lambda^{T-t} R_t^{(T-t)}\)
8. \(Q(St(t + 1), Ac(t + 1)) \leftarrow Q(St(t + 1), Ac(t + 1)) + \alpha (R_t^\lambda - Q(St(t + 1), Ac(t + 1)))\)
9. **end**
10. **end**

**Output**: \(Q\)

---

of TD learning methods, such as Watkin’s Q-learning (1989), significantly reduces the quality of the produced policy [61]. The main reason for this is TD learning methods update the value of an observed state based on the value of an observed successor state. For example, Q-learning makes use of the value of the successor state \(s'\) in order to find the value of current state-action pair, \(Q(s, a)\), as the Equation in Line 14 of the Algorithm 2 shows. However, since state information is incomplete, it results in accumulating mistakenly observed state values into mistakenly observed other state values [61, 62]. Therefore, Jaakkola et al. (1994) have proposed a Reinforcement Learning (RL) algorithm for partially observable environments, which basically calculates an action value for each observation based on the Monte-Carlo (MC) value estimation method, and assigns a probability value for each action of observations in proportion to the calculated observation-action values. By doing so, in their methods [30] and [61] avoid the negative effect of bootstrapping of TD learning, and produce a stochastic policy mapping observations directly to actions probabilistically without estimation of the internal states of the partially observable environment. It has also been shown that their MC-based stochastic policy estimation method is guaranteed to converge to local maximum.

Motivated by the ideas of [61] and [30], and suggestions of [65] in its Section 5.8 and 7.11, we have combined LSFQI and TD(\(\lambda\)) algorithms into a unified Batch RL algorithm, LSFTDI, to solve the problem of controlling partially observable GRNs. Note that, unlike the studies of Jaakkola et al. (1994) employing MC value estimation method, we have used TD(\(\lambda\)) for estimating values of the observations. This is because TD(\(\lambda\)) algorithm is generalization of TD and MC learning into one framework. Therefore, it provides different value estimation schema’s for different values of the \(\lambda\), enabling us not only to test the validity of the proposed claim that MC methods are ac-
tually more successful than TD learning methods in non-Markovian environments, but also provide a more flexible framework which can work in different problem domains.

Algorithm 6 shows our proposed LSFTDI method. LSFTDI basically changes the way of calculating the state values of the observations in the LSFQI from TD learning to TD(λ). Instead of using the TD learning equation, \( r_t + \gamma \max_{a'} [F(\Theta_j)](s'_t, a') \), to assign target values between the lines 5 – 7 of the Algorithm 3 we have embedded the TD(λ) algorithm into the LSFQI, shown between the lines 3 – 10 of the Algorithm 6. By doing so, we propose a novel Batch RL framework for partially observable environments. Note that the \( s \) variables in the Algorithm 3 and 5 are turned into \( o \) in Algorithm 6 since LSFTDI works on partially observable domains, which actually subsumes the fully observable domains.

Algorithm 6: Least-Squares Fitted TD(λ) Iteration

**Input**: discount factor \( \gamma \), learning rate \( \alpha \), \( n \)-step return weight \( \lambda \), approximation mapping \( F \), experience tuples \( \{(o_i, a_i, r_i, o'_i) | i = 1, 2, ..., T\} \)

1. \( j \leftarrow 0, \Theta_j \leftarrow 0, \Theta_{j+1} \leftarrow \epsilon \)
2. **while** \( |\Theta_{j+1} - \Theta_j| \geq \epsilon \) **do**
3.   **for** \( t = 0, 1, ..., (T - 1) \) **do**
4.     **for** \( n = 1, 2, ..., (T - t) \) **do**
5.       \( V_{t+n} \leftarrow \max_{a'} [F(\Theta_j)](o'_{t+n}, a') \)
6.       \( R_t^{(n)} \leftarrow r_{t+1} + \gamma r_{t+2} + ... + \gamma^{n-1} r_{t+n} + \gamma^n V_{t+n} \)
7.   **end**
8.   \( R_t^{(\lambda)} \leftarrow (1 - \lambda) [R_t^{(1)} + \lambda R_t^{(2)} + ... + \lambda^{T-t-2} R_t^{(T-t-1)}] + \lambda^{T-t-1} R_t^{(T-t)} \)
9.   \( V_{t+1} \leftarrow V_{t+1} + \alpha (R_t^{(\lambda)} - V_{t+1}) \)
10. **end**
11. \( \Theta_{j+1} \leftarrow \Theta^*, \text{ where } \Theta^* \in \arg\min_{\Theta} \sum_{i=1}^{N} (V_i - \langle F(\Theta) \rangle (o_i, a_i))^2 \)
12. \( j \leftarrow j + 1 \)
13. **end**

**Output**: \( \Theta_{j+1} \)

As LSFQI does, LSFTDI iteratively trains a parameter vector and outputs the parameter vector when it is converged. This parameter vector will be used to find the approximate action values for each possible observation. Unlike the LSFQI, however, LSFTDI finds a stochastic policy mapping observations into actions probabilistically. This is done by getting the ratio of the approximate action values of observations. We again use the Equation 2.17 to find the approximate action values for each observation.

Then, based on the Equation below,

\[
\pi(o, a_i) = \frac{[F(\Theta)](o, a_i)}{\sum_j [F(\Theta)](o, a_j)}
\]  

(4.6)
where $k$ is the number of actions, we set the probability values for each action of observations. Note that, to avoid zero divisions and distribute probability values proportional to the action values fairly, sometimes, we are required to shift the action values appropriately.

4.5 Batch Mode TD($\lambda$) for Controlling Partially Observable GRNs

This section describes how we adapt our proposed LSFTDI algorithm to solve the control problem of partially observable GRNs based solely on gene expression data without making use of any computational model. What we have done is firstly to convert the time series gene expression data into a series of experience tuples, and extract feature values for each experience tuple. Then, we feed the experience tuples and feature vectors into the LSFTDI algorithm to obtain an approximate infinite horizon stochastic policy. Figure 4.2 shows the block diagram of our solution for controlling partially observable GRNs. The following subsections will describe how we convert gene expression data into a series of experience tuples, and what the features we have used are.

![Block Diagram of Batch TD(\lambda) for controlling partially observable GRNs](image)

Figure 4.2: Batch TD($\lambda$) for controlling partially observable GRNs

4.5.1 Experience Tuples

This section describes how we convert gene expression data into a series of experience tuples. An experience tuple for a partially observable environment is a 4-tuple $(o, a, o', r)$, where $o$ is the current observation, $a$ is the current action, $o'$ is the next observation and $r$ is the immediate reward. It represents one-step transition in the environment. Here, we explain how each of the four elements of each experience tuple is obtained from the gene expression data.

**Observations:** In order to define how to obtain observations from the gene expression data, we should firstly explain states. The state of a GRN is defined by the discretized form of the gene expression sample itself [12][13]. The observation of a GRN, on the other hand, is defined by assuming that we can only observe only a subset of the set of genes in the gene expression data [13][4]. It is done by specifying the observation genes in the context of the control problem. The discretized expression value of the
observation genes of the $i^{th}$ and $(i+1)^{th}$ samples constitute the current observation $o$ and the next observation $o'$ values for the $i^{th}$ experience tuple. Similar to most of the previous studies, we have used binary discretization [13, 17]. There are $2^n$ possible observations given $n$ observation genes.

**Actions:** The action semantics for a gene regulation system is mostly implemented through suppressing value of a specific gene or a set of genes, i.e., setting its value as 0 [13, 17]. These suppressed genes are named as *input genes* and should be specified in the context of the control problem. In order to obtain the action values from the gene expression samples, we have checked the change in values of the input genes from 1 to 0 in the successive gene expression samples. For a regulation system of six genes, for example, let the gene expression sample at time $t$ be 111001 and at time $t+1$ be 001000. If the input genes are the 2nd and 5th genes, the action value, i.e., $a$ in the experience tuple, at time $t$ is 10 in binary representation since the 2nd gene has changed its value from 1 to 0 while the 5th gene has not. There are $2^k$ distinct actions given $k$ input genes.

**Rewards:** The only remaining values to be extracted from the gene expression samples is the reward values, i.e., $r$ in the experience tuples. Rewards are associated with the goal of the control problem. Goals can be defined as having the value of a specific gene as 0 as in [13], or as reaching to a specific basin of attractors in the state space as in [17]. If the state of the regulation system satisfies the goal, it is awarded by a constant value $\kappa$. Moreover, applying an action for each input gene also has a relatively small cost to realize it. So, the reward function can be defined as follows:

$$R(s, a) = \begin{cases} 
\kappa - n \times c & \text{if } \text{goal}(s) \\
0 - n \times c & \text{if } \neg \text{goal}(s)
\end{cases} \quad (4.7)$$

where $\kappa$ is the reward of being in an desirable state, $n$ is the number of input genes whose action value is 1, and $c$ is the cost of action to apply for each input gene.

**4.5.2 Features**

This section describes the features that are built from the experience tuples obtained from the gene expression samples. We have used the State Features explained in Section 3.2.2. Since, this time we are in partially observable environments, we do not have state information, but observation information. Hence, we have used the current observation values of the experience tuples, i.e., the discretized gene expression values itself, directly as features. That is, for each experience tuple, there are exactly as many features as the number of observation genes, and feature values are equal to the binary discretized expression values of observed genes, which can be formulated as below.
\[ \phi_i(o) = \begin{cases} 0 & \text{if } o(i) == 0 \\ 1 & \text{if } o(i) == 1 \end{cases} \] (4.8)

where \( 0 \leq i \leq n \), \( n \) is the number of observed genes and \( \phi_i \) is the \( i^{th} \) feature in the feature vector and it is equal to the expression value of the \( i^{th} \) gene in the discretized gene expression sample. So, for a 15-gene regulation system in which 6 of them is observable, an observation having binary value as 101011 has its feature vector same as 101011. Note that as suggested in [8], we have used different parameter vectors for each possible action, therefore the action does not affect the feature values in Equation 4.8.

### 4.6 Experimental Evaluation

#### 4.6.1 Melanoma Application

This section describes our experimental evaluation of the proposed algorithm Least-Squares Fitted TD(\( \lambda \)) Iteration (LSFTDI) for controlling partially observable GRNs. As all the three previous studies for controlling partially observable GRNs, we have used the same melanoma dataset used by Section 3.3.1 [5] to evaluate our algorithm [13, 7, 18]. The dataset contains 31 samples and is composed of 8067 genes. Bittner et al. (2000) reports that WNT5A is highly discriminating factor for metastasizing of the melanoma, and deactivating WNT5A reduces the metastatic effect of melanoma significantly. Therefore, a control strategy keeping WNT5A deactivated is critical to mitigate the metastasis.

We have again considered a 7-gene subset of the complete melanoma dataset, which are WNT5A, pirin, S100P, RET1, MART1, HADHB, and STC2, in order [13]. We have set the \( \kappa \) value in the reward formulation of Equation 4.7 as 10 and set the cost of applying an action, \( c \) value in Equation 4.7 as 1. We have set the goal objective of the control problem as having WNT5A deactivated, meaning to have its expression value as 0. We have set our discount factor, \( \gamma \) as 0.9. As LSFQI does, we have set our learning rate \( \alpha = 1 \). In the following subsections we will investigate the effect of \( \lambda \) for our proposed framework LSFTDI, and present comparative results with all the three previous works in terms of both time and solution quality.

#### 4.6.1.1 Experiments on \( \lambda \)

In this section, we have investigated the effect of \( \lambda \) in our proposed Batch RL framework for partially observable environments. We have set the input gene always as pirin, which is one of the most frequently used input gene in controlling GRNs works [12].
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To measure the quality of the stochastic policies for different values of $\lambda$, we follow the way of Datta et al. (2004). We have constructed a Probabilistic Boolean Network (PBN) from the 7-gene melanoma dataset and run the stochastic policies produced by our method on the PBN until it reaches a steady state. Then, we have checked the average rewards provided by each set of stochastic policies for different values of $\lambda$. For all possible observations in the 7-gene melanoma dataset specified above, consisting of the observations of the length 1, 2, ..., 7 summing up to $2^7 = 128$ different observations, we run LSFTDI on the 7-gene melanoma dataset for different values of $\lambda = 0.1, 0.2, ..., 1.0$, and take the average. Figure 4.3 shows the results.

What we see is that the average reward tends to increase as $\lambda$ goes to 1 in a zigzag manner. This is consistent with the claims of [61] and [30] that Monte-Carlo (MC) methods are actually better for non-Markovian environments since TD(1) equals to the MC method. However, we also see that the maximum three average rewards, which are 9.2128, 9.2105 and 9.2093, are obtained when we have $\lambda = 0.4, \lambda = 0.8, \lambda = 1.0$, respectively. This result, on the other hand, confirms our concerns that it is also possible to obtain successful stochastic policies for different values of $\lambda$. Because TD(0.4) and TD(0.8) performs better than both TD(0) and TD(1). Therefore, though TD($\lambda$) tends to perform better as $\lambda$ gets close to 1, it is possible to have better performance than TD(1) for different values of $\lambda$ for a non-Markovian decision problem.

4.6.1.2 Comparative Results

This section presents our comparative results with the three previous works on controlling partially observable GRNs. In order to evaluate our algorithm effectively, we
Table 4.1: Input & Observation genes

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Input Gene(s)</th>
<th>Observation Gene(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp #1</td>
<td>pirin</td>
<td>WNT5A</td>
</tr>
<tr>
<td>Exp #2</td>
<td>pirin</td>
<td>pirin, RET-1</td>
</tr>
<tr>
<td>Exp #3</td>
<td>WNT5A</td>
<td>pirin, S100P, HADHB</td>
</tr>
<tr>
<td>Exp #4</td>
<td>WNT5A</td>
<td>WNT5A, S100P, MART-1, STC2</td>
</tr>
<tr>
<td>Exp #5</td>
<td>pirin</td>
<td>pirin, S100P, RET1, HADHB, STC2</td>
</tr>
<tr>
<td>Exp #6</td>
<td>WNT5A</td>
<td>WNTA5, pirin, S100P, MART1, HADHB, STC2</td>
</tr>
<tr>
<td>Exp #7</td>
<td>pirin</td>
<td>WNTA5, pirin, S100P, RET1, MART1, HADHB, STC2</td>
</tr>
</tbody>
</table>

We have done experiments with different number of observation genes and with different input genes. Table 4.1 shows specifications for each experiment we conduct. For all of the experiments, we set the $\lambda$ value as 1.0 due to producing one of the three maximum average rewards in the experiments of Section 4.6.1.1. $\alpha$ and $\gamma$ values are as specified in Section 4.6.1.

We have compared our work with the three previous studies, Dynamic Programming (DP) method of [13], AO* algorithm of [7], and infinite horizon POMDP (Inf. POMDP) of [18], in terms of elapsed time to produce a control policy and the quality of the produced policy. To compare the quality of the produced policies, we again followed the ways of the previous works. We have constructed a PBN from the 7-gene melanoma dataset, and run it for the different control policies obtained from different solutions. Then, we have checked the average rewards produced by the policies while running the PBN under each of the control policy. Table 4.2 and 4.3 show the results. Note that that the results in Table 4.2 and 4.3 have been obtained by averaging 500 runs of each experiment.

Note that DP of [13] and AO* of [7] are finite-horizon. That means, the horizon should be specified in the context of the control problem. In order to compare those works with our infinite horizon control solution fairly, we have firstly identified maximum horizon that DP and AO* can scale. As it is done in [7], we set the maximum time as 20 minutes and killed the processes exceeding 20 minutes to finish. The first rows of the AO* and DP in Table 4.2 and 4.3 show the maximum horizon, $H_{max}$, values for the two previous studies. Observe that $H_{max}$ is decreasing exponentially as the number of observation genes increases, both for DP and AO*. This is because both of the algorithm branch for all possible actions and observations from the initial belief state, which takes $O(d^{(h \times (o+a))})$ time and space in worst case, where $d$ is the discretization level, $h$ is the length of the horizon, $o$ is the number of observation genes and $a$ is the number of action genes. Although AO* scales better for Exp #1 and Exp #3 than DP, they are both far from being scalable by scaling up to $H_{max}$ of 8 for the small 7-gene
Table 4.2: Comparative results for Exp#1 − 4

<table>
<thead>
<tr>
<th></th>
<th>Exp#1</th>
<th>Exp#2</th>
<th>Exp#3</th>
<th>Exp#4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{max}$</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>AvRew</td>
<td>6.86</td>
<td>7.05</td>
<td>7.37</td>
<td>6.55</td>
</tr>
<tr>
<td>Time</td>
<td>1135.7</td>
<td>170.34</td>
<td>1449.4</td>
<td>262.83</td>
</tr>
<tr>
<td>DP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{max}$</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>AvRew</td>
<td>6.37</td>
<td>7.05</td>
<td>6.40</td>
<td>6.55</td>
</tr>
<tr>
<td>Time</td>
<td>442.13</td>
<td>1036.0</td>
<td>22.23</td>
<td>283.56</td>
</tr>
<tr>
<td>Inf. POMDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvRew</td>
<td>4.49</td>
<td>4.53</td>
<td>8.82</td>
<td>8.84</td>
</tr>
<tr>
<td>Time</td>
<td>7.6</td>
<td>9.19</td>
<td>8.70</td>
<td>14.02</td>
</tr>
<tr>
<td>LSFTDI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{AvRew}$</td>
<td>6.09</td>
<td>6.56</td>
<td>5.70</td>
<td>4.82</td>
</tr>
<tr>
<td>$i_{AvRew}$</td>
<td>9.24</td>
<td>9.29</td>
<td>9.23</td>
<td>9.43</td>
</tr>
<tr>
<td>Time</td>
<td>0.07</td>
<td>0.41</td>
<td>0.33</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 4.3: Comparative results for Exp#5 − 7

<table>
<thead>
<tr>
<th></th>
<th>Exp#5</th>
<th>Exp#6</th>
<th>Exp#7</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{max}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>AvRew</td>
<td>4.55</td>
<td>4.25</td>
<td>4.75</td>
</tr>
<tr>
<td>Time</td>
<td>7.68</td>
<td>68.92</td>
<td>312.65</td>
</tr>
<tr>
<td>DP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{max}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>AvRew</td>
<td>4.55</td>
<td>4.25</td>
<td>4.75</td>
</tr>
<tr>
<td>Time</td>
<td>1.48</td>
<td>9.16</td>
<td>13.73</td>
</tr>
<tr>
<td>Inf. POMDP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvRew</td>
<td>4.57</td>
<td>8.81</td>
<td>4.50</td>
</tr>
<tr>
<td>Time</td>
<td>18.08</td>
<td>34.48</td>
<td>101.98</td>
</tr>
<tr>
<td>LSFTDI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{AvRew}$</td>
<td>4.53</td>
<td>4.06</td>
<td>4.52</td>
</tr>
<tr>
<td>$i_{AvRew}$</td>
<td>9.27</td>
<td>9.33</td>
<td>9.36</td>
</tr>
<tr>
<td>Time</td>
<td>0.43</td>
<td>0.54</td>
<td>1.43</td>
</tr>
</tbody>
</table>

melanoma dataset.

After identifying $H_{max}$ values for the finite horizon works, we obtained control policies from AO* and DP for $H_{max}$ horizon, and from LSFTDI for infinite horizon. Then, we have run the constructed PBN separately for $H_{max}$ number of steps with those control policies. $Time$ rows of Table 4.2 and 4.3 present the required time to construct the policies and $AvRew$ rows present the average reward per time step gathered during the execution of the PBNs under different control solutions. Since LSFTDI produces infinite horizon policies, we can run the PBN with the policy of LSFTDI either until the PBN reaches to steady state, or for a fixed number of steps. $i_{AvRew}$ row of LSFTDI shows the average reward for running until steady state, and $f_{AvRew}$ of LSFTDI row shows the average reward for running $H_{max}$ number of steps of AO*.

We see that the required times to construct a control policy is significantly less for
LSFTDI than it is for AO* and DP. LSFTDI always produces infinite horizon policies less than 2 seconds, whereas the finite horizon studies not only get stuck for more than 1 horizon in Exp#5 – #7, but also require much more time to construct a policy even for small horizons. When we compare the $AvRew$ values of AO* and $fAvRew$ values of LSFTDI, on the other hand, we see that LSFTDI is able to produce near-optimal policies. Both AO* and DP solutions produce the optimal policy for the determined time window, whereas our proposed LSFTDI algorithm produces an approximate and infinite horizon policy. Still, we see that the quality of the policies produced by LSFTDI are comparatively good with respect to the optimal policies of the previous works since the $fAvRew$ values are very close to the $AvRew$ values of AO*. Hence, we can say that LSFTDI is able to produce control policies with much less required time without losing significant performance. Observe that, in Exp#5 – 7, AO* requires more time than DP, which is an unexpected result actually, since AO* employs a heuristic to improve DP. However, this case is also reported by [7] in their Section 7.3 with the same melanoma dataset and same experimental settings. The reason is that AO* repeatedly evaluates same belief states due to loose upper bound on the reward value 10. AO* expands the belief states only on the path of the optimal policy, and prunes all the other belief state nodes at each iteration. Once the path of the optimal policy changes more than one time, it may be required to expand the same belief state node again and again, which are the cases for the Exp#5 – 7.

When we check the $iAvRew$ row of LSFTDI, we again observe a very good performance. Since we set the $\kappa$ value in Equation 4.7 as 10, maximum average reward per time step can be at most 10. The $iAvRew$ values are always larger than 9 indicating a very good performance indeed. If we compare $iAvRew$, with the $AvRew$ of Inf. POMDP, we see that our method produces always better average reward than Inf. POMDP, and always requires much less time, verifying the effectiveness of our method in infinite horizon as well.

### 4.6.2 Large Scale Melanoma Application

This section describes the evaluation of our scalable LSFTDI algorithm on a large-scale melanoma dataset. We have used the same 28-gene melanoma dataset presented in Section 3.3.3. We set the input gene as pirin and the observation genes as pirin, MART1, CD63, EDNRB, PGAM1, integrin b1, syndecan4, tropomyosin1, EphA2, GAP43, CD20, RET1. We select the observation genes randomly. $\lambda$, $\gamma$ and $\alpha$ values are as in Section 4.6.1.2.

We run LSFTDI on the 28-gene melanoma dataset with the given setting, and checked the quality of the produced policy by running it on the PBN constructed from the 28-gene melanoma dataset. We run the PBN until it reaches to its steady-state. The average reward per time step we get is 9.3140, which is a very good value when compared with the $iAvRew$ values of the Table 4.2 and 4.3.
To understand better whether LSFTDI works properly for the large-scale dataset, we also checked the steady-state probability distribution of the PBN when we run it under the control policy of LSFTDI. Note that we set the WNT5A as the most significant bit in the gene expression data. Therefore, the states of the PBN between $[0 - 2^{27})$ has WNT5A as deactivated, and the states of the PBN between $[2^{27} - 2^{28})$ has WNT5A as activated. Therefore, we can say that the states between $[0 - 2^{27})$ are desirable whereas, the states between $[2^{27} - 2^{28})$ are undesirable. We compared the sum of the probability values of the desirable and undesirable states in the controlled and uncontrolled PBNs. Figure 4.4 shows the results. We see that, the control policy produced by our LSFTDI method is able to shift the probability mass from undesirable states to desirable states significantly. The probability value of being in one of the desirable states increases from 0.01 to 0.63 when we control the PBN with respect to the policy produced by our LSFTDI method, which shows the effectiveness of our method for a partially observable large scale gene regulation systems.

### 4.6.3 Time Requirements

In this section, empirically, we tried to analyze time requirement of our method for regulation systems of several thousands of genes. We again used the gene expression data presented in [5]. As in Section 3.3.4, we gradually increased the number of observation genes in the dataset from 10 genes to 8067 genes, applied our method and checked the elapsed time to obtain a controlling policy. We set the input gene as pirin, and the $\lambda$, $\gamma$ and $\alpha$ as in Section 4.6.1.2. Figure 4.5 shows the results. We observe that the maximum required time is just about 16 seconds to obtain a control policy for a regulation system of 8067 genes. This is a great improvement since existing studies
does not work for the control problems of even several tens of genes. We also observe that the curve in Figure 4.5 presents quadratic behavior, which can be explained by solving a regression problem at each iteration of LSFTDI scaling quadratically with the number of features. We have used MATLAB’s pinv (Moore-Penrose pseudoinverse) function for solving the least-squares regression problems in LSFTDI.

Note that in Section 3.3.4 we have mention an important point about the linear behavior of our LSFQI implementation. Although we are applying the same computational process both in this section and Section 3.3.4, we get linear behavior for LSFQI, and quadratic behavior for LSFTDI. We think the reason for getting quadratic behavior for our partial observability solution, LSFTDI, is that the computation time for one iteration of LSFTDI is considerably large comparing that of LSFQI. Because, at each iteration, we apply TD($\lambda$) algorithm spanning all of the experience tuples. Hence, it is enough for LSFTDI to present its original behavior. If we the dataset we have used in Section 3.3.4 for example, had much larger number of genes, such as 100,000, it would most probably present quadratic behavior as well.

### 4.7 Discussion

In this chapter, we have proposed a novel Batch RL framework for partially observable environments to solve the control problem of partially observable GRNs. Our idea is to interpret gene expression data as a series of observations produced by the gene regulation system we want to control, and obtain an approximate stochastic policy mapping observations to action probabilistically without estimation of the internal states. Results show that our method is able to solve control problems of several thou-
sands of genes in seconds, whereas existing studies cannot solve the control problem of several tens of genes. Results also show that the approximate policies produced by our method has near-optimal quality with respect to the previous finite horizon works and better than the only existing infinite horizon work. Moreover, to our best knowledge, our proposed Batch TD(\(\lambda\)) framework is the first study providing approximate control policies from limited number of experience tuples in partially observable environments. Since Batch TD(\(\lambda\)) is independent of any computational model, it can easily be adapted for different non-Markovian decision tasks, especially when there are limited number of experience tuples.
CHAPTER 5

CONTROLLING GENE REGULATORY NETWORKS:
BATCH MODE POMDP LEARNING

5.1 Introduction

In this chapter, we introduce our second proposed algorithm for solving control problem of partially observable GRNs. Since the environment is partially observable, as in Chapter 4, we do not know actual internal states of the gene regulation system. Remember that in our previous solution presented in Chapter 4 we skip to find the actual internal states of the regulation system, and produce stochastic policy mapping observations directly to actions probabilistically. However, in our second solution for controlling partially observable GRNs, we have firstly tried to identify the actual internal states of the system, and then tried to solve the control problem based on the identified internal states and their relations with the observations the system produces. Remember that observations that a gene regulation system produces are consecutive gene expression samples.

In order to do this, we have used the ideas of POMDP learning methods presented in [46]. POMDP learning basically means to apply Reinforcement Learning (RL) in partially observable environments, and learn the POMDP model of the partially observable environments based on the experience tuples collected from the environment, i.e., the interactions between the agent and the environment. The core of the POMDP learning methods is to learn the actual internal states of the partially observable environment. Because, without learning the internal states, solving a POMDP would always be incorrect as explained in Section 2.4. To do this, agent keeps an observation-action function, and checks the statistical differences between the observation-action values for different observations [47] [48] [49] [50]. The idea is that, for the same action, observations having similar observation-action values should be produced from similar states, and vice versa. In our gene regulation control domain, we interpret successive gene expression samples as successive observations produced from the gene regulation system that we want to control, and make use of Batch Mode Reinforcement Learning (Batch RL) methods to obtain approximate observation-action values for each possible observation-action pairs as explained in Chapter 3. Based on those approximate
observation-action values, we tried to identify the actual internal states of the gene regulation system and construct a POMDP model. Note that the problem of identifying the actual internal states of a partially observable environment is also called as hidden state identification problem, since internal states are hidden, and we are trying to identify them [46]. Again, our method does not depend on a specific GRN model such as Probabilistic Boolean Network (PBN), but is directly applied to the available gene expression data. Therefore, it can easily be adapted for different partially observable control problems. Results show that our POMDP construction method is successful as it produces both faster and better solutions than all the previous studies for controlling partially observable GRNs.

The rest of this chapter is organized as follows. Section 5.2 introduces POMDP learning methods and hidden state identification technique we used. Section 5.3 explains our POMDP model for partially observable GRN control problem. Section 5.4 presents the experimental evaluation of our method. Lastly, Section 5.5 concludes with a discussion.

5.2 POMDP Learning

POMDP learning is learning the POMDP model of the environment. That is, an agent who does not know anything about the environment starts to interact with the environment by applying its own actions, and gathers some experience tuples from the environment. Based on those collected experiences, the agent tries to deduce the components of the POMDP model. The common way to do this is to assume an hypothetic POMDP including hypothetic set of states, state transition function, observation function and then to refine them statistically based on the collected experiences [46].

Remember that a POMDP is a 6-tuple \((S, O, A, T, \Omega, R)\), where \(S\) is the finite set of states; \(O\) is the finite set of observations; \(A\) is the finite set of actions; \(T(s'|s, a)\) is the transition function which defines the probability of observing state \(s'\) by firing action \(a\) at state \(s\); \(\Omega(o|s)\) is the observation function which defines the probability of observing observation \(o\) at state \(s\); and \(R(s, a)\) is the immediate reward received in state \(s\) firing action \(a\) [9].

Let us review the components of the POMDP and try to understand which components the agent should learn, and how this will happen. The core part of POMDP learning tasks is to learn the internal states of the partially observable environment. This mainly because of the fact that without knowing the internal states of the partially observable environment we cannot apply the available RL methods to find a policy as explained in Section 2.4. Note that the problem of identifying internal state of a partially observable environment is called as hidden state identification problem [10]. So, the set of states, \(S\), component is the most critical component for the agent to learn. In order to do this, initially, agent assumes each newly encountered observation is produced from a different internal state. Then, it collects a set of experience tuples.
and updates its observation-action function just like it is done by Q-Learning shown in Algorithm 2. After collecting enough number of samples, agent checks the statistical difference between the observation-action values for different observations. The idea is that, for the same action, observations that do not have statistically significant difference between their observation-action values should be produced from the same internal states. That leads to merge the assigned internal states into one internal state for the observations identified as having no statistically significant difference between their observation-action values. This operation is named as merge operation. If there is statistically significant difference between the observation-action values, on the other hand, the observations are assumed to be produced from different internal state dynamics. That leads to split the assigned internal state for the observations having statistically significant difference between their observation-action values, if they were assigned to be produced from the same state somehow in the learning process. Thereby, POMDP learning methods is able to find the set of states component of the POMDP model [46]. The set of observations $O$ is learned by the observations coming the environment. The set of actions $A$ is known since actions are internally defined by the agent. The transition function $T$ is not known. In order to find it, POMDP learning methods just counts the state transitions in the collected experience tuples, and normalizes it. The observation function $\Omega$ is not known. It is again learned by counting the observations observed from each identified internal state. Note that transition and observation functions are recalculated when a new internal state is discovered and added to the set of state component. The reward function $R$ is learned by the reward values obtained from the environments.

There are several well-defined hidden state identification algorithms. The Perceptual Distinction Approach (PDA) proposes to split the collected experience tuples into two parts and measure the statistical difference between the observation-action values of the observations seen in the first and second part of the experiences [11]. Utile Distinction Memory (UDM) algorithm, on the other hand, checks the statistical difference between the observation-action values of different observations and uses the idea that similar states would produce similar observation-action values [17]. Utile Suffix Memory (USM) builds a suffix tree from the history of the agent, so that each leaf of the suffix tree corresponds to one state of the environment. The suffix tree is split not only based on the statistical differences between the observation-action values, but also path of of the history chain of the experience tuples [45]. Nearest Sequence Memory (NSM) algorithm again makes use of the history of the agent. For each newly encountered observation, its idea is to average the observation-action values of the $k$ previous observations whose history chains are most similar to the history chain of the newly encountered observation [45].
5.2.1 Hidden State Identification

This section describes how we capture the statistical significance between the observation-action values. The basic difference between the POMDP learning methods is the way they capture the statistical difference. PDA, USM and NSM extensively use the history of the agent. UDM, on the other hand, checks the statistical difference between observation-action values without making use of any history information, which makes it less successful than USM and NSM, but much more applicable for our problem domain. Hence, we have used UDM’s hidden state identification technique.

UDM computes a confidence interval for each observation-action value based on the Equation 5.1:

\[ q \pm t_{\alpha/2}^{(n-1)} \left( \frac{s}{\sqrt{n}} \right) \]  

(5.1)

where \( q \) is the observation-action value for a specific observation-action pair, \( t_{\alpha/2}^{(n-1)} \) is the Student’s t function with \( n - 1 \) degrees of freedom and \( \alpha/2 \) confidence level, \( s \) is the standard deviation of the observation-action values and \( n \) is the number of observations. If, for the same action, the calculated confidence intervals intersect for a set of observations, it is assumed there is not statistically significant difference between the observations. Hence, a merge operation is applied. If confidence intervals do not intersect for a set of observations, they are assumed to be produced from different system dynamics. Hence, a split operation is applied.

Figure 5.1 shows a system before a merge operation; and Figure 5.2 shows the same system after the merge operation. After merge/split operations, the probability value of observing an observation are equal for all observations produced from the same state. Here, it is important to note that the merging process is NP-complete, but greedy merging works well enough [47]. At the first step, we merge all of the states having overlapped confidence intervals with the first state. Next, we do merging with the \( k^{th} \) state, which is the first state that has not been overlapped with the first state, and we continue so on.

![Figure 5.1: System before merge](image)
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5.3 Batch Mode POMDP Learning for Controlling Partially Observable GRNs

This section describes our novel Batch Mode POMDP Learning method building a POMDP model directly from gene expression data for controlling partially observable GRNs. Figure 5.3 depicts the flow our approach. What we have done is to convert gene expression data into experience tuples, extract feature values from the experience tuples, and apply Least-Squares Fitted Q Iteration (LSFQI) to obtain an approximate and generalized observation-action function, just like it is done in Chapter 3 Section 3.2. Then, based on the approximate and generalized observation-action function coming from LSFQI, we have applied the hidden state identification technique explained in Section 5.2.1, which enables us to learn the internal state of the gene regulation system, and construct the ultimate POMDP model. Note that we have used State Features for LSFQI explained in Section 3.2.2. Note also that since we assume gene regulation system we want to control is partially observable, the gene expression samples constitute observations the regulation system produced, and the approximate state-action function coming from LSFQI is approximate observation-action function, indeed. Below, we have explained how each of six component of the POMDP model, \((S, A, O, T, \Omega, C)\), is obtained.

Figure 5.3: Flow of our POMDP construction method
**Set of States:** We have learned the set of state component by applying the hidden state identification technique explained in Section 5.2.1. In order to this, we have applied the same procedure explained in Chapter 3, Section 3.2 with State Features upto LSFQI application process. Due to our problem domain, we have only a series of gene expression samples, whose size is generally very small. Hence, the procedure explained in Section 3.2 provides an approximate and generalized observation-action function which enables us to apply the hidden state identification technique explained in Section 5.2.1. Based on those approximate observation-action values, we cluster the observations into states, and get the set of state component along with their Bayesian relationship with the observations as Figure 5.2 shows.

**Set of Observations:** Each gene expression sample is the concatenation of the continuous gene expression values. We assume the successive gene expression samples are the observations that the gene regulation system produces. So, the set of observations is the set of all possible values of gene expression samples. Since there would be infinitely many number of observations if we use continuous values for gene expressions, we discretized gene expression values. As most of the previous studies have done, we used binary discretization [13, 7, 18]. Hence, if there are $n$ genes, then the number of all possible observations, i.e., the length of the set of observations $|O|$, is $2^{n}$. Note that this definition is same as the state definition explained in Section 3.2.1. Since our problem definition in this chapter assumes gene regulation system is partially observable, gene expression samples constitutes observations coming from the regulation system, rather than the actual internal states.

**Set of Actions:** In GRN control problem, action semantics is defined in terms of input genes. An input gene is the gene that the agent in the laboratory applies its actions. The set of input genes are defined in the scope of the GRN control problem. Action application, on the other hand, is to reverse the expression value of the input genes or not reversing them. Since, we use binary discretization, action 1 means to reverse the value of the input gene from 0 to 1, or 1 to 0; and action 0 means not to interfere the value of the gene. There may be more than one input genes. The number of all possible actions, i.e., the length of the set of actions $|A|$, is $2^{k}$ if there are $k$ input genes.

**State Transition Function:** The state transition function is obtained by counting the number of state transitions in the gene expression data. Based on the Bayesian relationship between states and observations, we have just counted the states observed in the gene expression data. For the states that are not observed in the gene expression samples, it is assumed that they have transition to themselves with probability $1.0$.

**Observation Function:** Based on the Bayesian relationships between states and observations, we have calculated the observation probabilities as distributed equally among the observations produced from same state. For example, if there are five observations produced from the same state $s$, the probability of observing $o_1$, for $1 \leq$
\[ i \leq 5, \text{in } s, \Omega(o_i|s) = 0.2. \]

**Cost Function:** Costs are associated with the observations, i.e., gene expression samples with respect to whether they satisfy the goal objective of the control problem or not. A POMDP, however, requires to associate costs with states of the system. In order to do this, for each state, we have take the probabilistic expectation of the costs of the observations that can be produced from that state. As in Section 3.2, we set a constant penalty for observations not satisfying the goal and find the expected cost value for each state with respect to the observations produced from that state. Equation 5.2 and 5.3 show the cost formulation.

\[
\begin{align*}
\text{cost}_{\text{observation}}(o, a) &= \begin{cases} 
0 + n \times c & \text{if } \text{goal}(o) \\
\kappa + n \times c & \text{if } \neg \text{goal}(o)
\end{cases} \\
\text{cost}_{\text{state}}(s, a) &= n \times c + \sum_{i}^{k} \Omega(o_i|s) \times \text{cost}_{\text{observation}}(o_i, a)
\end{align*}
\]

where \( \kappa \) is the penalty of being in an undesirable state, \( n \) is the number of input genes whose action value is 1, \( c \) is the cost of action to apply for each input gene, and \( k \) is the number of observations that can be produced from state \( s \). To illustrate, if a state can produce 2 of 5 observations not satisfying the to goal, the total penalty for that state is multiplied by 0.4. Goal of a control problem can be having value of a specific gene as 0 or reaching to a desirable basin of attractors.

5.4 Experimental Evaluation

5.4.1 Melanoma Application

This section describes the experimental evaluation of our novel Batch Mode POMDP Learning method for controlling partially observable GRNs on the melanoma dataset presented in [5]. It is reported that WNT5A gene is highly discriminating factor for metastasizing of melanoma and deactivating the WNT5A significantly reduces the metastatic effect of WNT5A [5, 12, 7]. Hence, a control strategy for keeping the WNT5A deactivated may mitigate the metastasis of melanoma [12].

We have used the same LSFQI setting explained in Section 3.3.1 to obtain approximate observation-action function. We have used seven most significant genes in the complete melanoma dataset, which are WNT5A, pirin, S100P, RET1, MART1, HADHB, and STC2, in order [13, 7, 18]. Therefore WNT5A is the most significant bit, and STC2 is the least significant bit in binary observation encoding. We have selected 2\textsuperscript{nd} gene, pirin, as input gene. That is, there are two possible actions defined in the control problem, reversing the value of pirin, or not reversing it. We set the cost of applying
an action as 1. We have defined the goal objective to have WNT5A deactivated and set penalty of not satisfying the goal as 10. Hence, the cost formulation in Equation 5.2 is as following.

\[
\text{cost}(o, a) = \begin{cases} 
    0 & \text{if } \text{goal}(o) \text{ and } a = 0 \\
    1 & \text{if } \text{goal}(o) \text{ and } a = 1 \\
    10 & \text{if } \neg \text{goal}(o) \text{ and } a = 0 \\
    11 & \text{if } \neg \text{goal}(o) \text{ and } a = 1 
\end{cases}
\]  

Note that for observations between 0 – 63, WNT5A has the value of 0 and for the remaining observations 64 – 127, WNT5A is 1. Hence, we can say that observations between 0 – 63 are desirable while observations 64 – 127 are undesirable. We set the \( \alpha \) value as 0.05 in Equation 5.1. Note that unlike our previous partially observable solution explained in Chapter 4, here, we did not do different experiments for different number of observation genes. Instead, we assumed all the genes included in the gene expression data constitutes the observation genes. So, for the melanoma dataset we are using, the number observation genes is 7. It corresponds to the Exp#7 of the experimental evaluation of our previous solution shown in Section 4.6.1.2.

![Figure 5.4: State values obtained from Batch RL](image)

Based on these experimental settings, we run LSFQI (LSFQI) algorithm on the 7-gene melanoma dataset, and obtain the approximate and generalized observation-action function. Figure 5.4 shows the observation values over the iterations of LSFQI. Note that each line stands for a different observation. Hence, there are 128 different lines in Figure 5.4 as required for a 7-gene regulation system. Based on these observation
values, we applied the hidden state identification technique explained in Section 5.2.1 and construct the POMDP model for controlling the 7-gene melanoma regulation system. We observe that we learned 26 hidden states based on the observation values shown in Figure 5.4. We have used the point-based POMDP solver Persues [62] to solve the POMDP we learned. We have compared our method with the previous finite horizon methods, Dynamic Programming (DP) of Datta et al. (2004), AO* algorithm of Bryce and Kim (2010), the previous infinite horizon POMDP solution of Erdogdu et al. (2011), and our proposed solution LSFTDI for controlling partially observable GRNs explained in Chapter 4, in terms of average reward per time step, and required time to construct a policy.

Figure 5.5 shows the average reward per time step produced by different solutions for controlling partially observable GRNs. As shown, our novel POMDP model is able to provide much better average reward per time step than all of the previous works, AO* of [7], DP of [13] and previous POMDP solution of [18]. Here it is important to note that the finite horizon works of AO* and DP can only scale upto 1 horizon as explained in Section 4.6.1.2 shown in Exp#7 of the Table 4.3. Remember that we set the maximum time limit as 20 minutes, and killed the processes exceeding 20 minutes. So, the average rewards for the finite horizon works are just for horizon 1, which is the reason for our POMDP model to produce greater average reward then the finite horizon works. Because finite horizon works are provably optimal. Yet, the shown results confirm that the POMDP model we constructed works well enough to produce more the average reward per time step than the two finite horizon works. Moreover, our POMDP model exceeds the infinite horizon POMDP solution of [18], as well. Hence, we can say that the POMDP we constructed directly from gene expression data based on LSFQI is successful enough to produce better policies then the previous finite and infinite horizon works. The only method our POMDP model cannot exceed is LSFTDI, which is the other solution we have proposed for controlling partially observable GRNs. Hence, once again we have verified that LSFTDI is a very successful method providing almost optimal solutions as explained in Section 4.6.1.2 as well.

Figure 5.6 shows the execution times for constructing policies for different solution methods. As it is seen AO* perform much worse than all of the methods. Although DP solves the control problem in 13.73 seconds, this is the result for only horizon 1. This also means that, for horizon 2, DP cannot produce a solution within 20 minute time. Hence, we can say that the finite horizon works of AO* and DP search entire belief state inefficiently. For the previous infinite horizon work of [18], our infinite horizon POMDP requires less time to construct a control policy. Since, it has also been showed that our POMDP produces better average reward then the POMDP solution of [18], we can say that our novel POMDP solution is better than the previous infinite horizon POMDP work of [18] in terms of both time requirements and solution quality. For the finite horizon works, we can again say that our method provides reasonably good policies providing larger average reward per time step than the finite horizon works of
and \[7\], and requires much less time providing not a finite both an infinite horizon policy. Again, the only method that our POMDP solution cannot exceed is LSFTDI, which is the other partial observability solution we proposed. LSFTDI requires only 1.43 seconds to provide a stochastic policy producing 9.36 average reward per time step.

Observe that AO* requires more time than DP, which is an unexpected result actually, since AO* employs a heuristic to improve DP. However, this case is also reported by [7] in their Section 7.3 with the same melanoma dataset and same experimental settings. The reason is that AO* repeatedly evaluates same belief states due to loose upper bound on the reward value 10. AO* expands the belief states only on the path of the optimal policy, and prunes all the other belief state nodes at each iteration. Once the path of the optimal policy changes more than one time, it may be required to expand the same belief state node again and again, which are the cases for the Exp#5 – 7 of Section 4.6.1.2 as well.

### 5.4.2 Yeast Application

This section describes the experimental evaluation of our POMDP model for controlling partially observable GRNs on the same 10-gene yeast cell cycle dataset we have used in Chapter 3, Section 3.3.2. We have used the same LSFQI setting explained in Section 3.3.2 to obtain approximate observation-action function. We have selected
5th gene, MBP1, as input gene. That is, there are two possible actions defined in the control problem, reversing the value of MBP1, or not reversing it. We set the cost of applying an action as 1. We have defined the goal objective to have MCM1 deactivated and set penalty of not satisfying the goal as 10. Hence, the cost formulation is same as the one in Equation 5.4.

Note that for observations between 0 – 511, MCM1 has the value of 0 and for the remaining observations 512 – 1024, MCM1 is 1. Hence, we can say that observations between 0 – 511 are desirable while observations 512 – 1024 are undesirable. We set the α value as 0.05 in Equation 5.1. Note that unlike our previous partially observable solution explained in Chapter 4, here, we did not do different experiments for different number of observation genes. Instead, we assumed all the genes included in the gene expression data constitutes the observation genes. So, for the melanoma dataset we are using, the number observation genes is 10.

Based on these experimental settings, we run LSFQI (LSFQI) algorithm on the 10-gene yeast cell cycle dataset, and obtain the approximate and generalized observation-action function. Figure 5.7 shows the observation values over the iterations of LSFQI. Note that each line stands for a different observation. Hence, there are 1024 different lines in Figure 5.7 as required for a 10-gene regulation system. Based on those observation values, we applied the hidden state identification technique explained in Section 5.2.1 and construct the POMDP model for controlling the 10-gene yeast regulation system. We observe that we learned 48 hidden states based on the observation values shown.
in Figure 5.7. We have used the point-based POMDP solver Persues [62] to solve the POMDP model we constructed. We have compared our method with the previous finite horizon methods, Dynamic Programming (DP) of Datta et al. (2004), the previous infinite horizon POMDP solution of Erdogdu et al. (2011), and our proposed solution LSFTDI for controlling partially observable GRNs explained in Chapter 4 in terms of average reward per time step, and required time to construct a policy. Note that we could not compare our method with AO* algorithm of Bryce and Kim (2010) due their extreme time requirement. We have run AO* on the 10-gene yeast cell cycle dataset for horizon 1, and wait more than 12 hours for AO* to finish. However, we could not get any result. We anticipate the reason is again the repeated belief estimation of AO*, which made it perform worse in terms of time requirements than DP in Section 5.4.1 as well.

Figure 5.8 shows the average reward per time step produced by different solutions for controlling partially observable GRNs. As shown, our novel POMDP model is able to provide better average reward per time step than all of the previous works, DP of [13] and previous POMDP solution of [18], and our previous solution LSFTDI as well. The finite horizon work DP can only scale upto 1 horizon as explained in Section 4.6.1.2. So, the average rewards for DP is just for horizon 1, which is the reason for our POMDP model to produce greater average reward then DP. Because DP is provably optimal. Yet, the shown results confirm that the POMDP model we constructed works well enough to produce more the average reward per time step than DP. Our POMDP model exceeds the infinite horizon POMDP solution of [18], as well.
Hence, we can say that the POMDP we constructed directly from gene expression data based on LSFQI is successful enough to produce better policies than the previous finite and infinite horizon works. Unlike the results in Section 5.4.1 this time our POMDP model exceeds the other method we have proposed to solve control problem of partially observable GRNs, LSFTDI. That means, while both of the control solutions we have proposed to control partially observable GRNs produce better control policies than the existing works both for melanoma and yeast datasets, they cannot beat each other in terms of the solution quality they provide. While LSFTDI is works more successfully with melanoma dataset, our POMDP construction method produces better control policies with yeast cell cycle dataset.

Figure 5.6 shows the execution times for constructing policies for different solution methods. As it is seen DP performs much worse than all of the methods. It requires more than 1.5 hours to find a control policy for the 10-gene yeast dataset with horizon only 1. Hence, we can again say that the finite horizon work DP searches entire belief state inefficiently. For the previous infinite horizon work of [18], our infinite horizon POMDP requires much less time to construct a control policy. Since, it has also been showed that our POMDP produces better average reward than the POMDP solution of [18], we can again say that our novel POMDP solution is better than the previous infinite horizon POMDP work of [18] in terms of both time requirements and solution quality. For the finite horizon works, we can again say that our method provides reasonably good policies providing larger average reward per time step than the finite
horizon works of [13] and [7], and requires much less time providing not a finite but an infinite horizon policy. That actually means, our proposed POMDP solution, together with our other proposed solution LSFTDI, makes solvable many gene regulation control problems for systems larger than several tens of genes. Again, the only method that our POMDP solution cannot exceed in terms of time requirement is LSFTDI, which is the other partial observability solution we proposed. LSFTDI requires only 2.31 seconds to provide a stochastic policy producing 4.72 average reward per time step. Note that since our POMDP solution requires reasonable amount of time, 25.99 seconds, to find the control policy, it is acceptable to use for yeast application since it provides more average reward than LSFTDI. However, as the scale of the regulation system gets larger, indispensably, our POMDP solution will require much more time than LSFTDI. This is basically due to the fact that, we have to solve a POMDP to construct a policy which is intractable ideally [9, 62].

To our best knowledge, together with our other partial observability solution LSFTDI, our POMDP construction method are the two only studies providing approximate control policies from limited number of experience tuples in partially observable environments. Since both of our methods does not depend on any computational model such as Probabilistic Boolean Network (PBN) for modeling GRNs, they both can easily be adapted for different non-Markovian decision tasks, especially when there is limitedly available experience tuples.
5.5 Discussion

In this chapter, we have proposed a novel algorithm, Batch Mode POMDP Learning, for controlling partially observable GRNs constructing a POMDP directly from gene expression data. We have assumed gene expression samples are the observations that the gene regulation system produces and the actual states are hidden. Our method is based on hidden state identification techniques checking statistical difference between observation-action values. The idea is that, for the same action, observations having similar observation-action values should be produced from similar states. We have used one of the Batch RL algorithms, LSFQI, to obtain an approximate and generalized observation-action function from gene expression data for each possible observation. We have applied hidden state identification techniques to the approximate observation-action values coming from LSFQI for learning the actual internal states of the gene regulation system we want to control. Based on the learned internal states and their Bayesian relationship with the observations, we have constructed the ultimate POMDP model. Results show that our POMDP construction method is better than both finite and infinite horizon previous control solutions for partially observable GRNs in terms of both solution quality and time requirements. Our other proposed control solution for partially observable GRNs, LSFTDI, on the other hand, worked better for melanoma dataset and worse for yeast dataset from our constructed POMDP in terms of solution quality. Since LSFTDI does not deal with internal states of the gene regulation system, it always provides the fastest solution among all the previous works and our POMDP construction method.
CHAPTER 6

MULTI-MODEL GENE EXPRESSION DATA ENRICHMENT FRAMEWORK

6.1 Introduction

Gene expression data has vital importance for genome research. In fact most of the research in genome research is driven by the gene expression data, and it is generally difficult to come up with datasets having large number of samples. Further, for small datasets the number of genes is very high compared to number of samples. Unfortunately, the low number of samples is a problem for computational methods. The low number of samples usually decreases the confidence levels in the results of the computational methods that work on gene expression data [55, 10, 25, 35]. Datasets might draw an accurate picture of the underlying genome mechanics, however computationally, low number of samples is a challenge regardless of the expressive power of the data. Several domains, especially health informatics and molecular biology research is effected by the low number of samples and the knowledge discovery task becomes more challenging. An example domain where low number of samples forms a significant problem is cancer biomarkers prediction. In such studies predictive gene sets constructed by different research groups have very small number of similar genes in general. Thus, high number of samples is necessary to construct reliable predictive gene lists [16]. Another example domain is control domain which we have studied in Chapter 3, Chapter 4 and Chapter 5. All of the solutions we proposed to control GRNs are directly based on the gene expression data, and number of available gene expression samples certainly determines our boundaries on the quality of the control solutions.

There are several studies proposed to overcome the problem of low number of samples of gene expression datasets. For instance, the works described in [39, 52, 68, 59] try to obtain a formula for the number of required samples based on different experimental parameters and apply the most appropriate experiment to increase the available samples. The study in [39] proposes to repeat the microarray experiments to increase the number of samples. The studies described in [19, 20], have applied different types of generative models and try to enhance the available data by combining the simulated
results from the different generative models. Once they sample different generative models separately, they evaluate each sample, and selects the best ones to output. However, both [19] and [20] employ a weak sample selection mechanism. Their sample selection mechanism determines the quality of the generated samples based on a linear combination of the metrics that cannot be transformed to each other. Furthermore, in the experimental evaluations, the samples used for model building have also been used in the metric evaluation. In other words, the training and test sets were identical, which is a crucial drawback and makes the experimental justification also weak and unreliable.

In this chapter, we have proposed a robust multi-model gene expression data enrichment framework. We have continued the line of research initiated by [17]. Our main observation is that although there are many gene regulation models in the literature, none of them is able to perfectly capture the system dynamics of gene regulation. Hence, we have decided to build a comprehensive multi-model gene expression data generation framework by integrating four different computational generative models, in which each are responsible for carrying different types of relations from existing gene expression data. Whatever the model is, single gene regulation model will most likely converge to its own system dynamics. However, by integrating different models, we are able to benefit from different models concurrently and activate the most successful one according to the contextual information that the systems demonstrate. Our framework firstly builds four different gene regulation models. Then, it generates samples from all the constructed models and pool the generated samples. The pool of generated samples is a rich source of gene expression data carrying various characteristics of gene regulation. To utilize the diverse types of generated gene expression samples effectively, our framework applies a multi-objective sample selection mechanism based on three defined metrics providing to evaluate generated samples from different aspects. Each generated sample is evaluated multi-objectively based on these metrics. The samples having the best scores in terms of their metric results are outputted by our multi-model data generation framework at the final stage. Results show that our multi-model framework is certainly much more effective than single computational models it includes. Moreover, the produced samples by our framework is so valuable that it can even capture new biological relations that can not be captured by real gene expression datasets. We have also proposed a bound for the number of required samples to train our multi-model framework, which may give a bound for the cost of the real life gene expression data generation experiments.

The rest of this chapter is organized as follows. Section 6.2 describes the multi-model gene regulation approach, the defined metrics to evaluate the produced samples from different models, and the multi-objective selection mechanism. Section 6.3 describes the formulation of the four generative models. Section 6.4 presents the the experimental setup. Section 6.5 presents the experimental results justifying the effectiveness of our proposed sample generation method. Section 6.6 concludes with a discussion.
6.2 Multi-Model Approach

Multi-model gene regulation means to integrate different gene regulation models into one unified framework. There are many gene regulation models, such as Probabilistic Boolean Networks (PBNs) or Ordinary Differential Equations (ODEs) [60, 1]. However, each of them has different intrinsic drawbacks to simulate gene regulation. Under different contextual information, different models may present very different results. For one type of dataset, for example, ODE may simulate system dynamics more successfully than PBN; whereas, for another type of dataset, PBN may simulate system dynamics more successfully than ODE. In their study Hurley et al. (2011) [29] and Marbach et al. (2012) [43], propose to infer Genetic Regulatory Networks (GRNs) based on several GRN inference algorithms, such as ARACNE, BANJO, MIKANA and SiGN-BN [44, 70, 36, 73], and to combine the inferred networks for capturing relationships more clearly and successfully, which is actually named as wisdom of crowds by [43]. In our work, on the other hand, we also propose to compare and combine different gene regulation models, not over the inferred networks, but over the generated gene expression samples. We construct alternative gene regulation models and try to produce high quality gene expression data based on the combination of samples. That means we propose a new way to infer a better GRN, indeed. Instead of combining different inferred networks as in [29] and [43], or improving single GRN inference algorithm [73], we propose to improve the size and quality of the available gene expression data by combining gene expression samples from different computational models for gene regulation. We enrich gene expression dataset artificially, and infer more realistic GRNs based on those artificially enriched set of gene expression samples.

The block diagram of our proposed framework is shown in Figure 6.1. For generating $k$ samples from our multi-model framework, we generate $k$ different samples from each of four generative models, which are Probabilistic Boolean Networks (PBNs), Ordinary Differential Equations (ODEs), multi-objective Genetic Algorithm (GA) and Hierarchical Markov Model (HIMM). Then, we evaluate each generated samples based on well-defined three metrics and employ a multi-objective sample selection mechanism over the three metrics to select the best $k$ samples from the $4k$ samples collected from the different generative models. For the sample selection phase, each generated sample is evaluated by three metrics that are calculated both by using training and test data. Final samples are determined by a multi-objective selection mechanism. This mechanism determines the quality of the generated samples separately on all metrics and then ranks them in a multi-objective way. In the last step, the highest scoring samples are selected for inclusion in the newly generated dataset. Note that, as shown in Figure 6.1 except the ODE model, all of the three models works on discrete domain. That is, they both use and produce discretized gene expression samples. Hence, to build the PBN, GA and HIMM models, we used binary discretized values of available gene expression samples and convert the generated binary gene expression samples from the models into continuous samples just before feeding them into selection.
mechanism. We have also applied a rich set of experiments for proving the effectiveness of our multi-model framework and the quality of the generated samples from our multi-model framework.

The four models employed in the process are not closely related so that each model might contribute its own characteristics to the generated data. The first model is the PBN [60]. This model is an extension of boolean networks [34]. The second model is ODE formulation of gene regulation system. This model tries to find a regulation function for the dynamics of each gene in the regulation system. Hence, the dynamic system of each gene is associated with all other genes in terms of the internal effects on each other. There are several studies about modeling gene regulations by using ODEs. The work described in [26] proposed an algorithm named ‘Network Identification by Multiple Regression’ (NIR) by applying multiple regression to the system of ODEs. It requires both steady-state gene expression data and knowledge of specific perturbations for each gene. The work described in [15] proposed an algorithm named ‘Microarray Network Identification’ (MNI) which also requires steady-state data, but finds perturbations automatically from the gene expression data. The other study about modeling gene regulation as system of ODEs is described in [11], which proposed the algorithm ‘Time Series Network Identification’ (TSNI). TSNI can cover time series gene expression data. Besides, it can discover the perturbations of the system automatically from the gene expression data and can be applied to very large datasets comprised of thousands of genes. The algorithm proposed in [14] performs multiple regression of each gene on all other genes, whereas the ‘Inferelator’ proposed in [6] uses L1 shrinkage method for modeling gene regulatory systems with ODEs. The al-

Figure 6.1: Block diagram of our sample generation method.
Corollary ‘Differential Equation-based Local Dynamic Bayesian Network’ (DELDBN) proposed in [40] combines differential equation modeling with Bayesian networks as the name suggests. The third generative model we used is multi-objective GA. It applies crossovers to the available gene expression samples and try to produce better candidate samples based on a multi-objective fitness function. And the forth model is the HIMM. HIMM constructs probabilistic Context Free Grammar rules for each gene, based on the string of discretized gene expression values.

The three defined metrics are Compatibility, Diversity and Coverage measuring different aspects of the generated data. Compatibility measures how much the newly generated samples are close with the original gene expression samples. Diversity measures how much the newly generated samples different from the original and already generated samples. Lastly, coverage measures how much the generated samples cover the sample space.

- **Compatibility:** We want the newly generated samples to be similar to the existing ones. For any new sample, we measure Euclidean distances to all samples in the original dataset. The compatibility of a newly generated sample is the mean of these calculated distance values.

- **Diversity:** We do not desire the new samples to be duplicates of the existing ones. We calculate the diversity of each new sample as the change in the total entropy of the original dataset. In order to find out the change in information content, for each \(i^{th}\) newly generated sample, we append all newly generated samples up to \(i - 1\) to the original dataset. Then, we calculate the entropy of each sample in the appended dataset and sum the differences of entropy values of samples. This forms a basis for the total information held by the appended dataset. For the \(i^{th}\) newly generated sample, we calculate the total information with the same procedure explained above except adding just the \(i^{th}\) newly generated sample to the previous appended dataset. By dividing the latter value of total information by the former one we get a ratio representing the contribution of each newly generated \(i^{th}\) sample to the total information held by the original dataset and the samples produced up to the \((i - 1)^{th}\) sample. This value is taken as diversity metric value.

- **Coverage:** This metric is to measure how close a new sample is to the other samples created by our method. Coverage of a new sample is calculated as the sum of the Euclidean distance values to all the other new samples. If a single sample is created, the value of the coverage metric is set to the maximum of the normalization interval.

In order to select \(k\) samples among collected \(4k\) samples, we have used multi-objective selection mechanism based on the three defined metrics. The mechanism is based of Fonseca-Flemming ranking [24]. The ranking checks vector dominance between pairs
of samples with respect to the three metrics. For each sample, there is a $1 \times 3$ vector of metric results. The ranking value of each sample is set as the number of samples whose vectors of metric results strictly dominate the vector of metric results of the selected sample. Hence, the most successful candidates are the ones that are least dominated by the other samples. Based on Fonseca-Flemming ranking, the $4k$ samples are sorted and the best $k$ samples are chosen to output. Ties are broken randomly if necessary. Having the multi-objective selection mechanism, we generate samples having different characteristics, which improves the effectiveness of our multi-model framework.

6.3 Generative Models

This section describes the four generative models that we have integrated in our multi-model data generation framework. We can list them as following.

1. Probabilistic Boolean Network
2. Ordinary Differential Equations
3. Multi-Objective Genetic Algorithm
4. Hierarchical Markov Model

The idea behind all these models is to use the existing data for building up the models and generating samples having different characteristics. That provides to simulate gene regulation much realistically and successfully.

6.3.1 Probabilistic Boolean Network

Probabilistic Boolean Networks (PBNs) model gene regulation as a collection of Boolean Networks [60, 34]. PBN represents gene regulation as a Boolean interactions among genes. Each gene is represented as a node and each interaction is represented as a Boolean function and a wiring diagram. There are several Boolean functions associated with each gene and several wiring diagrams associated with each Boolean function. Additionally, there is a probability distribution over the associated Boolean functions and wiring diagrams for each gene. At each time $t + 1$, the values of genes are determined based on the associated Boolean functions, wiring diagrams and the probability distribution over the Boolean functions.

In order to construct a PBN, we have used the method proposed by Shmulevich et al. [60]. It uses coefficient of determination (COD) value for each possible Boolean function and its wiring diagram for each gene [60]. The COD value of a Boolean function determines the error differences between the constant Boolean function and
the actual Boolean function. For the $i^{th}$ gene $x_i$, its $k^{th}$ Boolean function $f^i_k$ and its $l^{th}$ wiring diagram $\omega^i_l$, the COD value can be formulated as in Equation 6.1.

$$C^i_k = \frac{\Delta - \Delta(x_i, f^i_k(\omega^i_l))}{\Delta}$$ (6.1)

where $\Delta$ is the error for constant Boolean function and $\Delta(x_i, f^i_k(\omega^i_l))$ is the error for actual Boolean function. Among all possible Boolean functions and wiring diagrams we are able to find the best estimators with respect to the COD values. Moreover, by normalizing the COD values for each Boolean function and wiring diagram we can get the required probability distribution to construct the PBN.

This approach is sound for choosing the best estimators among the possible Boolean Network functions and wirings and combining these best estimators for building the PBN. However, actually it is not possible to enumerate and evaluate all possible Boolean Network functions and wirings. If there are $n$ genes in the network, the number of possible wirings for a single gene is $2^n$, since each wiring is a subset of genes. Each wiring has a cardinality $k$, which is the cardinality of the gene subset. Each wiring of $k$ cardinality is associated with a Boolean function of $k$ parameters and a Boolean value, thus there are $2^k$ possible functions that can be assigned to each wiring of cardinality $k$. If we sum up the number of all possible Boolean functions, we get:

$$2 * \left[ \binom{n}{0} \cdot 2^0 + \binom{n}{1} \cdot 2^1 + \binom{n}{2} \cdot 2^2 + \ldots + \binom{n}{k} \cdot 2^k \right]$$ (6.2)

For a very simple gene expression data of 20 genes, each gene has around 1 million possible wirings and 3 billion Boolean functions should be evaluated to find the best wiring and Boolean function. So, it is mandatory to restrict the wiring and Boolean functions to a smaller set in order to be able to evaluate each and every candidate. Hence, we have set the number of wirings and the number of Boolean functions as 3 for each gene as it is suggested in [60].

We have constructed the PBN based on the available gene expression data. We specify the first $[1; s - 1]$ samples as inputs and the last $[2; s]$ samples as outputs of the PBN. Hence, for each sample at time $t$, the output of the PBN is the sample at $t + 1$. By adjusting the parameters of the PBN based on the output values obtained from the available gene expression samples, and the COD values calculated over the output values, we are able to construct the PBN that would best fit the available gene expression data.

Having constructed the PBN, the network can be easily used for generating new data by simply running the constructed PBN $k$ times recursively. Note that we set the initial value of the PBN as the last sample in the available gene expression sample.
Moreover, we use perturbation to consider the diversity in the PBN. At each time step, there is a 0.1 of perturbation probability that the value of a gene may change independently.

### 6.3.2 Ordinary Differential Equations

Modeling gene regulatory systems by using ordinary differential equations (ODEs) is one of the oldest and common methods. Specifically, differentiation of each gene is associated with a regulation function of the expression levels of the other genes [31].

\[ \dot{x}_i = f_i(x), \quad (6.3) \]

where \(1 \leq i \leq N\), \(x = [x_1, ..., x_N]'\) and \(N\) is the number of genes in the system. ODEs provide a continuous time dynamical system framework for modeling the interactions in a gene regulatory system. They are simple to use and powerful for capturing the relations between all variables.

Among different approaches capable of constructing the ODE model for gene regulations, in this work, we have used the Time Series Network Identification (TSNI) algorithm presented in [1] due to its prevailing properties on other regulation modeling algorithms. TSNI is not only able to cover time series data but also can be applied to large datasets as facilitated by the principal component analysis. Moreover, it is able to determine the external perturbations to the system automatically from the available data. After finding the regulation equations by using the TSNI algorithm, it is easy to generate new samples by just simulating the system of the ODEs.

The main task in gene regulation modeling using ODEs is to find the regulation functions for each gene. The TSNI algorithm assumes the regulation functions have the form

\[ \dot{x}_i(t_k) = \sum_{j=1}^{N} a_{ij}x_j(t_k) + \sum_{l=1}^{P} b_{il}u_l(t_k) \quad (6.4) \]

where \(1 \leq i \leq N\), \(1 \leq k \leq M\), \(N\) is the number of genes, and \(M\) is the number of samples in the existing data. Here \(x_j(t_k)\) is the gene expression level of gene \(j\) at time \(t_k\), \(a_{ij}\) is the effect of gene \(j\) on gene \(i\), \(b_{il}\) is the effect of \(l^{th}\) external perturbation to gene \(i\) and \(u_l(t_k)\) is the \(l^{th}\) external perturbation to the system at time \(t_k\).

If we combine all differential equations in a single matrix equation, we can rewrite Equation (6.4) as
\[
X(t_k) = A * X(t_k) + B * U(t_k)
\]  

(6.5)

Here, \(X(t_k)\) is the \(N\) element vector of the gene expression levels at time \(t_k\) and \(X(t_k)\) is the \(N\) element vector of the first derivative of \(X(t_k)\). \(U(t_k)\) is the \(P\) element perturbation vector storing the \(P\) external perturbations to the system at time \(t_k\). \(A\) is the \(N \times N\) regulation matrix and \(B\) is the \(N \times P\) perturbation matrix. It is important to note that \(U(t_k)\) represents the \(P\) external perturbations to the system, whereas, \(B\) represents the effects of the \(P\) perturbations to each of the \(N\) genes.

As ODEs provide continuous time modeling approach, TSNI converts Equation (6.5) into its discrete time space form

\[
X(t_{k+1}) = A_d * X(t_k) + B_d * U(t_k),
\]

(6.6)

where, \(A_d\) is the discrete time space form of regulation matrix \(A\) and \(B_d\) is the discrete time space form of perturbation matrix \(B\). These two matrices will be converted back to the continuous time space form with the bilinear transformation in Equations (6.7) and (6.8):

\[
A = \frac{2 * A_d - I}{\Delta t * A_d + I}
\]

(6.7)

\[
B = (A_d + I)^{-1} * A * B_d,
\]

(6.8)

where \(I\) is the identity matrix and \(\Delta t\) is the sampling interval. In our study, we assume that sampling interval is 1.

Having the compact form of differential equations as in Equation (6.6), the only unknowns are the regulation matrix \(A_d\) and the perturbation matrix \(B_d\). \(X(t_{k+1})\) is the last \(M - 1\) data points, \(X(t_k)\) is the first \(M - 1\) data points and \(U(t_k)\) is the \(M - 1\) perturbations that are done to the system for each time \(t_k\). Hence, it can be said that \(A_d\) and \(B_d\) are still \(N \times N\) and \(N \times P\) matrices, respectively, whereas \(X(t_{k+1})\) is \(N \times (M - 1)\), \(X(t_k)\) is \(N \times (M - 1)\) and \(U(t_k)\) is \(P \times (M - 1)\) matrices.

By combining the unknowns in a single matrix, Equation (6.6) may further be rewritten as:

\[
X(t_{k+1}) = H * Y,
\]

(6.9)
where

\[ H = \begin{bmatrix} A_d & B_d \end{bmatrix} \]

\[ Y = \begin{bmatrix} X(t_k) \\ U(t_k) \end{bmatrix} \]

In order to solve the Equation (6.9) for the two unknown matrices \( A_d \) and \( B_d \), we have to have \( M \geq N + P \), which means that the number of samples should be greater than or equal to the sum of the number of genes and the number of perturbations. However, the number of genes is usually much greater than the number of samples. TSNI applies Principal Component Analysis (PCA) to overcome this problem. Matrix \( Y \) is decomposed by singular value decomposition,

\[ X(t_{k+1}) = H \ast U \ast S \ast V' \tag{6.10} \]

This will provide to reduce the dimension of Equation (6.9) and take only \( k \) singular vectors of \( U \) or \( V' \) depending on the number of singular values in matrix \( S \). After reduced the dimension of Equation (6.9), Equation (6.10) can be solved easily as described in [1] leading to \( A_d \) and \( B_d \). Using Equations (6.7) and (6.8), \( A \) and \( B \) can be computed from \( A_d \) and \( B_d \), concluding the algorithm.

There are two important points about the TSNI algorithm: the \( k \) value, i.e., the number of principal components to be considered and the \( P \) value, i.e., the number of external perturbations to the system. The number of principal components depends on the noise in the data. If the noise level is very low then 3 PCs (Principle Components) are the best, if the noise level is about 10% then 2 PCs are better and if the noise level is higher than 10% then 1 PC works best [1]. Though this parameter may be adjusted by the user of the system, in this study, we assume that the noise is about 10% and take the \( k \) value as 2. The number of external perturbations to the system may also be adjusted by the user of the system, however, in this study we set the \( P \) value to be 1 as in [1].

After finding the regulation and perturbation matrices of the differential equation model, it is easy to generate new samples from the model by just solving the system of differential equations numerically. At each time \( t_k \), the system takes an \( N \times 1 \) vector of gene expression levels \( X(t_k) \) as input, finds the instantaneous difference by using the regulation and perturbation matrices and gives an \( N \times 1 \) vector \( X(t_{k+1}) \) as the simulated output at time \( t_{k+1} \). Dynamics of the system continue by taking the simulated output vector \( X(t_{k+1}) \) as input vector at the next time step.
6.3.3 Multi-Objective Genetic Algorithm

Genetic algorithm is a popular method which have been used for solving DNA sequence prediction, protein structure prediction or gene expression data generation \[28, 53, 54, 20\]. In our work, we have used multi-objective genetic algorithm method as our third generative model, which we have adapted from the genetic algorithm data generation method proposed in \[20\]. As its name suggests, our multi-objective genetic algorithm applies multi-objective fitness function and selection mechanism.

Multi-objective genetic algorithm applies iteratively crossovers over the available individuals and try to produce better generations in terms of their fitness. Each individual corresponds to binary value of a gene expression sample. Crossovers among the individuals are uniform crossovers \[49, 66\]. That is, value of each gene in the next generation is decided based only on the value of that gene in the parent generations.

Every time the crossover step is applied, two parents should be selected among the population. We have used a multi-objective selection method for this task. Three criteria we used for evaluating and selecting best samples from different models, explained in Section 6.2, are also used as fitness functions of the genetic algorithm. Compatibility, diversity and coverage criteria are calculated for each individual in the population to use in the selection process. Compatibility measures how much an individual is close to the other individuals, diversity measures how much an individual is different from other individuals and coverage measures how much an individual covers the sample space (See Section 6.2 for detailed explanations of the metrics). Compatibility and diversity values used in the fitness function are calculated as outlined in the sample selection process. However, coverage value used in the sample selection process measures the coverage value of a set of samples. For the fitness function, we need to measure the coverage value of a single sample, thus an incremental version of the coverage calculation is used here. For measuring the coverage value of a single individual we actually measure how the coverage of the whole population changes when the individual is removed.

After calculating three criteria for all of the individuals in the population, a multi-objective selection is applied. The multi-objective selection method used is based on a ranking mechanism proposed by Fonseca and Fleming \[24\]. This ranking is based on vector dominance of an individual by another individual. The ranking of a given individual is the number of individuals in the population whose fitness values dominate the fitness values of the given individual. After the ranking is formed by the outlined method, the best two individuals, who are the least dominated ones in the population, are selected as mates for the crossover phase. Ties in the ranking are randomly broken if necessary.

The population is initialized as the original dataset and genetic algorithm steps are applied to individuals continuously. At each step of the genetic algorithm, there is also
0.1 probability of mutation which may change value of a gene randomly. After the $k^{th}$ iteration, genetic algorithm produces the required $k$ many new samples.

### 6.3.4 Hierarchical Markov Model

Hierarchical Markov Model (HIMM) have been firstly proposed by [71]. In his study Witten, proposed to formulate a Probabilistic Context Free Grammar to store texts. The idea is to group similar strings in the text and introduce a set of probabilistic hierarchical rules to model the strings in the text. As gene expression dataset also constitutes a set of strings, HIMM suitably fits to integrate into our multi-model framework as the forth generative model [20].

To be able to construct HIMM over the available gene expression data, we firstly discretized the gene expression samples. Then, for each gene we introduced a set of rules that are modeling the substrings of the binary values of that gene. If there are 6 samples in the dataset, for example, and 101110 is the values of the first gene in the dataset. Then HIMM introduces a rule as $X \rightarrow 10$ and represent the 101110 string as $X11X$. This is because the substring 10 is the longest common substring in the original string. In the next iteration, a new rule will be introduced as $Y \rightarrow 11$ and the string $X11X$ will be represented as $XYX$. This will constitute a hierarchical rule set for each gene in the dataset. Note that there may also be uncertain rules. For a string 110010, HIMM introduces a rule $X \rightarrow 1(1|0)$ and represents the string as $X00X$. Here, the symbol $X$ has two possible values, 11 and 10, each has a probabilistic value to occur. For a probabilistic rule, we assumed the probability of producing different strings is shared equally among the all possible values for the rules. So, its probability value is 0.5 for the rule $X \rightarrow 1(1|0)$ to produce 11 or 10. We also assume the longest common substrings are matched from beginning of the string and end of the string due to reduce the exponential search time to match substrings in the original strings.

Having constructed the HIMM, the rules for each gene can be used to generate new samples. One important point is to generate fixed length of strings for each gene. This may not be possible at each step since rules are derived from fixed length of strings, which is the number of available gene expression samples in the original dataset. Hence, to generate $k$ samples, we run the HIMM, $s$ times such that $s \geq k$. In case, we generate more than required number of samples for a gene, we just delete some values randomly to obtain exactly $k$ many samples. By concatenating the gene expression values produced from the HIMM for each gene, we obtain the required $k$ samples from HIMM.
6.4 Experimental Setup

In order to quantitatively measure the performance and quality of the proposed framework, we conducted five sets of experiments with three real life biological datasets and two synthetic datasets. The following sections explain the datasets, experimental settings and evaluation semantics.

6.4.1 Datasets

The first real life dataset we used is the gene expression profile of metastatic melanoma cells [5]. This data originally contains 8067 genes and 31 samples; however, we used seven most significant genes and their expression levels [12]. We will call this dataset as melanoma. The second real life dataset is the previously selected set of 25 genes related to yeast cell cycle of *Saccharomyces cerevisiae* [67, 3]. Gene expression data for this set of genes is available from Spellman et al. [63], consisting of 6178 genes and 77 samples in total. We will call this dataset as yeast. The third and last real life dataset we used is siRNA disruptant dataset in human umbilical vein endothelial cells (HUVECs) [29]. It has 379 genes relevant to *Rel/NFkB* family and 400 samples. We will call this dataset as HUVECs.

![Figure 6.2: The entropy and coverage values for melanoma dataset](image1)

![Figure 6.3: The entropy and coverage values for yeast dataset](image2)
In order to be able to understand the results of the experiments effectively, for each real life biological dataset, the diversity and coverage values of each set of samples with respect to their original datasets are shown in Figure 6.2, Figure 6.3 and Figure 6.4. Here, we see that the average informational contribution of each original sample to its original dataset (which is the diversity value of each sample) is 1.06 for melanoma dataset, 1.03 for yeast dataset and 1.005 for HUVECs dataset. Therefore, it can be said that the overall informational contribution of each original sample to its original dataset is about 3.2% on average. The coverage value, which represents the average distance of each sample to their original dataset, is 21.61 for melanoma dataset, 33.26 for yeast dataset and 24.12 for HUVECs dataset. Hence, the overall average distance for an original sample to its original dataset is 26.33. These diversity and coverage values will constitute the basis for results of the experiments.

We also generated two different synthetic datasets for set of experiments in Section 6.5.5. We used the tool GeneNetWeaver presented in [58] for generating the synthetic datasets. By using the tool, we extracted two subnetworks from automatically loaded E. coli network and simulated the subnetworks still by using the tool. The first synthetic dataset contains 25 genes and 600 samples and the second synthetic dataset contains 40 genes and 600 samples.

### 6.4.2 Experimental Settings

We conducted five sets of experiments to test the effectiveness of our framework. In the first set of experiments, we generated new samples by using the two real life biological datasets, melanoma and yeast, which are composed of relatively small number of samples, 30 and 77 samples, respectively. By using these two datasets we trained our multi-model data enrichment framework, produced different number of samples and showed the quality of the produced samples. The important point here is we have obtained the metric results based on all of the samples [19, 20]. That is, we trained and tested our framework based on the same dataset. Although training the models and
testing the results with respect to the same dataset lowers the confidence level of our evaluation, small number of samples does not allow to separate the data into training and testing parts (although the yeast dataset has enough number of samples to split the data, we have used it in this set of experiments to see the results for different datasets). Here, we aimed to achieve the quality of the produced samples and show the effectiveness of our framework when we have small number of samples to train our model. We showed the quality of the produced samples both by evaluating the metric results and by applying unpaired two-sample t-test to each generated dataset.

In the second set of experiments, on the other hand, we have used the yeast and HUVECs datasets, which are composed of relatively large number of samples, 77 and 400 samples, respectively. This time we divided each dataset into two disjoint parts for training and testing purposes. We built the models based on the training samples and assessed the quality of the new samples based on the testing samples. The idea is to measure the performance of our system based on the samples that the system has not seen while building the models. Thereby, we aimed to get more confident insight about the quality of the generated data by our framework and improve the confidence level of first set of experiments. We again produced different number of samples and checked the quality of the results still by evaluating the metrics and by applying unpaired two-sample t-test to each generated dataset.

We also conducted a set of experiments for justification of our multi-model data generation framework. As one of our major claims is that we can simulate the complex internal dynamics of gene regulation by combining different models together, we analyzed the contribution of each single model to our multi-model framework. We generated different number of samples by using our multi-model framework, and at each generated sample set, we identified which samples are generated from which model. Based on this identification, we estimated the contribution of each single model to our multi-model framework. Moreover, we compared the metric results for the samples that are produced by only single models and for the samples that are produced by our multi-model framework. This set of experiments provided a confident verification for effectiveness and robustness of our multi-model framework.

In the next set of experiments, we try to understand the quality of the data generated by our framework by comparing inferred GRNs from the data generated by our framework and from the original data. Based on a reference network and its original dataset, we checked the precision and recall values of the inferred network of the original dataset and the inferred network of the generated dataset. We aimed to show that improving the quality of the original dataset with our framework leads to infer better regulatory networks which may reveal some new biological discoveries.

Lastly, we conducted experiments on the number of required samples for training our multi-model framework. Empirically, we tried to assess the required number of training samples by generating datasets with increasing number of training samples.
and checking the quality of each generated dataset with respect to the previous one. We expect to see that after some point the increase in the number of training samples will not improve the quality of the data generated by our multi-model framework. We aimed to get a hypothetic number for the samples to be generated in the laboratory environment so that the biologists can enlarge their datasets confidently. That will not only be a guidance on how many real samples will be enough to generate in laboratory environment, but also will bound the cost of the experiments on gene expression data generation.

6.4.3 Evaluation Semantics

The details of the evaluation criteria are discussed in Section 6.2. As compatibility and coverage metrics are distance based metrics, their results are mapped into 0 – 100 interval so that higher compatibility and coverage means newly generated samples are relatively more similar to the original dataset and comprehensive in its solution space, respectively. The diversity measure, on the other hand, represents the ratio of change in the total entropy of the original dataset for each newly generated sample. So, it remains as it is. One important point about diversity is that the expected diversity value for each newly generated sample is a value greater than 1.0 because any value greater than 1.0 means to carry new information with respect to the available samples (See Section 6.2 for detailed explanation of diversity). For evaluation semantics, it can be said that higher values for coverage is desired as the increase in covered sample space improves the quality of the generated data. For compatibility and diversity metrics, it can be said that there is a balance between them. As an optimum result we want to have high values of compatibility and high values of diversity, which implies that we do not duplicate the original data, and have very close samples still carrying new information. If we have lower values of compatibility, on the other hand, lower values of diversity is desired. Because, if the data is not close to the original data we want it to be similar to the original one. Although this case is not an optimum result, it may reasonably be acceptable. For the other cases, however, higher values of compatibility and lower values of diversity, and lower values of compatibility and higher values of diversity implies either duplication or irrelevance of original data, respectively. After evaluating the newly generated samples by the defined metrics, we applied the multi-objective selection mechanism for determining the valuable samples.

Our multi-model framework has a highly probabilistic nature. Except the ODE model, all the other three models have probabilistic results. Hence, each step of each experiment is repeated 10 times to decrease the effects of the probabilistic nature of our framework. The reported metrics are the average values over 10 repetitions.
6.5 Experimental Evaluation

6.5.1 Experiments on Sample Quality Using Small Number of Samples

First, we want to analyze how our proposed framework performs when there is small number of available samples. We have used both melanoma and yeast datasets to be able to see the difference between the results and check the dependency of the performance of our system to different datasets. Here, the performance is evaluated based on the complete original dataset. We have run our system 50 times, produced 10, 20, ..., 500 new samples and checked the results of the metrics. The compatibility, diversity and coverage results are shown in Figure 6.5.

![Figure 6.5: Compatibility, diversity and coverage results for different number of samples produced](image)

For both datasets, compatibility values increase as the number of generated samples increases. It is mainly because of the fact that system produces more similar samples to the original dataset as the number of produced samples increases. We can say that generated samples converge to the original dataset in terms of compatibility. This proves that our system does not produce irrelevant but highly compatible samples with respect to the original dataset. Moreover, if we compare the compatibility values with respect to the coverage values of the original samples, as examined in Section 6.4.1, we can say that our generated samples are much closer to the original samples than the original samples are close to each other. The average coverage value of the original
samples is 21.61 for the melanoma dataset, and 33.26 for the yeast dataset. However, here we have always compatibility values greater than 90.0 which is even more than twice of the original coverage values. That means, in terms of compatibility metric, our system achieved very good results. One critical point here is that very much high compatibility values may lead to duplication of the original samples, which we consider while evaluating the diversity values of the resultant samples.

Diversity values decrease as the number of produced samples increase, which is an expected result since we are calculating the diversity values in a cumulative way. For the $i^{th}$ newly generated sample, we calculated the entropy value with respect to the samples composed of the original dataset plus all the generated samples up to the $(i - 1)^{th}$ newly generated sample. There are several important points here. First, all newly generated samples, even for 500 produced samples, have diversity value greater than 1.0. This proves that our multi-model system produces samples always carrying some new information with respect to the original dataset. If we combine this result with the compatibility results, we can safely say that our system generates valuable samples since they are both close to the original ones and always carry new information. The other point is the comparison of diversity values of the newly generated samples with respect to the diversity values of the original samples explained in Section 6.4.1.

For the melanoma dataset, the average diversity value for its original samples is 1.06. In the generated datasets, on the other hand, interestingly greater diversity value for the generated dataset is noticed up to 100 samples. Each original sample brings 6% more information to the original dataset, whereas, our newly generated samples always bring information greater than 6% to the original dataset up to generating 100 samples. That means our system produces not only very close samples to the original melanoma dataset as their compatibility values are so high, but also produces samples carrying even more information than the original ones. Since we only have 31 samples in the original dataset of melanoma, confidently generating 100 new samples is fortunately a very good result. For generating more than 100 samples, we still have a reasonable diversity value, which is 1.03 on average and these samples also may be used to enrich the dataset although not having as much confidence as for the sample sets up to 100 samples. For the yeast dataset, the results are fairly well. Up to generating 100 samples, we have 1.02 diversity value on the average and for rest of the produced samples we have 1.014 average diversity value. The average diversity value for the original yeast dataset is 1.03. Therefore, the results for the yeast dataset is not as good as the results for the melanoma dataset. However, they are still acceptable since their diversity values are always greater than 1.0. Hence, we can say that our framework generates samples that are very close to the original ones and always carry reasonably good amount of new information with respect to the original samples.

The coverage values decrease as the number of produced sample increases for the samples generated from the melanoma dataset. We can observe a similar situation for the yeast dataset case but having proportionally greater values. This is consistent
with the compatibility and diversity values meaning that the generated data is getting closer to each other. As we produce more data, the possibility of generating a sample similar to one of the original samples increases. Hence, after some point, our generated samples started to resemble each other, lowering the coverage value. The impressive result here is again the comparison between the coverage values of the original samples explained in Section 6.4.1 and the coverage values of the newly generated samples. For the melanoma dataset, the average coverage value for the original samples is 21.64. The coverage values for the generated samples, on the other hand, is greater than this value up to generating 200 samples. This not only supports the claim that our framework generates successful results mostly up to generating 100 new samples, but also improves it up to 200 samples for the melanoma dataset. Since our framework applies a multi-objective selection mechanism, we can say that coverage values compensate the diversity values between 100 and 200 values. Therefore, up to generating 200 samples, it can be said that the generated samples have high quality. For yeast dataset, we have even better results in terms of coverage. The average coverage value for the original samples is 33.26 in Section 6.4.1. In the generated datasets, however, we never have a coverage value less than 43.0. This shows that we always have greater coverage values for the samples generated by our framework from the yeast dataset. Although the diversity values of the generated samples from the yeast dataset is less than the diversity values of the original samples, the multi-objective selection mechanism always compensate the diversity value in terms of coverage value. Therefore, we can again say that the samples generated from the yeast dataset also have high quality.

In order to improve our estimation on the samples generated by our framework, we also applied unpaired two-sample t-test to the generated datasets. We compared the generated datasets, 10, 20, ..., 500, and the original datasets with the null hypothesis that they have normal distribution, equal means and variances. We rejected the null hypothesis at the 5% significance level and checked the results of the p-values of the t-test for each generated dataset. T-test is applied to each gene separately. That is, each gene’s distribution is compared in the two datasets, which are the generated dataset by our framework and the original dataset; then the mean of the p-values of all the genes are plotted. Since our significance level (the α-value) is 0.05 we reject the null hypothesis for p-values less than 0.05. As we do not want that our generated samples are significantly different than the original samples, we want the p-value results to be greater than 0.05. Figure 6.6 shows the p-value results. For the melanoma dataset, we only get close to 0.05 p-value for around 130 and 210 sample generation experiments. Other than these, we always have a p-value higher than 0.05. Even, for experiments generating 250 and more samples, we get higher p-values, meaning that our generated samples poses increasingly similar distribution to the original melanoma dataset. For the yeast dataset, on the other hand, we always have p-values between 0.3 and 0.4, meaning that we never get close to p-value of 0.05 but have reasonably high p-values. Hence, once again we can say that the generated datasets and the original datasets
always have highly similar distributions.
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**Figure 6.6: T-test results for different number of samples produced**

Having very high compatibility results, still carrying new information, spanning sample space better than the original samples and resulting in high p-values of the t-tests, we can say that our framework produces highly valuable samples. Although some metric results drop at some points in the experiments, we observe that our system compensates the decrease in one metric with an increase in another metric multi-objectively, thereby producing high quality of samples. To give an approximate value for the number of samples that can be generated confidently by our framework for melanoma and yeast datasets, we can say that it is safe to generate 200 samples from melanoma dataset since at least two of the three metrics pose better results than the original samples. On the other hand, it is safe to generate samples up to 500 from yeast dataset since there are always at least two metrics having always greater values than the original samples have.

One important point here is that all of the results of the experiments in this section are based on original sample sets from which the generative models were already built. Hence, it can be said that the training and test sets are same in this set of experiments, which lowers the confidence level of the results, indeed. Since all of used generative models adapt a general estimation rather than learning a supervised dataset, we can actually say that the results in this section have a reasonable confidence level and our framework fits well for datasets having small number of samples. However, we believe that our system should also be trained and tested based on different datasets. This is because, superposing different models in such a big multi-model framework may lead to *over learn* the internal dynamics of gene regulation, and reflect somehow skewed or misleading results when tested with the samples from which the models are already built. Therefore, in the following section, we examine our experimental results based
not only on the training set, but also on a separated test set that our system has not seen during the model building phase. That will certainly improve the confidence level of our experiments and will allow us to evaluate the results much more reliably.

6.5.2 Experiments on Sample Quality Using Large Number of Samples

In the previous section, we have evaluated our defined metrics with respect to the original datasets. The aim was to measure how much valuable the newly generated samples are relative to the original samples. Although this comparison gives fair results and represents the quality of the generated data acceptably, we cannot be sure about the results since the original datasets are used not only for training, but also for testing purposes.

In this section, thereby, we have divided yeast and HUVECs datasets into two parts, training and test sets. The reason for choosing these datasets is that they contain relatively large number of samples. For yeast dataset we have used the first 50 samples as training set and the last 27 samples as test set. For HUVECs dataset we have used the first 300 samples as training set and the last 100 samples as test set. We have used training sets for building the models, and the test sets for evaluating and selecting the best $k$ samples from the generated $4k$ samples from the 4 different generative models.

We have calculated metric results relative to the training set as well to be able to see the difference. As in previous section, we have run our system 50 times to produce 10, 20, ..., 500 samples and checked the results of the metrics.

In Figure 6.7, the compatibility, diversity and coverage values are shown for the generated samples from yeast dataset with respect to both training and test sets. From the plots, it can clearly be seen that our generated samples are closer to training set than to test set since the compatibility values are less with respect to the test set than with respect to the training set. The diversity values of the generated samples, on the other hand, are larger with respect to the test set than with respect to the training set. These two results validate our intuition about the misleading evaluations and skewed metric results when we test the generated samples with respect to the training set itself. This is because, the generated samples seemed to be more close to the original sample set than actually they are and less diverse from the original sample set than actually they are. Moreover, it misleads us to estimate the results as going to be duplication of original samples. However, the actual results show that while we still have reasonably high values for the compatibility metric, we have much better diversity values. If we compare the compatibility and diversity values with those values of the original samples explained in Section 6.4.1, the importance of the results will be more apparent. The compatibility values are still much higher than the coverage values of the original samples. The average coverage value of the original samples was 33.26 for yeast dataset, however, here we have always compatibility values greater than 85.0 which is even more than twice the original coverage values. Again, it means that our
Figure 6.7: Compatibility, diversity and coverage values based on training and test sets for each generated sample set from yeast dataset

generated samples are much closer to the original samples than the original samples are close to each other.

The average diversity value for the original samples was 1.03 for the yeast dataset. Here, it can be seen that the diversity values are always less than 1.03 with respect to the training set for the generated samples from the yeast dataset. However, we can see that the diversity values are greater than 1.03 up to generating 100 samples and it is about 1.02 up to generating 300 samples with respect to the test set. Therefore, we can claim that our results are even better than we think they are since their informational content shows itself better when it is evaluated with respect to an unseen dataset, the test set. For yeast dataset, up to 100 samples, the generated datasets are very close to the original samples and carry more information than the original samples carry.

The coverage values for the generated samples are very similar with respect to the training and test sets up to generating 100 samples. After 100 samples, we generated better samples based on the test set than based on the training set in terms of coverage. Note that, again the coverage values are always better than the coverage values for the original sample set explained in Section 6.4.1. This means that we always cover the sample space better than the original dataset. Moreover, this result shows that our multi-objective selection mechanism works effectively since it immediately compensates the diversity value with coverage value after generating 100 samples. Because, after
100 samples the diversity values decrease below the 1.03 value, the diversity value of the original samples, and the system compensates this decrease by generating samples having better coverage. Therefore, for yeast dataset we confidently claim that our system produces very good samples especially up to generating 100 samples since all three metrics are better than the metric results for the original samples explained in Section 6.4.1. After that point, we still produce good samples, since the compatibility and coverage values are much better than the values of the original ones, and the diversity value is always greater than 1.0, which means that it always brings new information to the available dataset.

Figure 6.8: Compatibility, diversity and coverage values based on training and test sets for each generated sample from HUVECs

The results for the HUVECs dataset are shown in Figure 6.8. They are similar to that of yeast dataset. The compatibility results are less with respect to the test set compared to the training set, and the diversity values are greater with respect to the test set compared to the training set. Again, we can say that the evaluation based on the training set misleads us posing skewed results, and the evaluation based on the test set shows that our samples are actually better than what we think they are. The average coverage value for its original samples in the HUVECs dataset was found as 24.12 in Section 6.4.1. From the plot, we can see that the average compatibility value is about 94% which is more than four times of the value of the original samples. Therefore, again, this means that our generated samples are much closer to the original samples than the original samples are close to each other.
Moreover, the diversity values of the newly generated samples present very good results. Figure 6.8 shows that the diversity values for the generated samples are always much better than 1.005, which is the average diversity value of the original samples shown in Section 6.4.1. Even, it never gets below to 1.01, and up to generating 200 samples, it is 1.02 which is about four times the original diversity value. Note that, when we calculate the diversity values with respect to the training set, we again see that the skewed results mislead us since the values on the plot converge to a value below 1.01 whereas the values are almost always greater than 1.01 with respect to the test set.

The coverage values on the other hand, are almost greater than twice of the average coverage values of the original samples calculated in Section 6.4.1, 24.12. This means that in this set of experiments we always cover the sample space better than what the original samples cover.

In order to improve our estimation on the samples generated by our framework, we again applied unpaired two-sample t-test to the generated samples, 10, 20, ..., 500, from the yeast and HUVECs datasets. The null hypothesis is again that the generated samples have normal distribution, equal means and variances. The t-test is again applied to each gene separately as explained in Section 6.5.1. Note that, unlike it is done in Section 6.5.1 this time we used the separated test set in the t-tests, instead of the whole original dataset. We reject the null hypothesis at the 5% significance level and check the results of the p-values of the t-test for each generated dataset. As before, we reject the null hypothesis for the p-values less then 0.05. Since we do not want that our generated samples are significantly different than the original samples, we want the p-value results to be greater than 0.05. Figure 6.9 shows the p-value results. For yeast dataset, p-values are always between 0.3 and 0.4 just like in Figure 6.6. This
is expected because we use the similar dataset for generating the models, instead of using all of the 77 samples in yeast dataset, we used only 50-sample training set. Since we always have higher values than 0.05 for the p-values, our generated samples always have highly similar distribution with the original dataset. For the HUVECs dataset, on the other hand, the results never get close to 0.05 but flows between 0.18 and 0.25. Although these results are not as high as the previous t-test results, we can still say that our generated samples have similar distributions with the original dataset as we never get below 0.05. The relatively lower p-values can be related to the number of genes in the HUVECs dataset since we are applying the t-test to each gene separately. There are 379 genes, and it is hard to perfectly maintain all of the genes’ distributions for our system. Still, we have high results of p-values implying the required sample distribution is achieved on the average.

To give an approximate value for the number of samples that can be generated confidently by our framework for yeast and HUVECs datasets we can say it is always safe to generate samples up to 500 from the yeast dataset since there are always at least two metric results for the generated sample sets having better values than the original samples as in the case in Section 6.5.1. For the HUVECs dataset, it is even safer to generate samples up to 500 since all the three metric results of the generated sample sets have always better values than the original samples.

The metric results for the HUVECs dataset are the best we achieved up to now. First of all, we separated the training and test sets. Therefore, we have high confidence level in the results of the experiments. The compatibility value is about 94%, which is a very high result. The diversity and coverage results, on the other hand, are always greater than the diversity and coverage values of the original ones. First time in the experiments, we do not need to use the multi-objective mechanism, and get always better results than the original samples. It is a very impressive result, indeed. Because it can be stated that computationally we are able to generate many new samples which are highly qualified with respect to the original samples. The complex internal dynamics of the gene regulation can be simulated successfully by superposing different models and generating data as if it were generated by the complex internal dynamics. This does not only show the power of the computational methods but also provide practically qualified gene expression data, which can be used for many other purposes.

We believe that the main reason for being able to generate more valuable results with HUVECs dataset is the number of samples we used while building the models. We have used 300 samples from HUVECs dataset for building the generative models, while it was 50 for yeast and 31 for melanoma dataset. Therefore, if there is enough data to train our multi-model framework, which actually will be examined in Section 6.5.5 in detail, it can be said that integrating machine learning techniques can produce successful results for generating new samples without even trying to deal with the details of different models and the complexity of the internal dynamics of the gene
regulation. Instead of doing real experiments with very high costs, combining different generative models from different domains and producing artificial new samples with our multi-model gene expression data generation framework is a very effective way of enriching the available, and generally low number of, gene expression samples.

6.5.3 Experiments on Multi-Model Justification

In this section, we try to show the effectiveness of our multi-model approach experimentally. In order to do this, we generated 10, 20, ..., 500 samples by our framework, and checked the contribution of each model to the resultant sample set. To illustrate, for a generated 50 samples, we checked the number of samples produced by PBN, HIMM, genetic algorithm, and ODE separately. Then, we map those numbers into 0 – 100 interval and get a percentage value of the contributions. Figure 6.10, 6.11, and 6.12 show the results of the contributions with respect to the number of generated samples from melanoma, yeast and HUVECs datasets, respectively.

Figure 6.10: Contribution of each model for the samples generated from melanoma dataset

Figure 6.10 shows the contribution percentages for the samples generated from melanoma dataset. Up to generating 150 samples, it can be seen that the PBN generally produces %50 of the samples, and the rest is partitioned between ODE, HIMM and genetic algorithm in proportion %30, %15, and %5 respectively. However, after 150 samples, ODE contributes to the resultant samples with increasing percentages reaching to %70 – %80 at the end. PBN mostly holds the remaining parts of the generated samples, since HIMM and genetic algorithm goes down to %2 – %3 contributions. We can say that ODE and PBN govern the multi-model framework for melanoma dataset as the number of generated samples increases.
In Figure 6.11, the contribution percentages for the samples generated from yeast dataset is shown. Here, we see that PBN almost always contributes most among the generative models. However, here, PBN and ODE do not have much difference as in melanoma case, but fairly share contributions. PBN has contribution percentage between $35 - 40$, whereas ODE has contribution percentage of $30$ on the average. Both HIMM and genetic algorithm contribute $15$ on the average. We can again say that PBN and ODE govern the multi-model framework, however the difference between the contribution proportions of the generative models is relatively small with respect to the melanoma dataset.

Figure 6.12, lastly, shows the contribution percentages for the samples generated from HUVECs dataset. Interestingly, in this plot, the HIMM increases its contribution significantly. PBN still contributes almost $50$ of the samples, however, unlike the previous contribution results, here, HIMM governs the two other models, ODE and genetic algorithm. Moreover, most of the time, ODE seems the worst model contributing to the system although it was reported among the two best models in Figure 6.10 and 6.11. ODE and genetic algorithm have contribution percentages as $10$. This result shows that our multi-model framework actually works very effectively since it chooses samples from different models with respect to the quality of the samples that the models generated. If there would not be such a multi-model framework, instead only single model for example, the system would have always to choose the samples from that single model, which may lead to produce highly low quality samples. For example, for the samples generated from the HUVECs dataset, if we used only ODE, which is a popular model in the literature, it would be terrible since we would produce almost one-tenth quality of the samples that we are able to generate now with our multi-model gene expression data generation framework. Therefore, we can confidently

![Figure 6.11: Contribution of each model for the samples generated from yeast dataset](image-url)
say that our multi-model framework is so robust that, even if one of the models in our framework produces low quality samples due to some characteristics of the datasets, other models provide to generate samples that have always high quality, which can also be observed by the experiments in Section 6.5.1 and Section 6.5.2.

In order to show the robustness of our system, we also show the metric results for the samples that are generated from each single model of our multi-model framework, and the metric results for the samples that are generated from our multi-model framework. Here, we have used HUVECs dataset for training and testing our framework. We have generated 10, 20, ..., 500 samples for checking the results. Figure 6.13 shows the compatibility, diversity and coverage values for each single model and for our multi-model framework. As can be seen from the plot, by combining valuable samples multi-objectively from different models our system always produces samples having better quality than a single model can produce. If we would choose samples only from HIMM whose coverage values are better than our multi-model framework, for example, our compatibility and diversity values would be less than the ones generated by our multi-model framework. If we choose samples only from ODE, whose diversity values are better than our multi-model framework, the compatibility and coverage values would be much less than the ones generated by our multi-model framework. Therefore, we further support our claim that our multi-model approach effectively combines qualified samples from different models so that the resultant samples always have higher quality than each single model since the results of the multi-model framework, multi-objectively, are always better than the results of each single model.
6.5.4 Gene Regulatory Network Inference

In this set of experiments, we aimed to show the effectiveness of our multi-model data generation framework through showing the quality of the inferred GRNs from the samples generated by our framework. The idea is to improve the quality of the inferred GRN by improving the quality of the dataset that the network is inferred from, instead of improving the algorithm that infers the network. Since many gene regulatory inference algorithms try to improve the algorithm to infer better regulatory networks, e.g., [44, 70, 27, 36, 73], here we propose a new way of improving quality of the inferred regulatory networks.

We have used 14-genes reference sub-network of the yeast cell-cycle pathway obtained from KEGG [33] presented in [72]. We extracted the original dataset of the 14 genes from the complete dataset of the yeast cell-cycle [33]. It contains 77 samples. By using this 77-sample-original dataset, we generated 77 new samples with our multi-model framework. Then, we inferred two regulatory networks by using the original 77 samples and the 77 samples generated by our framework and evaluated them with respect to the reference network we have. The reference network is shown in Figure 6.14.

The evaluation of the inferred network is done by using the precision, recall and f-measure metrics, which are formulated as below.
We have used two different network inference algorithms for obtaining the networks. The first algorithm is BANJO presented in [73], which obtains a dynamic Bayesian network from the gene expression data. The second algorithm is ARACNE presented in [44], which obtains a GRN based on mutual information. Note that the two algorithms are designed to work on different types of data in the ideal case. BANJO tries to capture the system dynamics by using time series gene expression data, whereas,
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.3846</td>
<td>0.0962</td>
<td>0.1538</td>
</tr>
<tr>
<td>Artificial</td>
<td>0.4211</td>
<td>0.1538</td>
<td>0.2253</td>
</tr>
</tbody>
</table>

Table 6.1: Network evaluations for BANJO algorithm

ARACNE obtains a network by using steady-state gene expression data. We have used different types of algorithms to be able to see the effectiveness of our framework more clearly.

Figure 6.15: The regulatory network obtained from original dataset using BANJO

The networks obtained from the BANJO algorithm using the original dataset and using the samples generated by our framework are shown in Figure 6.15 and 6.16, respectively. The results on precision, recall and f-measure metrics are shown in Table 6.1. As can be seen from Figures 6.15 and 6.16, the network inferred from the original dataset has predicted 5 correct edges, whereas the network inferred from the samples generated by our framework predicted 8 correct edges. This is an important improvement in the regulatory network. Moreover, the three metric results, precision, recall and f-measure values, are all greater for the network obtained from the generated dataset compared to the network obtained from the original dataset. Having better precision value means that false positive edge ratio is also better for the network inferred from the generated data. Having better recall value means that the network inferred from the generated data covers the reference subnetwork better. Hence, we
can safely say that the network inferred from the generated dataset is better than the one inferred from original dataset.

The networks obtained from the ARACNE algorithm using the original dataset and the samples generated by our framework are shown in Figure 6.17 and 6.18 respectively. Results on precision, recall and f-measure metrics are shown in Table 6.2. Note that we have taken the p-value which determines the the threshold for mutual information in the ARACNE algorithm as $10^{-6}$ since ARACNE is able to produce safe results for p-values up to $10^{-4}$ as stated in [44]. ARACNE infers undirected networks, therefore we have removed the direction of the edges in the reference network to be able compare the inferred networks. The network in Figure 6.18 shows that our generated dataset produced very good results with the ARACNE algorithm. From 38 undirected total number of edges in the reference network, ARACNE predicted 24 correct edges by using the dataset produced by our framework. The number of correctly predicted edges in the network inferred from the original dataset, on the other hand, is only 3, which is a very low number compared to the 24 correctly predicted edges from our
Figure 6.17: The regulatory network obtained from original dataset using ARACNE generated dataset. Moreover, the precision, recall and f-measure values are also much better for the network inferred from our generated dataset than for the network inferred from the original dataset. Based on the precision values we can say that our dataset improves not only the number of correctly predicted edges but also the precision, i.e., the ratio of correctly predicted edges over the false positive edges. The recall values are much better for the network inferred from the generated data since the number of correctly predicted edges is almost 8 times larger than the number of correctly predicted edges in the network inferred from the original dataset. These results show that our generated dataset is certainly highly qualified since the network inferred from our generated dataset is much better than the network inferred from the original dataset. We can relate this result with the fact that we combined different gene regulation models and obtained a multi-model system dynamics simulation. This multi-model framework simulates the system in such a realistic way that the samples produced by the framework reflect the internal dynamics of gene regulation much better than the original samples. Therefore, we can confidently say that the samples generated by our
Figure 6.18: The regulatory network obtained from samples generated by our framework using ARACNE

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.2143</td>
<td>0.0789</td>
<td>0.1161</td>
</tr>
<tr>
<td>Artificial</td>
<td>0.4898</td>
<td>0.6316</td>
<td>0.5517</td>
</tr>
</tbody>
</table>

Table 6.2: Network evaluations for ARACNE algorithm

framework are highly qualified so that the inferred regulatory networks may lead to discover some new biological foundations that may not be caught from the original samples, which is one of the most important contributions of this chapter.

6.5.5 Experiments on Number Of Required Samples for Training

In this section, we tried to assess the required number of samples to train our multi-model framework. We try to assess this number empirically by checking the quality of the samples generated from different sets of training samples. We train our system with increasing number of training samples and produce always 50 samples from our trained framework. Then, we compared the generated 50 samples in terms of their metric results and try to understand when the quality of the generated samples stabilizes.

We generated two synthetic datasets by using the tool GeneNetWeaver (GNW) in order to be able to carry out the experiments. The tool provides the complete $E.$
coli network automatically loaded and provide to extract some subnetworks of the E. coli network and simulate them. We have extracted two subnetworks of the E. coli network using the GNW tool. The extracted subnetworks are shown in Figure 6.19. Then, by again using the tool we simulated the extracted subnetworks and got two synthetic datasets comprising of 25 genes and 600 samples in the first one and 40 genes and 600 samples in the second one.

Figure 6.19: The E. coli subnetworks used for generating synthetic datasets

After having generated the synthetic datasets, we applied the following procedure to each dataset. We have separated the last 40 samples as test set. Then, successively we generated 50 samples by using the first 40, 60, ..., 560 samples for training. After having those sample sets generated by different number of training samples, for each $i^{th}$ sample set, we compared it with the $(i - 1)^{th}$ sample set by checking the multi-
objective quality of the $i^{th}$ sample set with respect to the $(i-1)^{th}$ sample set. The multi-objective quality is achieved by concatenating the $(i-1)^{th}$ and $i^{th}$ sample sets and sorting them multi-objectively. In the first 50 samples of the concatenated and sorted 100 samples, we checked the percentage of the samples that are coming from the $i^{th}$ sample set and use this value as the contribution of the $i^{th}$ sample set to the $(i-1)^{th}$ sample set. At some point, we expect to observe a stabilization in terms of the contribution of the $i^{th}$ sample set to the $(i-1)^{th}$ sample set. Figure 6.20 shows the results for the two synthetic datasets. Here, interestingly we see that contribution of each sample set to its previous sample set is decreasing exponentially, which supports our expectations on the number of required samples for training our system. Moreover, from the plots we can see that after having 240 samples for training our framework the contribution values nearly do not change. Therefore, empirically we can say that, 240 samples is the bound for the required number of samples to build our multi-model data enrichment framework. That is, enlarging the training samples up to 240 is expected to improve the quality of the generated samples by our framework. After having 240 samples, however, it is not necessary to enlarge the training samples since the quality of the generated samples most probably will not change significantly after having 240 samples for training as Figure 6.20 shows.

![Figure 6.20: Comparison of generated sample sets for synthetic datasets](image)

We have applied the same procedure explained above to the real life HUVECs dataset as well. We again split the last 40 samples as test set, and successively generated 50 samples by using the first 40, 60, ..., 360 samples for training. Note that we have 400 samples in total in the HUVECs dataset. Then we calculated the contribution values for each $i^{th}$ sample set just as explained above. Figure 6.21 shows the results. Here, we again see that the decrease in contributions occurs exponentially. There is only one jump between 220 and 240 after having 200 training samples. However, after having 240 samples for training the contributions again stabilizes. This verifies
our claim that 240 samples for training our multi-model framework will be enough to generate qualified samples. Because having more samples than 240 samples to train our framework most probably will not change the quality of the generated samples significantly as Figure 6.21 verifies once again.

Note that 240 is a rough bound for the required number of samples to train our framework. As explained and proved in Section 6.5.1 our multi-model framework still produces very good results even with very small number of samples such as melanoma dataset whose sample size is 31. By providing the bound on the required number of samples to train our framework, we both guide the scientists on how many real samples should be generated in the laboratory environment and give a way to estimate and bound the cost of the real life gene expression data generation experiments. We believe that this is an important contribution of our multi-model framework to the literature.

6.6 Discussion

In this chapter, we proposed a comprehensive multi-model data generation framework integrating four different generative models. The generative models carry different types of characteristics for gene regulation dynamics so that the built multi-model framework benefits from all of them as much as possible. In order to enrich the existing gene expression datasets, we generated samples from different generative models and pool them. Then, we evaluated the pooled samples by using three well-defined metrics: compatibility, diversity, and coverage. Having these three metrics evaluated, we outputted the best samples to the user. The selection mechanism considers these three metrics together, therefore applies a multi-objective selection mechanism based
on dominance of samples. The three metrics check how much the samples are close to
the original samples, reasonably diverse from original samples, and cover the sample
space. Therefore, produced gene expression samples sustain those three important
characteristic and improve the resultant samples from different aspects.

Experimental results showed that our multi-model framework generates samples that
are highly close to the original samples, always carrying reasonable amount of new
information and cover the sample space successfully. Moreover, the experiments on
multi-model justification showed that our multi-model approach certainly improves
each single model. Our system adapts itself by choosing samples from different gener-
ative models for different datasets with respect to the quality of the generated samples,
which proves the robustness of our multi-model framework. Moreover, we showed that
the samples generated by our multi-model framework lead to infer much better regu-
larly networks than what the original samples lead to. Therefore, we can confidently
say that merging different generative models into one multi-model framework not only
improves the single model quality and produces qualitative samples, but also may lead
to find some new biological relations. This means that without dealing with real life
experimental difficulties, we can catch new biological relations by generating synthetic
samples from a multi-model framework mitigating the need for costly real life experi-
ments. Furthermore, empirically we tried to achieve a bound for the required number
of samples to train our framework so that the generated samples are sufficiently qual-
tative. This estimation also provides a bound for the required number of real samples
to be obtained in the laboratory environment, thereby a bound for the cost of the real
life experiments.

Having successful results on sample quality, multi-model justifications, regulatory net-
work inference and obtaining a bound for the required number of samples to train our
framework, it can be stated that our multi-model framework can be used for many
areas suffering from scarcity of samples, and mitigates the need for gene expression
data.
In this thesis, we have proposed three solutions for controlling gene regulation systems, and a multi-model gene expression data generation framework. The first control solution we proposed is for controlling fully observable gene regulation systems. The idea is to convert the available gene expression data into a series of experience tuples, and apply available Batch RL techniques to obtain approximate and generalized control policies directly from those experience tuples. Results show that we can generate control policies for regulation systems of several thousands of genes just in seconds, while existing studies cannot solve control problems even for several tens of genes. Interestingly, results also show that our generated approximate policies are almost as good as the ones generated by the existing optimal solutions. The second control solution we proposed is to solve the control problem of partially observable gene regulation systems. In order to do this, we have proposed a novel framework Batch Mode TD($\lambda$), and its novel algorithm Least-Squares Fitted TD($\lambda$) Iteration (LSFTDI), combining Batch RL works and Sutton’s TD($\lambda$) algorithm (1988). The idea is to obtain a probabilistic mapping of observations to actions by generalizing from the available gene expression data. Again, we have converted gene expression data into experience tuples, and applied our novel LSFTDI algorithm to those experience tuples. Results show that the stochastic policies LSFTDI generates are almost as good as the ones generated by the optimal solutions. Result also show that LSFTDI can produce successful stochastic policies for regulation systems of several thousands of genes, while existing studies cannot solve control problem of even several tens of genes. To our best knowledge, Batch Mode TD($\lambda$) is the first framework solving non-Markovian decision tasks with limited number of experience tuples. The third solution we have proposed is to again control partially observable gene regulation systems. Unlike the second solution we proposed, this time we have tried to identify the actual internal states of the gene regulation system we want to control. We have again converted gene expression samples into a series of experience tuples, and apply Batch RL to assign an approximate observation-action value for each possible observation-action pairs. Then, we have used hidden state identification techniques to find the internal states and their Bayesian relationships with the observations, which leads to construct a POMDP. Results show that our constructed POMDPs are more successful than the previous studies in terms of
both solution quality and time requirements. To our best knowledge, Batch Mode POMDP Learning is the first study that can construct a POMDP directly from a limited number of experience tuples.

We have also proposed a novel multi-model gene expression data generation framework combining different computational models into a unified framework. Our idea is that, in order to capture biological relationships more accurately, instead of trying to improve a single computational model, integrating different models provides a more robust framework. We have integrated four generative models, PBN, ODE, HIMM and GA. What we do is to sample from each generative model separately and pool them together; then, based on a multi-objective selection mechanism, to rank the generated samples, and output the best ones. Results show that the generated samples from our multi-model framework not only very close to the original samples, but also always extend the informational content held by the data. Results also show that our multi-model framework generates always higher quality samples than any single model it includes, and provides to capture biological relationships that cannot be captured by real gene expression samples.

As future work, we are planning to match our two solutions on controlling gene regulation systems and generating high quality artificial gene expression data. Since all of our proposed control solutions are obtaining a control policy directly from data, it is highly suitable to match these two studies. We plan to investigate the relationship between the produced control solutions and the number of samples in the datasets. Secondly, we are planning to extend our novel solutions for controlling partially observable GRNs, which are Batch Mode TD(λ) and Batch Mode POMDP Learning, for different non-Markovian decision tasks. Since both of the solutions do not depend on any computational model for gene regulation, they are highly suitable for employing different decision tasks. We are also planning to improve our proposed Batch Mode POMDP Learning method by integrating it with different state learning algorithms.
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