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ABSTRACT

AUTOPILOT AND GUIDANCE DESIGN FOR A MINI ROV
(REMOTELY OPERATED UNDERWATER VEHICLE)

Cevher, Firat Yilmaz
M.S., Department of Electrical and Electronics Engineggrin

Supervisor : Prof. Dr. M. Kemal Leblebicioglu

September 2012, 108 pages

This thesis consists of a mathematical model, autopilotgandance design of a mini ROV
(Remotely Operated Underwater Vehicle) and investigdtesffects of environmental forces
(ocean currents etc.) on the guidance algorithms. Firstlofhanon-linear 6 degrees-of-
freedom (DOF) mathematical model is obtained. This modguaes hydrodynamics forces
and moments. There is no exact calculation method for hyaharaic codficients; however

strip theory and results of computational fluid dynamics P Enalysis are used to calculate
their approximate values. Linear mathematical model isiokt by linearization at trim

points and it is used when designing surge speed, headingleptt controller. Guidance
is examined by two methods such as way point guidance byofirsigght (LOS) and way

point guidance based on optimal control. Moreover, an entibstacle avoidance algorithm
is developed. This thesis ends with the subject of navigatifothe vehicle under GPS-like

measurements and magnetic sensors measurements.

Keywords: Mathematical Modelling of ROV, Autopilot, Guidee, Obstacle Avoidance, Nav-

igation
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BIR MINI INSANSIZ SUALTI ARACININ OTOPILOT VE GUDUM TASARIMI

Cevher, Firat Yilmaz
Yuksek Lisans, Elektrik ve Elektronik Mihendisligi Bin{

Tez Yoneticisi : Prof. Dr. M. Kemal Leblebicioglu

Eylul 2012, 108 sayfa

Bu tez, bir mini insansiz sualti aracinin modellenmesitdpitot ve gidim tasarimini ve
cevresel etmenlerin (akinti vb.) gidim tizerindekiletki igermektedir.ilk olarak, aracin 6
serbestlik dereceli dogrusal olmayan modeli elde edtimiBu model hidrodinamik kuvvet
ve momentleri icermektedir. Hidrodinamik katsayilarit méarak hesaplama teknigi yok-
tur; ancak bu katsayilarin yaklasik de@erleri seriréea ve hesaplamali akiskanlar analizi
sonuglarina gore elde edilmistir. Denge noktalarifetda dogrusallastirilan model, sirat
hizi, yonelim ve derinlik kontrolculeri tasarlanirkeallaniimistir. Gudim, gorus hatti yontemi
ve optimal kontrol problemi olarak ele alinmistir. Ayrigavrimici olarak kullanilabilecek bir
engelden sakinma algoritmasi gelistirilmistir. Teaan GPS benzeri bir dlciim ile manyetik

algilayici olgctiimleri altinda navigasyonu ile tamanmeaktadir.

Anahtar Kelimeler:insansiz Sualti Aracinin Matematiksel Modeli, Otopilotidam, En-

gelden kacma, Navigasyon
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CHAPTER 1

INTRODUCTION

1.1 Introduction

In recent years, the studies of the unmanned underwatecles{lUUVs) are important for
safety of human life. UUVs are operated in military openagiduch as mine dragging, coast-
guard etc., and also, they are used for civilian purposeesé krehicles are divided into two
types such as autonomous underwater vehicles (AUVsS) andteiynoperated underwater
vehicles (ROVs). Both of them can carry instruments, takapas and conduct surveys.
However, the main dierence between the two is that ROV is physically connecteithdo
ship by tether, AUVs are not connected. AUVs are fully autonas vehicles; it means that
they are programmed before the operation and no human opésaieeded while they are
operating. On the other hand, there is at least one humarddéedperate ROVs. Each has
different advantages and disadvantages. For instance, asnaehéibove, at least one person
is required for ROVs. On the other hand, real-time video wapg is done easily by using

ROVs.

All' work in this thesis is done based on DST-R-100-4 ROV asmshim Figure 1.1, which
is produced and designed by Desistek Robotics Inc. It is mR@V class: its weight is
15.5kgs so it is transportable. It has four thrusters two of which ased in the forward
direction, one of them is horizontal and the last one is galtiirection. It has a magnetic
compass, a pressure sensor, a temperature sensor andteh ineasurement unit (IMU).
Hence, heading angle and depth of the vehicle are obtairstig. daonsequently, the vehicle

can hold itself at fixed depth and heading angle by autopilots

Briefly, an autopilot is a system that is used to guide a vehigthout assistance from a hu-



Figure 1.1: DST-R-100-4 ROV

man being. A guidance system produces reference signalsg@utopilots independent of
human intervention. Autopilot - guidance and navigatiostesns work together. For exam-
ple, suppose the ROV pilot wants the ROV to go to a fixed pasitiéirstly, the navigation
system determines where the vehicle is. Then, it sendsedgsasition and actual position of
the vehicle to the guidance system. The guidance systemajeseset points for controllers
such as heading angle controller , surge speed contraieriNext, the autopilot system tries
to keep the vehicle at the desired surge speed and the headlhe In other words, the
navigation system determines where the vehicle is, theagaiel system determines where
the vehicle should go and autopilot system enables the lecloiperform the desired actions.

Figure 1.2 summarizes relation between navigation, alatognd guidance systems.

Vehicle
I Comm. surge speed
Position Desired position Comm. heading angle
Actual position Comm. depth Thrust
Navigation Guidance N DST-R-100-4
> —> + >  Controller > .
System System +\ Dynamics

Sensors <

Figure 1.2: General view of an autonomous underwater \eliclicture



1.2 Literature Survey

Since the underwater environment presents soificiies and usually an underwater ve-
hicle has non-linear behaviour, the studies of control andance of the UUVs (unmanned
underwater vehicles) have required special attentionalljsthe mathematical model of un-
derwater vehicles are linearized around equilibrium pHi6l, [17]. The resultant linearized
mathematical model can either be considered coupled ougémb with respect to its states.
Different control techniques are used to design the autopftetsliaearization. For example,
speed autopilots may either be P or PI control techniqueks [dite same controllers can be
used for position control as well. Moreover the depth cdmtray be performed by a PID con-
troller [46]. More complicated autopilots can be designedriore complicated behaviour.
For example, depth and steering autopilot can be designedibg PID techniques as well as

sliding mode control techniques [26].

Guidance system has an important role for producing theatebehaviour. Several guidance
methods have been developed in the last twenty years. Thecorosnon method in guidance
is the line-of-sight (LOS) guidance. Usually, the autopfiaor controlling yaw responses is
integrated with LOS guidance [39]. The required positiod arientation can either be done
in 2D or 3D environments [23]. The guidance part can be coetbioy obstacle avoidance
strategies [44]. While the vehicle travels within the seéanay meet obstacles. Position
and geometry of these obstacles may be known and they maydi@®eent shapes [41],
[35]. On the other hand, if obstacles shapes and positiansirdknown, obstacle avoidance
is performed with more dliculty. A real time obstacle avoidance is done by Antoneltl an
Chiaverini [3].

As regards the navigation of an unmanned underwater vehicemany studies have been
performed. The study of the navigation of an underwaterclehs quite demanding. The
GPS (global positioning system) for many robotic missionsamd and in the air is practical;
but the GPS is not available for underwater vehicles. Thécdswhelping the navigation of
underwater vehicles have too much error. The inertial nreasent unit measures and reports
the vehicle’s velocity, orientation and gravitationaldes using a combination of accelerom-
eters and gyroscopes. The IMU (inertial measurement uritksvby detecting the current
rate of acceleration using one or more accelerometers aedtgdechanges in rotational at-

tributes like pitch, roll and yaw using one or more gyros@p&he major disadvantage of

3



using IMUs for navigation is that they typically $ar from accumulated error. As a result the
guidance system is continually adding detected changés podviously calculated positions

with errors in measurements.

The navigation and guidance system (NGS) with real time p&thning are discussed in
[3]. Map module, supervisor module, target module and¢tajy module are performed and
analyzed. Also, the time history of the distance from theejiie was simulated. The map
module has some drift error because of the vehicle positioiciwis obtained by integration
of velocity measurements. There is a method that is develfiqganinimizing this error. This
method resets the error by discovering known landmarks.tditget module has some error
because of the prediction of the pipeline’s direction whosarmation is taken from a vision

system.

The methodology was presented for mosaic-based visuahatémi for underwater vehicles
for missions where the vehicle was asked to approach a tip@ant [19]. The adaptive
identification on the group of rigid-body rotations and ipkcation to underwater vehicle

navigation were performed in [7].

1.3 Thesis Organization

This thesis consists of a mathematical modelling of an umdtr vehicle, mathematical
model parameters derivation, autopilot and guidance desigstacle avoidanceffects of

ocean currents on the path and navigation of ROV. As a summary

e Chapter 1 consists of basic definitions about unmanned wadker vehicles and litera-

ture survey about scope of this thesis.

e Chapter 2 includes non-linear and linear 6 DOF equationsatiom, kinematics, rigid-
body dynamics and hydrodynamic forces and moments. Fiestipn-linear 6 degrees-
of-freedom mathematical model of the underwater vehidleshbtained in general, next
the model is specialized for the vehicle DST-R-100-4 relatith the mechanical de-
sign properties. The model includes hydrodynamic forcesraoments which consist
of added mass and inertia, hydrodynamic damping forcesestdring forces. Finally,

a linear time-invariant model is obtained by using lineatizn of the non-linear model

4



around special equilibrium point.

Chapter 3 explains how model parameters are derived. Thelrpathmeters are added
mass cofficients and drag cdicients. There is no exact calculation method for added
mass cofficients; however their approximate values are calculatedsing strip the-
ory. Drag coéicients are obtained by results of computational fluid dyraniCFD)

analysis and with the help of Seamor ROV [45] parameters.

Chapter 4 includes the thruster model which is divided ihi@e parts such as; mo-
tor model, fluid model and propeller mapping. The parts apaixed in detail first.

Secondly, maximum values for surge, sway, heave speed andaya are obtained by
using LTI model and the parameters derived in Chapter 3.dRhispeed controllers,
depth controller and heading controller are designed byguBID controller. Response

of the controllers are examined by using LTI model and noedr model.

Chapter 5 includes the guidance and a real-time obstacldemae algorithm. Guid-
ance is divided into two parts such as; way point guidanceirimrdf-sight (WPG -
LOS) and way point guidance based on optimal control (WPG }.@8e main idea
behind WPG - OC is creating trajectory that requires mininaumargy. For this reason,
an optimal control problem (OCP) is developed. The OCP igesbby two algorithms:
genetic algorithm (GA) and interior-point algorithm (IRAgspectively. Optimal so-
lution found by GA is used as initial solution for IPA. Conseqtly, global optimum
solution is obtained. In addition, thdtects of ocean currents on the path produced
by WPG - LOS and WPG - OC are discussed. However, energy cqrigunmis not
concerned. Finally, real-time obstacle avoidance algorits developed for unknown

obstacles.

Chapter 6 consists of navigation of the vehicle under GRSHieasurements and mag-
netic sensors measurements. Since system model is nam-lexéended kalman filter
(EKF) is used to estimate state variables. The EKF perfoceor diferent cases are

discussed.



CHAPTER 2

MATHEMATICAL MODELLING

2.1 Introduction

Mathematical model of an underwater vehicle incorporate®mml discipline of statics and
dynamics of vehicle motion. Statics refers to the forcesraondhents acting on the physical
system around equilibrium points, dynamics refers to fffiece of forces on the motion of

objects.

Motion of the underwater vehicle is represented B/degree of freedom (6 DOR)odel in
order to determine the position and orientation of the ba@yshown in Table 2.1, the first
three coordinates and their time derivatives are used t@sept positions and translational
motions along the axesaxis, y-axis andz-axis. The orientations and rotational motions are

described by using the last three coordinates and theirdanigatives.
There are twelve non-linear first orderffdrential equations that are used to establish the

Table 2.1: Notation used for underwater vehicle

DOE Forces & | Linear & Angular | Positions &

Moments Velocities Euler Angles
1 motions in thex—direction (surge) X u X
2 motions in they—direction (sway) Y Y y
3 motions in thez—direction (heave Z w z
4 rotation about thex—axis (roll) K p )
5 rotation about thg—axis (pitch) M q 0
6 rotation about the—axis (yaw) N r W




motion of an underwater vehicle. Six of them are called kiagtnequations. Transition
between the reference axis system and the body-fixed axisnsyis obtained by using a
transformation matrix which is based on Euler angles. Fioah of kinematic equations
are obtained by using transformation matrix. Remainingo$iequations are called dynamic

equations that are obtained by using the Newton’s second law

In this chapter, first, coordinate frames used in the desenpf the mathematical model
of an underwater vehicle are presented. Then, a non-linegéinematical model is derived
by using equations of motion of the vehicle. This model idelsiimportant hydrodynamic
effects. In order to obtain a linear model for the autopilot gieslinearization is done around

equilibrium points under some assumptions related witmteehanical design.

2.2 Kinematics

2.2.1 Coordinate Frames

Two coordinate frames are needed in order to analyse motionderwater vehicles, such as
body-fixed coordinate frame and earth-fixed coordinate éasishown in Figure 2.1. Body-
fixed coordinate frame is assumed to be fixed to the centerapftyrCG of the vehicle and

moving with it andO shows the CG of the vehicle in Figure 2.1.

The body axeo, Yo, andZgy coincide with theprinciple axes of inertiaand usually pre-

sented as [17]:

Xo - longitudinal axis
Yo - transverse axis

Zo - normal axis

When the body-fixed frame is rotating about the earth-fixentdinate frame with a certain
angular velocity, the vehicle shows a resistance to chgngjiits rotational position which is
called themoment of inertia In other words, the moment of inertia shows how hard to turn
the vehicle around the coordinate axgsin Equation 2.1 denotes moment of inertia around

x—axis when the vehicle is rotating arourdaxis. |,y denotes the moment of inertia around
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y—axis when the vehicle is rotating arourdaxis, which is also called thgroduct of inertia.

Consequently, the inertia tensor, shown in Equation 2.btiainoed with these components.

Ix —lxy —lxz

_IZX _Izy IZ

wherelyy = lyx, Ixz = Izxandly, = 1y Some components of Equation 2.1 equal zero
depending on the mechanical design of the vehicle. Fomuostdf the vehicle has three plane

symmetry, inertia tensor has only diagonal components (embmf inertia components).

Body-fixed
p (roll)
u (surge)

Xo
q (pitch)
Yo v \
{sway) N
t / ryaw) ~
N Earth-fixed
w
heave) X
Zo

Figure 2.1: Body-fixed and Earth-fixed reference frames

The earth-fixed coordinate frame is used to describe theomafi the vehicle relative to the
body-fixed frame. It is assumed that, acceleration of a gwirthe earth surface is negligible
for underwater vehicles, since th&axt of motion of the Earth is very small for underwater
vehicles.X andY axes point to the North and East directions, respectivedytlaey are located
on a plane tangent to the Earth’s surface. As a regudiis points down to the center of the
Earth. Note that, right hand rule is used for all coordinatenies. This coordinate system is

also called as the local-level or the North-East-Down (NED)iterature [47].
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The general motion of an underwater vehicle in 6DOF can beribesl by using SNAME

notation, as follows [17]

n=1n.ml" m=[xy.2" n2 = [¢,0,0]" (2.2)
v=[ug,v5]" v = [uv,w]' v2=[par]’ (2.3)
r=[r,13]" 1=[XY,2Z]" = [K,M,N]" (2.4)

where

n : the position and orientation vector with coordinates m darth-fixed frame
v : the linear and angular velocity vector with coordinatethim body-fixed frame

7 : the forces and moments acting on the vehicle in the bodyHiseeme.

2.2.2 Euler Angles

As mentioned before, a coordinate transformation matriased for transformation from the

body-fixed frame to the earth-fixed frame and vice versa, ngube Euler Angles.

The transformation matriXge 1(72) is used for linear velocity transformation, which trans-
forms velocities from the body-fixed coordinate frame to gaeth-fixed coordinate frame

as;

X u
y | =Teea(m2)| v (2.5)
z w

where

Tee1(72) =

cosfy) cosf) -sin(y)cosg) + cosgy) sin@) sin(@)  sin@) sin(g) + cosy) cosg) sin(®)
sin@) cosP) cosfy) cose) + sin(@) sin@) sin@y)  — cosgy) sing) + sin(@) sin(y) cose)

—sin@) cos@) sin(p) cosp) cosg)
(2.6)



For angular velocity transformation, the transformatioatmx Tgg2(72) relates the body-

fixed angular velocity vectar, and the Euler rate vectge according to:

¢ p
0 |=Tee2m2)| q (2.7)
v

r

where
1 sin@)tan@) cosg)tan@)

Tee2(72)=| 0 cos() —sin(p) (2.8)
0 sin@)/cos@) cose)/cosh)

Note that, if the pitch angle of equalstnr/2, Tge2(n72) is undefined. Mechanical design of
the vehicle guarantees that the pitch angle will neverhg during operation, because of
the fact that the center of gravity is close to the bottom sidbe vehicle as well as the center
of buoyancy is close to the top side of the vehicle. Conseityyehe vehicle has passive roll

stability.

As a result, the kinematic equations can be written in vefoion as:

] T 0 v
71 _ Be.1(772) 3x3 1 2.9)
n2 O3x3  Tee2(m2) || v2
or more compact form as:
n = Tee(mv (2.10)

Further information about how to obtain the coordinate 4famnmation matrix can be found

in Appendix A.

2.3 Rigid-Body Dynamics

Non-linear dynamical equations of motion of an underwagdiele in 6DOF can be written
as [17]
Muv+Cw)v+Dv+g(n) =1 (2.11)

where

M : inertia matrix including added mass
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C(v) : matrix of Coriolis & centripal terms including added mass
D(v) : hydrodynamic damping matrix
g(n) : vector of gravitational forces and moments

7 : vector of control inputs

In order to derive the rigid-body equations of motion, firstlasecond axioms of Newton'’s
second rule are applied. Therefore, 6DOF rigid-body equnatiof motion are obtained in

component form as follows:

DX =[u=vr +wq- xa(6 + 1%) + ya(pq - ) + zs(pr + §)]

DY = [V=wpur - ye(r? + pP) + Z(ar - P) + Xa(@p+ i)

"7 =[W-ug+vp-z5(p* + ) + X(rp - @) + Yo (rd + P)]

DK =1+ (1= ly)ar = (F + pA)l + (1 = &) lyz + (pr — Gy -
+myc(W - uq+vp) - Zg(V - wp+ ur)] (2.12)

DM = 1y@+ (= 1rp = (P + ANy + (P2 = 1)1+ (@P=Fly -+
+ M[zg(U = VT +We) - Xg(W — uq+ Vp)]

DN =1+ (ly = 1)pa = @+ rp)lyz + (@ = Py + (rq = Pl -

+ mMxg(V—wp+ur) —ye(U—vr+wag)]

The first three equations of Equation 2.12 express the &tmishl motion and the last three
one express the rotational motion. Equation 2.12 can besepted in more compact form
such as:

MRBi} + CRB(U)U = TRB (2.13)

where

v : body-fixed linear & angular velocity vector
TrB . generalized vector of external forces & moments
Mgg : the rigid-body inertia matrix
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Crs : the rigid-body Coriolis & centripetal matrix

Mgg can be defined as

Mgg = (2.14)
-Mz  Mye Ix -y Ik
mz 0 -mxs  —lyx ly =ly;
| —-my Mz 0 —lzx  —lyy I,
Crpalso can be defined as
0 0 0
0 0 0
Ca = 0 0 0
-m(ycq+2zcr) mM(Ycp+W) M(zgp - V)
mxcg-w) -M(Zer +Xp)  M(Zzq+ U)
m(xer + V) myer —u)  -m(xep+Ysq)
(2.15)
m(ycd + Zr) ~m(xcq - w) —M(Xar +V)
—m(ygp + W) M(Zer + X ) —m(ygr — U)
~M(Zsp - V) ~M(zeq + u) mM(XeP + Yed)
0 —ly 0= lzp+ 1 Lyt +lxyp—1yq
lyQ + Ixzp — 121 0 —lyal = IxyQ + Ixp
=y = Lyp+1yg  Ix + L0 —1xp 0

2.4 Hydrodynamic Forces and Moments

In literature, the hydrodynamic forces and moments on al oigidy can be considered in
two parts such as radiation-induced forces and FrouddeKand Diffraction forces [17]. In
this thesis, it is assumed that forces on the body are forxeddillate with wave excitation

frequency and there are no incident frequency.
The radiation-induced forces and moments can be examirtbdda parts such as;
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e Added mass and inertia the inertia of surrounding fluid,

¢ Hydrodynamic dampings potential damping, skin friction, wave drift damping and

damping due to vortex shedding,

e Restoring forcess weight and buoyancy due to Archimedes.

In Equation 2.137rg include hydrodynamic forces and momentg), environmental forces
and momentsr) and propulsion forces and moment$ 4cting on the vehicle in Equation
2.16

TRB=TH +TE+T (2.16)

Since there is no environmental forces and momemtgan be omitted from Equation 2.16.

Then, the following equation is obtained.
TRB=TH *+ T (217)

wherery is given by

T = —Mav — Ca(v)v — Dyv — g(n) (2.18)

Substitution of Equation 2.18 into Equation 2.16 togeth&h \Equation 2.13 yields the fol-

lowing 6 DOF dynamic equation of motion.

Mv+ Cw)v+D@v+9g(n) =71 (2.19)

where

M= Mgg+ Ma , C(v) = Crg(v) + Ca(v) (2.20)

2.4.1 Added Mass and Inertia

For a completely submerged vehicle, there is a volume of fhaidicles surrounding the
vehicle, which moves depending on acceleration or dedaaraf the body. Added mass
is the weighted integration of this entire mass of fluid pde8. In other words, added mass
is pressure-induced forces and moments due to a forced harmmmtion of the vehicle. It

is proportional to the acceleration of the vehicle [17]. dtlogical to divide added mass

13



forces and moments into two matrices such as the added mass (i) and the matrix of

hydrodynamic Coriolis and centripetal tern@(v))

Added mass cdicients can be assumed to be constant for underwater vehidles is

because of the fact that they are independent of the wavalairtequency. Thereforeyia

andCa(v) can be defined in component form in general:

Xa X X Xp Xg %
Yo Y% Yo Yp Yg V:
Ma=—| =~ =% 7P A 4 (2.21)
Kai Ki Ky Kp Ky K;
Mg My My Mp Mg M;
| No Ny Ny Np Ny N |
0 0 0 0 —-a3
0 0 0 a3 0 -m
0 0 0 -a m 0
Calw) = (2.22)
0 -az3 a2 0 B3 B2
a3 0 -a1 B3 0 B
a2 a1 0 B2 p1 O
where
a1 = Xgu + XV + XgW + Xpp + Xqq + Xir
ay = XyUu+ Yyv + Yaw + Ypp + qu + Yir
a3z = XaU + YaV + ZyW + Zpp + Zgq + Zif
3 W w W pp qq T (2.23)
Br = Xpu+ Ypv + ZpW + Kpp + Kgq + Kir
B2 = Xgu+ Ygv + Zgw + Kgp + Mgq + Mir
Bz = XU+ Yiv+ Zw + Kip + Myq + N;r

Xy represent added mass fiodent related with forces along-axis (Xa), depending on the

acceleration ofX-axis, u. Xa can be written as [2]

Xa = Xqll (2.24)

Xy can be found by taking the derivative of the force alofigxis with respect to the acceler-
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ation as

oX
Xu=— 2.25
ey (2.25)

[>

2.4.2 Hydrodynamic Damping Forces

There are several causes for hydrodynamic damping for wrader vehiclesPotential Damp-
ing occurs by the surface waves that have small wave length gdftéquency. Since the
underwater vehicle usually operates in deep wafgcts of potential damping on the vehicle
is very small. Therefore, thidlect can be negligible for underwater vehiclégave Damping

is close to potential damping that it occurs when the vehg&laoving on the surface of the
water. For the same reason with the potential damping,dteds be negligibleSkin Friction

is effective when the vehicle motion is in low-frequency, and camdpresented as linear skin
friction due to laminar boundary layers and quadratic skictibn due to turbulent layers.
Damping of vortex shedding wave drift damping. It occurs due to pressurffedences on
the flow path of the liquid. This damping is proportional te fhrojected cross-sectional area

and changes proportional of square of the vehicle velocity.

Without loss of generality, hydrodynamic damping forcetsgeon an underwater vehicle are
caused by skin friction and vortex shedding. Vortex shegldiamping and skin friction can

be modelled as shown in Equation 2.26 and Equation 2.27ecégply.
1
Dvor(v) = =5 p Ca (RN Acs [v]v (2.26)

wherep denotes density of fluid;4(Rn) denotes drag cdigcient depends on Reynold number

andA¢s denotes projected cross-sectional area.
Dskin(v) = Diin + unad(U) (2.27)

Consequently, the dragdtects acting on the vehicle can be divided into quadratic et
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drag.

D) = -

[ Xu+ Xl Xy + XM X+ X X+ Xppplpl Xgq + Xgaldl  Xe + Xeplr] |
Yo+ Ygulul - Yo+ Y Yw + YW Yo+ Yipplpl Yo+ Yigqldl  Yr + Yjplr]
Zo+ Zudtl Zo+ ZuVl Zu+ ZawW Zp+Zpplpl Zg+ Zggldl Z + Zplr]
Ko+ Kot Ky + KoVl Ko+ KWl Kp+ Kipplpl Kq+ Kgglal Ky + Kypelr|
My + Mgulul My + MVl My + MywWl Mp + Migplpl - Mg + Miggldl My + Mypelr|

| Ny + Ngulul - Ny + Ny Nw + NjwwIWI Np + Nipplpl  Ng + Nigglal Ny + Nige|r| |
(2.28)

2.4.3 Restoring Forces and Moments

The buoyant force and the gravitational force generat@niest forces. The buoyant force
is modelled to fects the vehicle at its center of buoyancy, denoted@s Similarly, the
gravitational force is modelled tofect the vehicle at its center of gravity, denotedFas
They act in the earth-fixed frame but they are defined in the/tfiedd frame. The center
of buoyancy and the center of gravity are denotedgas [xg,Ys,za]' , I = [*a. Ya.Zs]",

respectively.

The weight of vehicle and the buoyancy force are given in BEgn&.29 and Equation 2.30,
respectively.
W = mg (2.29)
B = pgV (2.30)
wherem is mass of the vehiclay is gravity force,p is density of the liquid an® is volume

of the vehicle. By using the Euler transformation, thesederare defined in the body-fixed

frame as
0 0
Fe(n2) = Tge(m2)| 0 Fe(n2) = - Tae(m2) |0 (2.31)
W B

Buoyancy and gravitational forces and moments vector imtuy-fixed coordinate frame is

F F
o0) = c(m) + Fs(m) (2.32)

re X Fg(n) + rg x Fg(n)
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and the expanded form of Equation 2.32 is:

(W - B)sin@)
- (W — B)cosf)sin(p)
o) = - (W - B)cos@)cosg) | (2.33)
- (YeW - ygB)cosp)cosgp) + (W - zzB)cosg)sin(p)
(zcW — zgB)sin(@) + (xcW — xgB)cos@) cosg)

| - (W - xgB)cos@)sin@) - (YW - ysB)sin@)

2.5 Equations of Motion

2.5.1 Non-linear Equations of Motion

After some definitions about kinematics, rigid-body dynesrand hydrodynamic forces and
moments, twelve non-linear equations of motion in bodydireference frame vector repre-

sentation can be written as follows:
Mv+ Cw)v+D@v+9g(n) =71 (2.34)

If the vehicle is at rest or is moving at low speéd,takes the following symmetrical form

[17]:

m- Xq ~Xq ~Xs Xy mz-Xq —mys - X

Xy m-—Yy —Yw -mz - Yp =Yy mx — Y;

M = — Xy —Yiy m— Zy mye —Zp —MXs — 24 —Z;

—Xp -Mz-Yp myy-Zp  Ix—Kp  -Ly-Kg —lx—K;

mz — Xg =Yy -mxg —Zyg —lyy—Kg ly — Mg Iy, — M;
—MYe — X MG — Yi -Z; =l =K =ly;— Mg lz—N; |

(2.35)

The elements of matrices and their structure changes diygeod the mechanical design of
the vehicle which is created by using SOLIDWORKS. Followprgperties are obtained by
using SOLIDWORKS.

1. The body-fixed reference frame is coincident with the @eof gravity. Thusyg =

[0, 0, O]" m.
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2. The center of buoyancy ig = [0, 0, —0.015]" m.

3. Moments of inertidg:

0292 O 004
lo=| 0 0724 O
0.04 0 0817

(2.36)

According to Equation 2.36, it can be said that the vehicle xm\plane symmetry.
Moreover, I, is much smaller than the diagonal elements of Equation 2@@nse-
quently, the vehicle can be assumed to have that it has tame@ymmetryXzplane

andyzplane).

4. Mass of the vehicle in the air im = 15.5 kgs By using Equation 2.29

W = 1520550N

5. Volume of the vehicle is.02 m*. By using Equation 2.30

B =1925703N

(o is taken as 100@g/m?)

Due to the vehicle propertie) andD matrices have the following forms:

Kp + Kipipl Pl

m-— Xy 0 0 0
0 m-Yy 0 0
M — 0 0 m-— Zy 0
0 0 0 Ix—Kp
0 0 -7, 0
0 -Y; 0 0
(X, + Xyulul 0 0 0
0 0 Zy + ZyywlW 0
D(U) _ W |vv|w| |
0 0 0
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0
0

Zg + Zqqldl
0

Mg + Mggqld
0

(2.37)

(2.38)

(2.39)

0
Y, + Yl
0
0
0

Nr + Nirje|r| |
(2.40)




2.5.2 Linear Time-Invariant Equations of Motion

Linear time-invariant (LTI) equations of motion are usedtfe autopilot design. Lineariza-
tion is finding linear approximation of any system aroundildgyium (trim) points. [31],
[37].

For Equation 2.11, equilibrium points can be chosen as

vo = [Uo, Vo, Wo, Po, Go, ro]

(2.41)
10 = [Xo, Yo, Z0, #0, 6o, Yol
Perturbed equations fot;, , andr are
v=vo + ov 0 =i (2.422)
n=mno + on % 5= s (2.42b)
T=19 + 0T ﬂ T=01 (2.42¢)

When Equation 2.42 is applied to Equation 2.11, the linedriequations of motion are ob-

tained according to the following approximation [17]:

v + ag(n)

Mév +
vo on

on = ot (2.43)

70

oC(v)v v + oD(v)v
oy ov

Substituting initial conditionsyg = Tge(n70)vo , in Equation 2.43 and neglecting second order

terms yield

5f] = TBE(UO + 677)61} + [TBE(UO + 577) - TBE(UO)] vo (2'44)

In order to construct the linear-time invariant equatiofsnotion, it is assumed that the
vehicle has only non-zero linear velocity component alamtirection; sovgp = wg = 0. The
weight and buoyancy distribution of the vehicle forces tkaigle to return back to the zero
pitch and zero roll position. Therefore, it is assumed hat o = ¢o = 6 = 0. It is also
assumed that = 0 andyg = constantin steady-state. When the vehicle moves at low speed,

linear drag is dominant contrary to the fact that quadra&iims are dominant at high speeds
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[40]. Consequently, the following LTI equations of motioancbe obtained for the vehicle

this thesis is based on.

X = Ax+ Bu (2.45)
X -MY{C+D) -M1G||x M-1
H = (€+D) ! u (2.46)
Xo J Osx6 ||%2| |Osxe
where
m-— Xy 0 0 0 0 0
0 m-Yy 0 0 0 -Y;
0 0 m-272 0 - 0
M = v % (2.47)
0 0 0 Ix — Kp 0 0
0 0o -z 0 I,-Mg O
0o -Y 0 0 0 I,—Ni|
0 0 0
Ci2=10 0 (M — Xa)uo
0 C 0 —(m-Xyu 0
C= 2 where ( o)t (2.48)
—CI, Cx 000
Cx=(0 0 O
0 0O
X, 0 0 0 0 O
Yy O 0 0 Y,
0 Z 0 Z 0
D=- v a (2.49)

0 0 K, 0 O
0 My 0 My O
Ny O 0 0 N

o O O o o
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(0 0 0 0 W-B) 0
000-(W-B 0 0
0 0O 0 0 G
G= (2.50)
0 0O -7gB 0 0
0 0O 0 -zgB O
000 0O 0 G
s cosfyo) —sin@o) O
J  Osx3 ~ ,
J= where  J=|sin@o) cosfo) O (2.51)
O3x3  l3x3

0 0 1

2.6 Conclusion

In this chapter, the mathematical model of the underwatkicles has been obtained in gen-
eral first, next the model is specialized for the vehicle IBTO0-4 ROV. Twelve non-linear
equations of motions of the vehicle in 6 DOF are obtained raeicial properties of the ve-
hicle. Hydrodynamic forces and moments consist of added mad inertia, hydrodynamic
damping forces and restoring forces. As a summary, addesl ismawirtual mass on the vehi-
cle during its operation and it is proportional to the aclen of the vehicle. Hydrodynamic
damping forces can be divided into four parts; but skiniictand vortex shedding damping
effect the vehicle mostly. Restoring forces and moments depettide weight and buoyancy
forces and their point of influence on the vehicle. This sects ended with an LTI model

that is obtained by using linearization of the non-lineardel@around special trim point.
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CHAPTER 3

MODEL PARAMETERS DERIVATION

3.1 Introduction

In order to complete the mathematical model of DST-R-100ydrodynamic coficients
should be computed. Drag diieients for motion along, y, andz axis are calculated by
using results of CFD analysis. Remaining dragfioents are calculated with the help of

Seamor ROV parameters[45]. Strip theory is used for cdiniglaadded mass cfiicients.

3.2 Drag Codficients Calculation

As mentioned in Chapter 2, drag force has two parts as linehgaadratic. For example, if
the vehicle goes only ir direction, drag force acting on the vehicle can be writteshasvn in
Equation 3.1. It looks like second order polynomial, therefdrag force can be also written

as polynomial.

Fugae = Xuululu + Xyu
Casel Harag i " (3.1)
Y1 a X2 + b1 x+ ¢

When the vehicle operates at low speed, linear drag is derit@r this reason, drag force
can be also modelled for DST-R-100-4 as first order polynbmiecause of the fact that

Equation 3.1 can be rewritten as:

F = Xyu
Case 2 Herag ! (3.2)
Y2 aX + b
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CFD analysis is done by using Solidworks. The drag forcengabin the vehicle is obtained
for different velocities such as 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.1,ah&,1.5m/s. According to
CFD analysis resultsurge swayandheavemotion drag cofficients are calculated by using

MATLAB Curve Fitting Toolbox,cftool).

3.2.1 Surge Motion Drag Cofficients

Data obtained from CFD analysis is shown as square boxesgurd-3.1. The blue line
indicates the curve that fits the data and the red line inelcatraight line that fits the data.
When obtaining polynomial equationsftool uses linear least squares method. Obtained

polynomial equations are as follows.

y1 = —247x% + (-1.576)x + (0.258)
y» = -3458x + 3.793

(3.3)

[0 CFD Data i
Fitting Straight Line
Fitting Curve

|
=
(=]
T

-20t

Drag Force in X (N)

0 0.5 1 15
Surge Speed (m/s)

Figure 3.1: CFD data, fitted curve and fitted straight linesiamge motion

According to Equation 3.3, drag ddieients for motion along- axis direction are shown in

Table 3.1.
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Table 3.1: Surge motion drag diieients for Case 1 and Case 2

Casel | Xyu=—-247kg/m X, = —-1576kg/s

Case?2 Xy = —34.58kg/s

3.2.2 Sway Motion Drag Codicients

By using the approximation explained in Section 3.2.1, d@ficients along-axis direction

can be found by using Equation 3.4.

-5338x% + (-1.046)x + 0.002534
-3593x + 2.839

Y1
Y2

(3.4)

[0 CFD Data
Fitting Straight Line |4
Fitting Curve

-10+t

Drag Force in Y (N)

-15+}

_20 L

251

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Sway Speed (m/s)

Figure 3.2: CFD data, fitted curve and fitted straight linesfway motion

According to Equation 3.4, the cfiients can be written as shown in Table 3.2.
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Table 3.2: Sway motion drag cfieients for Case 1 and Case 2

Casel | Yy = —5338kg/m Y, = — 1.046kg/s

Case?2 Yy = — 35.93kg/s

3.2.3 Heave Motion Drag Co#ficients

Finally, drag coéficients along-axis direction are found with the same method.

~7409%% + (-0.03852)x + 0.001681
~4759% + 2.071

Y1
Y2

(3.5)

[0 CFD Data i
Fitting Straight Line
Fitting Curve

-10+}

-15+}

Drag Force in Z (N)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Heave Speed (m/s)

Figure 3.3: CFD data, fitted curve and fitted straight linehfeave motion

According to Equation 3.5, the following Table 3.3 is obtain

Table 3.3: Heave motion drag dieients for Case 1 and Case 2

Casel | Zyyw = — 74.09kg/m Zy = —0.03852kg/s

Case?2 Zy = —4759kg/s
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3.3 Added Mass Cofficients Calculation

In literature, added mass diieients are determined by using strip theory [33]. Basic#ily
vehicle is separated into number of strips, and added massédoy 2D strip is computed. In
order to obtain 3D added mass €igents, the 2D added mass is summed over the length of

the body [17].

Figure 3.4: Technical drawing of DST-R-100-4 ROV

As shown in Figure 3.4, the majority of the volume of the véhimonsists of two cylinders,
one of them is located at front of the vehicle, and the otherlonated at aft. Because of this
reason, added mass ¢ieients are calculated based on this cylinders, separ&ielsl added

mass cofficients are obtained by adding two of them.

For a submerged slender body, there are several equatioosalfalating added mass dte
cients [17]. By using them, the added massftioents can be calculated. For added mass
codficients related with the linear acceleration of the bodygtieation can be written as [8],

[17], [42]:

L/2

Xy =— f A(lle)(y,z)dx (3.6)
-L/2
B/2 2D

Y, = - f AZP)(x, 2)dy (3.7)
-B/2
H/2 oD

Zu=- [ APy (3.9)
—H/

In order to obtain added mass ¢logents in roll, pitch and yaw, following equations can be

used:
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B/2 H/2
_( f YAZ (x. 2)dy + f z A(zéD)(X’y)dz) (39
_B/2 -H/2

Kp=
L/2 H/2

Mg = -( f Py Ay, Adx + f » zzA(lle)(x,y)dz) (3.10)
B/2 L/2

N; = _( f B/zyzA(lle)(x, 2)dy + f P XAy, z)dx) (3.11)

Cylinder sizes are shown in Figure 3.5, and 2D added madiaients are shown in Table

3.4.

Figure 3.5: Cylinder sizes

Table 3.4: 2D added mass ¢heients for some bodies

Cross-Sectional Forms
Direction of Motion 2D Added Mass Cd#cients

S8

X p = 1 (circle) npa?

“a
T a_y 1.36mpal
2b b
\L a
2a £ =5 1.21npa?
g - 10 1.14rpal
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By using Equations 3.6 - 3.11, and 2D added mas#fictents which are defined in Table 3.4
following 3D added mass cfiicients are found. Note thdt,= 0.3 mandH = B = 0.2 mfor
front cylinder, and. = 0.3 mandH = B = 0.16 mfor aft cylinder.

Table 3.5: Added mass cfieients

Xy = —43.2267kg Yy, = —15.8276kg Zy = —432267kg

Kp = -0.5627kgn?/rad | Mg = —0.2473kgn?/rad | N; = —0.5627kg n?/rad

There is no calculation methods foif-@iagonal terms of added mass matrix and drag forces.
They can be obtained from experimental data. Not only fas thason, but also since the

effect of these terms is very small, they can be taken as zero.

3.4 Conclusion

In this chapter, the methods are explained for calculatimgnerical values of added mass
codficients and drag cdkcients. Since the majority volume of the vehicle consisténaaf
cylinders, the added mass ¢eients are calculated based on them by using strip theory. Fo
drag codicients calculation, CFD analysis results are used. Becalutiee fact that drag
force equation can be written as polynomials, dragfogents are obtained by using curve
fitting. More details about added mass, and calculation aukstlof them can be found in [8],

[17], [33] and [42].
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CHAPTER 4

AUTOPILOT DESIGN

4.1 Introduction

An autopilot is a control system that keeps the vehicle oreadst-state course without as-
sistance from human. There are usually more than one clamg@onstructing the autopilot
during its operation. An autopilot generates its own comusaior the vehicle in order to

successfully execute the guidance commands.

In literature [17], [18], [20] and [43], autopilot of an unweater vehicles consists of heading,
speed and depth controllers. For this reason, controleedesigned for speed, heading angle

and depth.

In this chapter, the controllers are designed by using faedloontrol method. Firstly, the
thruster model and thruster position on the vehicle areaéted. Then, linear-time invariant
mathematical model is examined by applyindgfelient inputs in order to obtain maximum
values of surge, sway and heave speed and yaw rate. Thelstare designed by using
LTI model. However, response of the controllers are exathimeusing both the LTI model

and the non-linear model.

4.2 Thruster Model

The vehicle has four identical thrusters in order to achimetion and control. In literature
[22], the thruster model is divided into three parts suchmastor model, fluid model and

propeller mapping. General view of this structure is shawRigure 4.1.
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Figure 4.1: General view of the thruster model

4.2.1 Motor Model

The motor is modelled based on DC servo-motor permanent ehagpe.

wm = —Kiwm + KoVs — KpQ (4.2)
wp = wm/N (4.2)

wherewp, is motor rotational rateys is supplied voltageQ is propeller torque. If the motor
has gearboxyn, differs from propeller rotational rate which is denoteddgyandN denotes

the gearbox reduction ratid; andK, depend on motor characteristics afgrelates to the

motor deceleration caused by propeller hydrodynamic esdoading.

4.2.2 Propeller Mapping

There is a relation between motor rotational rate and plepsheed () such as:
Up = 0.7Rwm/N (4.3)

whereR is propeller radius. Since section average flow velodity, is perpendicular to

propeller velocity, the total velocity is obtained from Edjon 4.4.

V =,JUZ + U2 (4.4)

The dfective angle of attacka) occurs betwee and the propeller can be modelled as

shown in Equation 4.5.
ae=(n/2-p) - arctar‘(%) (4.5)
Up
According toae, proposed lift and drag force chieients (denoted b, . andCp, . re-

spectively) changes. Lift and drag forces on the blades eamrliten as:
FL = 0.50V?ACy,,,, Sin(2e) (4.6)
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Fp = 0.50V?ACp, (1 — cos(2re)) (4.7)

By using Equation 4.6 and Equation 4.7, thrust fortggnd torque Q) can be written as:

T = F(cosf) — Fp(sind) (4.8)
Q = 0.7R(F(siné) + Fp(coss)) (4.9)
where
0=p-ae

4.2.3 Fluid Model

Fluid model represents the fluid dynamics. According to gearon angular rate of the blade,
there are some lags in the axial components of the flow. Beaafutbe fact that inlet flow ef-
fect occurs on the blade. The momentum equation is appliecttmtrol volume surrounding
the inlet flow.

T = (bALy)Ua + (0AAB)U4|Us| (4.10)

wherelL is tunnel lengthAB is momentum caicient, andA is tunnel cross-sectional area.

Equation 4.10 can be rearranged as:
Ua = —KgK31UalUq| + K31T (4.11)
where

Ks=pAly  Kg=pAAB Uz = (Ua— Uo)

More details about thruster model can be found in [22] and [4]

Thrusters on the vehicle have a thrust aba@t 2y f, which is approximately 22Newton

Therefore, maximum 28! thrust can be applied to the vehicle.

4.3 Obtaining Maximum Values ofu, v, wand r

The LTI mathematical model is obtained in Chapter 2 and mpdehmeters are derived in

Chapter 3. By using them, maximum values of surge, sway,ehspeed and yaw rate are
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obtained under diierent input. Input of the model is chosen as thrust, so maxivalues of

input depends on position and orientation of the thrusters.

As mentioned before, DST-ROV-100-4 has two forwarg &ndT,), one horizontal T3) and
one verticalTy thrusters as shown in Figure 4.2. It also means that numbiapaofs of the
system is four. According to locations of thrusters, forard moments acting on the vehicle

can change.

Figure 4.2: Thrusters position on the vehicle

T, andT, create forces in forwaydackward direction and yaw moment. If they work at the
same rpm, force alon¥g is obtained, but if there is afilerence between rpm of thrusters,
yaw moment occurs since there is a moment arm which is dermtetl T3 creates force
in horizontal direction and yaw moment. Moment arm for hontal thruster is denoted by
h. Vertical thruster is located at theg of the vehicle, sdl4 only creates force in vertical
direction. The vector representation of forces and mompraduced by thrusters can be

written as:

(sx| [ Ti+To

Y T3

2] Ta (4.12)
YK 0

S M 0

S N|  |Tad = Tod + Tah|
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-M{(C+D) -MIG M-t

J Osx6

X1 X1
X2

In Equation 4.13u denotes input of the system and it can be written as:

u
‘ (4.13)

X2|  |Oexs||O6x6

(1 1 0 0
0 01 ol
0o 0o o0 1T,
u= (4.14)
0 00 O|Ts
0 00 q|Ts
—d d h 0
where
d = 0.095m h=0.067m

By using simulink model is shown in Figure 4.3, response efgfistem can be examined

under ditferent inputs.

u {= I P
L
() — .l L
Thr Right v > p 1Lv] [ E— >
—a
Right - »
Linear Speed
-
- > L,
— L
Thr Left q P e [AV] R2D [ .
—a
Left |
r Ll
Angular Spesd
phi B L.
L
— (N
Thr Hor theta > - [EA] [e— R2D [ -
—a
Haor q o
psi i L
Euler Angles
x Lt
—a
e - » U ._.
—a

3

Ver

DST-R-100-2
ROV MODEL

Figure 4.3: Simulink model of DST-R-100-4

There are several test cases in order to examine responke sy$tem and determine the

maximum speed of the vehicle. As mentioned before, threigierduce maximum 28 and

it uses as inputs for determining maximum speeds.
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TestCasel: T1 =22T,=22T3=0T4,=0

Surge Speed vs. Time Roll Rate vs. Time
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Figure 4.4: Linear and angular velocities for test case 1

As shown in Figure 4.4, maximum surge speed.&rh/s. Remaining linear velocities and

angular velocities equal zero. For this reason, the sysatable.
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TestCase2: T1=0T2,=0T3=22T4,=0
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Figure 4.5: Linear and angular velocities for test case 2

20

As shown in Figure 4.5, maximum sway speed .B50m/s. Since there is a moment arm

h, the vehicle has yaw moment so that yaw angle occurs. Batladiand angular velocities

converge a constant value. For this reason, it can be saidhiaaystem is stable whery

thruster works.
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TestCase3: T1 =0T, =0T3=0T4 =22

Surge Speed vs. Time Roll Rate vs. Time
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Figure 4.6: Linear and angular velocities for test case 3

As shown in Figure 4.6, maximum heave speed.%1@/s. Also, surge speed occurs and
converges to a constant value when vertical thruster wdmkis. is also observed during pool
test. It is assumed that the drag force is identical for dgis, but front cylinder’'s cross-
sectional area is bigger than the aft one. It means that drag facting on front cylinder is
greater than the aft cylinder. This may be a cause of pitchedog this case. Moreover, the

system is stable und@i, because of the fact that all velocities converge to a cohstdue.
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TestCased: T1 =22T,=-22T3=0T4=0
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Figure 4.7: Linear and angular velocities for test case 4

In order to turn the vehicle around itself, right thrusted d&ft thruster should work at same
rpm, but their directions are opposite. According to Figlitg yaw rate converges a constant
value and other velocities are either zero or so small. Intiad¢gd maximum yaw rate is
20deg/s.

Test Case5: T1=0T,=22T3=0T4 =0
For this test case, only right thruster works and it proddoesard thrust and yaw moment.

As a result of tests, maximum value fayv, w, r is obtained as shown in Equation 4.15. Itis
also shown that the vehicle thruster configuration is adeqgioa different motion types. For
example, by using forward thruster and horizontal thrugber vehicle moves along-axis.

Moreover, test case 5 shows that the vehicle moves¥a@thdY direction by using only one
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Figure 4.8: Linear and angular velocities for test case 5

forward thruster.

4.4 Controller Design

Ue(t) = Kpe(t) + K; f 7(e(r)dr) + Kqg
0

38

rmax = ZOdeg/S

As shown in Figure 4.9, the control input of the systar) €an be written as:

d(eft)

dt

20

(4.15)

Proportional - integral - derivative controller is commpnised feedback controller. PID
controller calculates error between reference and ouffthiesystem. The main objective of
the PID is to minimize this error by adjusting control inpbbr DST-R-100-R, control inputs

areTy, T, Tz andT4. A block diagram of the PID controller is shown in Figure 4.9.

(4.16)



where

&(t) = u(t) - y(t)

Kye(r)
¥ O_»/i y(©)

K, ng(r)dr I—h- Plant >
0

Y

u(t)

Y
Y

@ e(t)

det) |
|

A

Figure 4.9: Block diagram of the PID controller

PID controller has three constant parameters sudf,a&; andKy. They are also called as
PID gains. K, is proportional gain that isfiective in decreasing both rise time and steady-
state error, but it increases overshdgtis integral gain that is mostlyfiective in eliminating
steady-state error. However, it increases the settling eind overshoot. Lastl{q is deriva-

tive gain that decreases overshoot and the settling tinle [34

In this thesis, PID gains are obtained from auto-tuningamsiof MATLAB PID block. These
values are used as initial guesses for MATLRBsponse Optimization Toolbokinal gain

values for PID controller are found by the toolbox.

4.4.1 Speed Controller

As mentioned before, DST-R-100-4 ROV has four velocity comgnts such as, v,w and

r. For each one, PID controller is designed independentiyte wat, there is &orce Dis-
tribution Law block as shown in Figure C.1. It is transition block betweesided forces
and thruster inputs. Since lateral movement of the vehifele obtained by using forward
thrusters, and horizontal thruster, they can be managadalbg In this thesis, horizontal
thruster is combined with forward thrusters only for prodgcsway speed. In order to make
force distribution law applicable for all ROVs, only forwhthrusters are used since many

ROVs do not have a horizontal thruster.
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Forward thrusters can be managed as follows. Note thatagssmed that thruster rpm is

proportional with generated force.

e Only forward force is commandeéor this situation, right and left thrusters work at the
same rpms and the same direction. Their directions chatafedevith the commanded

force direction.

e Only yaw moment is commanddebr this situation, right and left thrusters work at the
same rpms, but their directions are opposite to each otherorlling to commanded

yaw moment direction, their directions change.

e Both yaw moment and forward thrust are commandeat: this situation, right and left
thrusters work at dierent rpoms. For example, for the vehicle to turn around decirnc

clockwise direction[Ty,,, must be greater thafy, . Mathematically, this relation can

rpm*

be written as follows.

T = k
Lrpm (4.17)
Topm = k-Tk
where
0<TI <2 (4.18)

The diameter of circle inversely proportional with thrustesight, denoted by

Note that, in order to obtain yaw momeriiz is not used since most ROVs do not have
a horizontal thruster. Force distribution law is used fot anly making force distribution

simple, but also making the law applicable for more ROVs.

The controllers are designed by using the LTI model, fir$tlgxt, response of the controllers

are examined by using both the LTI model and non-linear model
Surge Speed Controller

As shown in Figure 4.10, error signal is obtained from thgedénce between the desired and

actual surge speed. According to this error, PID contrgjiarerates reference force signal.

In Figure 4.11, responses of surge speed controller antaighleft thrusters are shown by
using both the LTI and the non-linear model. For surge speattaller, the reference signal

is set to Im/s, and the controller reaches the desired value seds
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Figure 4.10: PID controller block diagram for surge speeutratler
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Figure 4.11: Surge speed controller and right and left teragesponse

Sway Speed Controller

The error signal for sway speed controller is obtained froendiference between the plant
output and the desired signal. Reference value for swaydspestroller is 0.5m/s. Re-

sponses of when using the two model is shown in Figure 4.13.

Force Output
PID(s) | gl T3 P> Thrusters u P V]
Desired Actual
Sway Speed PID Controller Force Dist. Plant Sway Speed
Block

Figure 4.12: PID controller block diagram for sway speedtiamlier
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Sway Speed vs. Time
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Figure 4.13: Sway speed controller and horizontal thrustgponse

As shown in Figure 4.13, controller reaches the desired spagd in about 3ecs

Heave Speed Controller Design

Force Output
PID(s) P F T4 P> Thrusters u 2
Desired I Actual
Heave Speed PID Controller Force Dist. Plant Heave Speed

Block

Figure 4.14: PID controller block diagram for heave speatrodier

For heave speed controller, the reference value is set t;m0s3 Responses of the vertical
thruster and the controller are shown in Figure 4.15. Thilirsgetime for this controller is

about 3.5secsfor both models.
Yaw Rate Controller Design

Error signal is generated from theff@irence between the actual and the desired yaw rate. Due

to this error, PID controller generates plant input.
Response of yaw rate controller and thrusters are showrgur&é.17 when the LTI model
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Figure 4.15: Heave speed controller and vertical thrustgponse
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Yaw Rate PID Controller Force Dist. Plant Yaw Rate
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Figure 4.16: PID controller block diagram for yaw rate cotiar

is used. The reference value is set tddg/'s and the settling time is 0.5ecs When the

non-linear model is used, the settling time is&s

When designing speed controllers as well as other contsplieis considered that there will
be no overshoot at controller responses. Since overshomtsfdo the thruster to change
their rotation direction, it causes vibration on thrust&sanging motor direction also draws
higher current than changing its rpm. Thus, it is not goodbfmth energy consumption and

thruster endurance.
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Yaw Rate vs. Time
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Figure 4.17: Yaw rate controller and right and left thrustersponse

4.4.2 Heading Controller

In order to design heading controller, there are two metisods as cascaded PID controller
design and single loop PID controller. Cascaded PID cdetrabntains two PID controllers
called as outer PID controller and inner PID controller. gatof the outer PID controller
provides reference signal for the inner one as shown in Eigut8. The inner loop, whose
response is faster than the outer one, consists of yaw rateotter which is described in

Section 4.4.1.

psi »<_Ipsi] |

Actual
PID(s) PID(s) — W F T1,T2 —» Thrusters Heading Angle
Desired ».
Heading Angle Outer Inner Force Dist. r » [ ‘
PID Controller PID Controller Block Actual

Plant Yaw Rate

Figure 4.18: Cascade PID controller block diagram for hegdingle

Additionally, heading controller can be designed as shawkigure 4.19 in such a way that
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there is only one PID controller. It generates input sigmalthe plant depending on the
difference between desired and the actual heading angle. Thisl iisoused for heading

angle controller because steady-state error can not bénatied from the cascaded one. In

addition, for high input value, the cascaded one displagh bvershoot.

Force Output )
PID(s) > F T1,T2 P Thrusters u P [psi]
Desired I Actual
Heading Angle PID Controller Force Dist. Plant Heading Angle
Block

Figure 4.19: Single loop PID controller block diagram foatag angle
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Figure 4.20: Heading angle controller response

As shown in Figure 4.20, desired angle is set tal8§ The heading controller reaches desired

point about 4secswhen LTI model is used. There is also no steady-state error.

4.4.3 Depth Controller

For depth controller, cascaded PID controller is used awishn Figure 4.21. The error

between actual and the desired depth is a reference sigrtakefbeave speed controller.
In Figure 4.22, the vehicle reaches the desired depth isef®since its maximum heave
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Figure 4.21: Cascaded PID controller block diagram for llept

speed is 0.5n/s. Response of the LTI model and the non-linear model is clogath other.
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Figure 4.22: Depth controller response

4.5 Conclusion

In this chapter, firstly, the thruster model is presentedsiddly, it consists of a permanent
magnet DC motor model, propeller mapping and fluid modeloS8eély, DST-R-100-4 model
responses are examined under several cases. Accordinguttsyevehicle behaviour under
different inputs are examined such as getting the maximum sgebd wehicle alongX, Y
and Z-axis as well as yaw rate. Moreover, stability check is done tb the results and it
shows that both angular and linear velocities of the vehicleverge a constant value for

all test cases. It implies that the vehicle is stable. Ngx¢esl and heading controllers are
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designed by using the PID controller which is the most comifeedback control method. A
cascaded PID controller is used for depth controller. Tharotlers are designed by using
the LTI model and response of them is examined by using theniddel and the non-linear

model.
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CHAPTER 5

GUIDANCE AND OBSTACLE AVOIDANCE

5.1 Introduction

Suitable guidance law is crucial when making any vehicl@soinous. For autonomous
operations, the vehicle must have authentic navigatioidagice and control systems. Fossen
[17] points out that guidance is the action of determiningrse, attitude and speed of the
vehicle, relative to some reference frame, to be followedheyvehicle. Therefore, guidance
is the key element for reliable autonomous operations. &uid system generates set points

for controllers.

There are several guidance methods for underwater veli@2¢such as:

e Way Point Guidance by Line-of-Sight (LOS)

¢ Vision Based Guidance

e Guidance Using Chemical Signals

e Lyapunov Based Guidance

¢ Proportional Navigation Guidance (PNG) for AUVs
e Guidance Using Magnetometers for Cable Tracking

e Electromagnetic Guidance

In this thesis, way point guidance by LOS in 3D is used singggbmmon for ROVs [5]. In

addition, way point guidance based on optimal control feryhw plane is examined. Way

48



point guidance based on optimal control means that whilevétiecle goes towards a way
point, it uses optimal input values. These values are obtiaiy solution of optimal control
problem. There is ®atabasethat stores optimal solutions for various heading angles an
distances. Section 5.3 includes definition and solutiorhods of optimal control problem,
several test cases in order to compare solution methodsrperfice, generating database and

way point guidance by using database.

5.2 Way Point Guidance by LOS

Way point guidance by LOS is very common for underwater vekisince it is very simple
and requires low computationaffert. Basically, the path which is desired to be tracked, is
divided into number of way points. These way points are seteby ROV pilot. In other
words, the vehicle knows positions of way points before afi@n, and it plans its motion to
reach way points sequentially. At the beginning of the ofi@mafirst way point is called as
present way pointwWhen the distance between desired way point and the vesigifficiently
small distance, next way point is a new present way pointifenehicle. This procedure runs

until the vehicle reaches the final way point.

5.2.1 Way Point Guidance by LOS in the Yaw Plane Motion

In Figure 5.1, actual position of the vehicle is denoted X¥)(y(t)), currentk-th way point
location is denoted b, = (Xq(K), yq(K)). Line-of-sight is the line connects the vehicle and
the way point. The length of this line is denoteddpand it is also called as distance between
the present way point and the vehicle denotes heading angle,denotes LOS angle and

denotes radius of circle of acceptance.

The reference heading angle is followed by LOS angle bedadi&@erence between heading
angle and LOS angle is zero then the way point is located it bbthe vehicle « is computed

by using Equation 5.1 by the four quadrant inverse tangenrttion.

1 Ay
=tan = 5.1
a = tan Ax (5.1)
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North (N)
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Figure 5.1: Line-of-sight guidance definitions for the yaane

where
Ax = xg(k) — X(t)
Ay = ya(K) — y(t)

(5.2)

The present way poiry is achieved, when the vehicle enters circle of acceptantethier
words, if the distance between way point and the vehicle &lsmthanp, the next way point
Pii1 = (Ya(k+ 1), x4(k + 1)) is selected as the present way point. Mathematicakyyéhicle

selects next way point when the following condition is Jets

de = /(AX)? + (Ay)* < p (5.3)

o can be set to two times length of the vehicle [21].

As shown in Figure 5.2, the path which is produced by the Velsgetting smoother whilE
decreases as explained in Section 4.4.1. However, loweesdbrl” causes some way points
to be unreachable. As a solution for this problem, the falhgaremedy has been developed
[5]. If the condition is satisfied, then present way pointhgigsged with the next way point.

This method is also called &dissed Way Point Detection

dk < pmax (5.4)

d¢ > dmin

50



N0

80

701

60

50

40+

X (m)

301

201

10F

-10 i i i i i ‘
-40 -20 0 20 40 60 80 100
Y (m)

Figure 5.2: Way point guidance by LOS withi@irent thruster weights

wherepmax > p and it denotes maximum allowed miss distardieis actual distance and

dmin is achieved minimum distance. In Figure 5.3, the path is gged by adding missed

Xvs. Y
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-40 -20 0 20 40 60 80 100
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Figure 5.3: Missed way point detection

way point detection algorithm to way point guidance by LO8dRircles shows that they are

missed by the vehicle.

In addition, final surge speedi{) and final headingy(;) can be defined for the last way

point. Guidance sets these values as references for the spegd controller and the heading
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controller when distance between the vehicle and the lagipeant is suficiently small. This

distance may be taken the same or greater thar

As a case study)s = 0.2 m/sandy s = —160 degare selected as final values. According
shown in Figure 5.4, the vehicle travels all way points. Wheeaches to the final way point,

its surge speed and heading angle is 02 and -165.43leg

Xvs. Y
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80

701

60

50

40+

X (m)

30

20

10F

_10 i i i i i i j
-40 -20 0 20 40 60 80 100
Y (m)

Figure 5.4: Way point guidance by LOS witlh andy ¢

5.2.2 Way Point Guidance by LOS in the Pitch Plane Motion

DST-R-100-4 does not have any actuator to control its pitedlea6. For this reason, surge
and heave speeds arffestive for reaching final point and by this way itfidirs from way

point guidance in the yaw plane.

In Figure 5.58 denotes LOS angle in the pitch plane and can be found by Exquatb.

_ tarrl A2
B = tan Ax (5.5)
where
Ax = xg(k) — X(t) (5.6)

Az = z4(K) — (1)
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Figure 5.5: Line-of-sight guidance definitions for pitclapé

When the following condition is satisfied, next way pointetested.

d = V(AXZ + (022 < p (5.7)

Algorithm 1 explains how to change surge and heave speed® afehicle in order to reach
the way point.us andw; can be selected for last way point. When selectingits sign must

be same with velocity sign between last two way points.
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Figure 5.6: Way point guidance by LOS in pitch plane
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As a case study, initial position of the vehicle is (0,0) ahd tinal way point is located at
(160,0). Other way points are shown in Figure 5.6. Final eslfor surge and heave speeds
are setto 0.6 and Or/s, respectively. According to Figure 5.6, the vehicle reaaheary way

point successfully and its final surge and heave speedsZ8@f0d 0.29n/s, respectively.

Algorithm 1 Determiningu andw
tx = |AX|/Umax

t; = |AZ|/Wmax

if tx > t;then
t =1,

else
t=t,

end if

u=|AX|/t

w = |AZ/t

if x(t) > xg(k) then
u=-u

end if

if z(t) > zy4(k) then
W= —w

end if

5.2.3 Way Point Guidance by LOS in 3D Space

Way point guidance by LOS in 3D space is done by getting tagethove algorithms. Sphere
of acceptance is used instead of circle of acceptance. Ratlgphere of acceptance provides
which distance is enough for selecting next way point. Ifftlilowing condition is satisfied,

next way point is selected.

de = J(A%2 + (AY)2 + (422 < p (5.8)

us andy ¢+ can be defined for last way point. If the height of last two wajngs are diferent,

ws also can be defined.
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Figure 5.7: Way point guidance by LOS in 3D
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As a case study, initial position of the vehicle is (0,0,00 &nal way point is located at (20,-
30,20). Other way points are shown in Figure 5Uf=0.4 m/s, wf=0.2 m/s andy ;=-145
degare selected as a final values. The vehicle reaches all waysmiccessfully. In Figure
5.8(a), the trajectory is shown in the—- Y plane. In Figure 5.8(b), the trajectory is shown in
the X — Z plane. Note that, the vehicle reaches the desired heightédedaching final point.
This is also shown in Figure 5.8(c) which is trajectory of the Z plane. Final values for

us (ts)=0.37m/s, wi(t;)=0.16m/sandy ¢ (tf)=-135degat last way point.

5.3 Way Point Guidance Based on Optimal Control

DST-R-100-4 vehicle can travel from starting point to finaint in different trajectories as
shown in Figure 5.9. Except green trajectory, all trajeetoare generated changing heading
angle. For green trajectory, no need to change the angle.iguré=5.10(a), the vehicle
goes to final point with fixed heading angle. In order to do,tttz vehicle goes along-

axis and alongr-axis, respectively. The vehicle also does this movemet-ky-step (red
lines in Figure 5.10(a)) or just one time (green lines in Fegb.10(a)). Another topic about
manoeuvring with fixed heading angle is that whether theckeltan go to the final point by
moving alongX-axis andY-axis at the same time shown in orange line as shown in Figure

5.10(a).

North (N)
A
» Final
Point
E
o
P» East (E)
Starting Y (m)
Point

Figure 5.9: Path possibilities

The vehicle also goes to the final point by changing its hepdimgle as shown in Figure

5.10(b). In the figure, there are twdl@irent trajectories that are generated Hiedent head-
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Figure 5.10: Manoeuvring heading angle with changing aretifix

ing angles. Itis clear that there are infinitely many trajeets that can be generated by using
this approach. Up to here, the yaw plane movement is comsiderhe vehicle also makes

a movement in the pitch plane by using its vertical and fodatarusters. Since there is no
actuator for creating pitch angle, trajectory possil@stiare shown in Figure 5.10(b) is not
valid for the pitch plane motion. On the other hand, all poitities (green lines, red lines and
orange lines) are shown in Figure 5.10(a) are valid. Ea@bctiary for both the yaw plane and
the pitch plane motion hasfirent amount of energy consumption, survey time etc. In this
thesis, the trajectory between starting point and final foaie generated subject to minimum

energy consumption by finding optimal input values for colhérs.

Energy-optimal trajectory can be computed by using nuraksolution of a special optimal
control problem (OCP) [25]. Spangelo [38] points out thatsghated electrical power has a
relation with thruster force df— th thruster, denoted by;. Proof of the relation is explained

in Appendix B. The relation can be modelled as:

27K o(Jo)

_ 115
- @DHKT(JO)H-S'T" (5-9)

[
where Jp is advanced ratioD is diameter of propellelKq and Ky are torque and thruster
codficients, respectively.

Equation 5.9 can be rewritten as

57



Pi = &lTil (5.10)

whereé; is weight factor and constant, but it changes depending arackeristics of thrusters.

A cost function of OCP is a weighted combination of energystmnption and the state his-

tories. By using Equation 5.10, the cost functidncan be written as follows.

B 1 . W7 = AR 1154
3= (AX(ty)) SAX(tf)+/ljt; i;m r (5.11)

where
to: Initial time
ts: Final time
X¢. Desired final state
X(tf): Final state
S: Diagonal weighting matrix an8 > 0
A. Scalar weighting constant and> 0
AX(ts): Difference between desired final state and actual final state.
As mathematical notatiomx(ts) = x(tf) — Xs
Basically,x = [x y]" for the yaw plane ana = [x 4" for the pitch plane. Also, final speeds
and final orientation can be added to the state vector.

For the yaw plane motion, after adding andy ¢ to the state vector, it equats= [x y uy].
There are constraints on surge speed and heading anglessuch B3 m/sandy < x rad,
respectively. After putting together all these constsitihe following OCP can be defined

mathematically by using Equation 5.11.

1] 4
min J= % (AX(t5))" SAX(t;) + A f Z Ti|*°dr (5.12)
b =1
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subject to

O<ux<13
(5.13)
-1 < ¢ <7
Boundary conditions are
Xi Xd
o) =], =" (5.14)
Uj Ut
| i | Ut

Since time consumption is not critical, final time is fixed.eféfore, this leads toBwo Point

Boundary Value Problem, (TPBVP)

In order to generate trajectory like Figure 5.10(b)andy must be adjusted at each time
interval. Solution methods try to find an optimal solutiomr f0CP in Equation 5.12, by
changing states at each time interval. Consequently, lliraygime is divided inton equal
intervals and solution methods generate reference valuasdy ) for each time interval. As

a result, number of variables of OCP in Equation 5.12 equals 2

Because of the fact that Equation 5.12 is calledasstrained non-linear multi-variable func-

tion, OCP is solved by using constrained non-linear optimizatio

5.3.1 Constrained Non-Linear Optimization

For constrained non-linear optimization, numerical athons are divided into two meth-
ods such as gradient-based and direct search method. @rbdsed methods uggadient
(first derivatives) oHessian(second derivatives) information. The non-linear intepoint
method, sequential quadratic programming (SQP) methedugmented Lagrangian method
can be given as examples of gradient search methods. Déaattsmethods do not use gra-
dients or Hessians information. Genetic algorithm artfédéntial evolution are the two most

popular one.

Non-linear constrained optimization problems can be fdated as:
minimize {x)
subjectto hX)=0, i=1,...m (5.15)
gi(x)<0, j=1,..p
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wherex e R", f : R" - R, hj : R" — R, gj : R™ — R andm < n. Feasible point is any point

satisfying the constraints and set of all feasible pointalked as the feasible set.

5.3.1.1 Non-linear Optimization with Equality and Inequality Constraints

For constrained optimization problem consisting of inditgi@onstraints and equality con-

straints, the following problem can be considered.

minimize {x)
subjectto h(x) =0 (5.16)
g(x) <0

First of all, equality constraints are multiplied by Laggenmultipliers and inequality con-
straints are multiplied by KKT multipliers (which is alsollesl as barrier term) in order to
include them into the objective functiof(x). For this kind of problem, Karush-Kuhn-Tucker
(KKT) condition is introduced. This conditions is also edllas first-order necessary condi-
tion for a point to be a local minimizer. There are also seeomtkr necessary andfigient
conditions. Ifx* is a strict local minimizer of problem defined in Equation@.&* should

satisfy all conditions.

Deep analysis about constrained non-linear optimizatigorthms and solving methods are
out of scope of this thesis. Further information about th&esgects can be found in [6],
[13], [27] and [28]. For solving constrained non-lineariapkzation problem which is defined
in Equation 5.120Optimization Toolboxby MATLAB is used. It providesfmincon as a
solver for constrained non-linear optimization. Optintiza Toolbox uses four algorithm
to solve these kind of problems such as the interior poinbritym, SQP algorithm, the
active set algorithm and trust-region reflective algoritf8@l]. The interior point algorithm
(IPA) is selected as an algorithm because it is based on a barnetidn and all iteration
strictly feasible with respect to bounds during optimiaati This algorithm also serves several

options for calculating the Hessians [29].

5.3.1.2 Genetic Algorithm

Genetic Algorithm (GAJ)13] is another solution method for solving OCP. GA is a ststit

method for global search and optimization. There are thram mprinciples of natural evo-
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lution, which are used by GA, such as reproduction, natwekdcsion and diversity of the

species, maintained by thefiidirences of each generation with the previous.

GA works with a set of individuals (chromosomes) which représ possible solutions of the
task. The selection principle is applied by using a criterigiving an evaluation (crossover
and mutation) for the individual with respect to the desisetiition. The best-suited individ-

uals create the next generation. Basically, GA can be exgiiaas follows.

Start

A 4

Generate a population of
chromosomes

Size N

A 4

Calculate the fitness of each
chromosome

Size N

Stopping criterion

Next Generation satisfied?

(Offspring)
A A
Sizen
Selection
(Tournament, Roulette etc)
Y
Size N-n

Reproduction
(Elite Count, Crossover Fraction)

Size N-n

A 4

Mutation

Figure 5.11: Genetic algorithm flow chart

1. Generate initial population: Initial population is gested randomly. Chromosomes
can satisfy constraints, which is called feasible popaoifetj as well as can be unfeasi-

ble. All populations have the same numbbsh) ©f individuals because of easier com-
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putational procedure. [13]

2. Calculate the function values by using generated chromes. This is also called

fitness value of each chromosomes.
3. Check stopping criteria: There are several criteriadp #te algorithm such as:

e Value of the function: The algorithm stops when the bestviiddial reach to

around of the value of the function which is set at the begigmif the algorithm.

e Maximum number of generations: The algorithm stops wheregsdions (iter-
ations) reach to the maximum number. This is commonly used st®pping
criteria because it guarantees that the algorithm givesudtrenevertheless there

is no guarantee that the result is extremum or not.

e Stall generation: The algorithm stops when there is no ingrent of the fitness

value of the best individual within generations.

4. Selection: The selection function chooses individuaidtie next generation based on
their fitness value. The bestnumber of individuals are directly transferred to next
generation. There are several method in order to selea thdiwiduals as tournament,

roulette etc.

5. Reproduction: At this stage, it is determined how to @e&tv individuals for next gen-
erations. Elite count specifies the number of individuatg #re guaranteed to transfer
to next generations and crossover fraction specifies tisédraof next generations that
crossover produces. Itis important to géspring individuals because of inheriting the

best possible combination of the genes of their parents.

6. Mutation: It means that small random changing on indigldun the population. It

provides genetic diversity.

7. New generation: It includes elite individuals and indivals who are passed mutation

and crossover. Population size of new individuals are Blso

The number of variables of OCP is reflected in the dimensiothefchromosome vectors

of GA. As mentioned before, if travelling time is divided ant equal intervals, number of
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Figure 5.12: Chromosome structure

variables equalsr2 In other words, number of variables for each chromosome.isChro-
mosome structure is shown in Figure 5.12 &pd andk, , denote values afi andy at n-th

time interval.

In this thesis, the OCP is solved by using GA first. The crossoate and population size
are set to 0.65 and 150, respectively. High value of mutative may help to generate more
random dfsprings that provide high diversity. For this reason, iteste 0.7. As a selection
operator, tournament is selected and the number of eliigidugls is set to 10. Secondly,
IPA is used for solving the OCP. The solution found by GA isclias initial values for IPA.
MATLAB Optimization Toolbox is used for implementing GA améA.

Case Studies

The following OCP is solved for three cases by using LTI model

s 4
min J= = (AX(t;))" S AX(ts) + Af Z il dr (5.17)
2 b i1
subject to
O<u<13
(5.18)
-1 < ¢ <7
Boundary conditions are
X Xd
o =" . x=|" (5.19)
Ui Ut
a Ut ]
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Firstly, boundary conditions are selected as;

ol
40
P = (5.20)
0.8

- 60_

x
=
o
N—r
|

o O o o
|

In Figure 5.13, the trajectory created by IPA is smoothen i trajectory created by GA.
Also, cost of IPA is smaller than GA. According to this resiifitis said that the trajectory

created by IPA requires minimum energy. Note that, IPA usés@ution as initial value.

20
15f P

10f -
- GA | |
- - - - -IPA

X (m)
1}
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i i i i i
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Time (Sec)

Figure 5.13: OCP solution results fay = [20 40 Q8 60]
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Numerical values for final state are shown in Table 5.1.

Table 5.1: OCP solution results faf = [20 40 Q8 60]"

X (m) Y (m) | ¢ (deg) | u(m/s) Cost
Desired 20 40 60 0.8
GA 19.4640| 38.6670| 60.1343| 0.8416| 158.0677
IPA 19.3063| 38.4625| 60.0013| 0.7705| 154.7997

Secondly, boundary conditions are selected as;

[ 0 ] [ 30]
0 ET
X(to) = . Xf = (5.21)
0.4 0.6
10 40

Optimal trajectories and heading angle changes are shokigume 5.14.

Depending on cost shown in Table 5.2, the trajectory reguirgimum energy is created by

IPA.

Table 5.2: OCP solution results faf = [30 10 Q6 40]

X(m) | Y(m) | ¢ (deg) | u(m/s) Cost
Desired 30 10 40 0.6
GA 28.3468| 9.9700| 40.6013| 0.5759| 106.9107
IPA 28.3984| 9.4772| 39.9919| 0.5705| 104.8662
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Figure 5.14: OCP solution results fay = [30 10 Q6 40]

The state vector of OCP can be expanded by adding positiog #h@Z-axis andws. Then,

state components and boundary conditions are changed@sd<pl

X=[xyzuyw]"

X(to) =

X

Yi
Z
Ui

Yi

Wi

Xd

Yd
Z4
Ud

Yd

W |

(5.22)

(5.23)

According to solution of OCP by using boundary values in Eigueb.23, optimal trajectory

in 3D space is obtained. Equation 5.12 and considering abtecaints yield following OCP

with boundary conditions are defined in Equation 5.23. Mweegoit is expected that algo-

rithms create reference values fgryy andw. For this reason, number of variables for each

chromosome must ben3where the travelling time divided intointerval. The constraints on

u,, andw are still valid.
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s 4
min J= 2 (AX(t;))" S AX(ts) + ﬂf Z Ti|>dr (5.24)
2 o =1

subject to
O<ux<13
-n<yYy<nm (5.25)

O0<w<05

Boundary conditions are selected as follows for case study.

[ 0| 30|
0 20
N 0 |10
X(to) = . Xp = (5.26)
0.6 0
10 40
| 0 | 0.2]

Optimal trajectories are generated from IPA and GA are shavigure 5.15.

Xvs. Y

GA
- - —1IPA

Z (m)

10
10

20 15

X () 30 20 Y (m)

Figure 5.15: OCP solution results f&ftg) = [00006 10 0] andx; =[30 20 10 0 40 0.7]

According to results shown in Table 5.3, there are sméiédinces between the desired final

state and final state at final time when IPA is used.
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Table 5.3: OCP solution results faftg) = [00006 10 0] andxs =[30 20 10 0 40 0.7

X (m) Y (m) Z(m) [ u(m/s) | v (deg) | w(m/s) Cost
Desired 30 20 10 0 40 0.2
GA 29.4493| 19.6265| 9.2204 | 0.2902| 39.9206| 0.1708 | 214.7413
IPA 29.4262| 19.5323| 9.3373| 0.0234| 39.8823| 0.2323 | 178.8950

As a result, OCP is solved by the most popular global searachade GA, firstly. Solution
obtained from GA is used as initial state for IPA. Accordimgthe results, cost values are
always smaller when this sequence is used. For this reascanibe said that the most

optimum trajectory is created by using the sequence.

5.3.2 Database Generation

Database includes optimal trajectories which are gerngfatevarious initial and final speeds,

final heading angle and distance by obtaining solution of @GTERjuation 5.12.

First of all, distance between desired point and the vehgldivided into three, called as
small medium andlarge and the distance set is denoteddyy. Next, final heading angle
is split into five diferent values and the set including them is denoteddgy Each distance
and heading angle refers points in coordinate system asrshoWwigure 5.16. Since the
distance is a scalar value fldirent heading angle with constant distance covers a cirithe w
its radius equal to the distance. In order to generate dsgaltaese points are used at final

state boundary condition.

Xd(i,j) = SiN@dnj) ddbi (5.27)
Yd(i,j) = COS¢db,j) ddni (5.28)
where
i =123
j =12345
(5.29)

dib = {dab1, db2, ddn3}

Ydb = {¥db1, Ydb2, Ydh3, Ydbas Ydbs}
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and Xqq,j) (Yag,j) refers point alongX (Y)-axis depending onth distance angd-th heading
angle.u; andus are quantized for eacky(, j) andyqy,j)-

N

Figure 5.16: Distance and heading angle scheme for datgleaseation

Equation 5.29¢4,1 denotes small distance as shown in Figure 5.16 as redlfaranddqn s

denote medium and large, respectively.

For numerical solution of OCHR;, us, dq, andyqp, are selected as follows.

dgp = {40203} m

Yap =1{90,45,10,5,1} deg
u =1{00.6513m/s

us =1{0,0.6513m/s

(5.30)

During database generation, firstly, optimal solution itaoted by using GA, then this so-
lution is used as an initial state for IPA. By using these atgms, there are 135 filerent
optimal solutions at database. Note that 0 heading angletisiitained from algorithms,

since there is no manoeuvre for this case.
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5.3.3 Algorithm for Guidance Based on Optimal Control

There is an algorithm that uses the database in logical wagach desired point. As men-
tioned above, relative heading angle is divided into five gldtive distance is divided into
three. By using them, desired point can be reachable. Ftanios, suppose the vehicle is

located at the starting point and wants to go final point asveho Figure 5.17.

North (N)
A (XpXr)

(xn+2’ yn+2)

X (m)

(o T )

Starting £ > East (E)
Point % Y (m)

Figure 5.17: The vehicle position and heading angle chanduming algorithm runs

Firstly algorithm calculates parameters, heading eftgy, which is diference between LOS
angle and current heading angle, and distathbetween its current location and final point.
Next, it selects optimal solution from the database depgndn parameters by the following
Algorithm 2. Note thatk is a distance constant ard> 1. Next, the solution is applied to the
system. Then, new distance is calculated. If it is biggen ttiecle of acceptancey], then the

same procedure runs again uitik p.

In order to illustrate the algorithm, the vehicle startsnitetion from (0,0) withyyg = O to

(50,40). The optimal trajectory is shown in Figure 5.18.

This algorithm is developed for only one point. In order tokendt usable for way point

guidance, the algorithm selects next way point when theclekinters circle of acceptance.
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Algorithm 2 Selecting solution from database depending/gpn andd,

dab = [40 20 3]
Wap = [90 45 10 5 1]
while true do
AXn = Xt = X(1)
Ayn =yt = Y(1)

iy

an = ta AX

Yerr = Yn —an
th = V(A%)? + (Ay)?
if dy > pthen
fori=1—5do
if Yerr > Wap(i) then
Yeom < Yap(i)
break
else
Yeom < 0
end if
end for
for j=1—- 3do
if dn > kdgp(j) then
deom < dan(])
break
end if
end for
else
break
end if

end while
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Figure 5.18: Algorithm 2 performance for a single point

5.3.4 Way Point Guidance Based on Optimal Control in Yaw Plae Motion

As mentioned above, the Algorithm 2 is used in order to obtedy point guidance based
on optimal control. When the vehicle enters the circle ofeptance, next way point is its
new desired point. This goes until the vehicle reaches tla¢\iray point. In Figure 5.19, the
vehicle travels along all way points by using optimal trégeies for diferentx. By this way,
effects of varyingc are shown. Note thap, selects as 3 for along simulations andy s can

be also inserted this simulation.
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Figure 5.19: Way point guidance based on optimal contrdhényiaw plane
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Way point guidance based on optimal control (WPG - OC) and paagt guidance by LOS
(WPG - LOS) are compared as shown in Figure 5.20. Both of tmawels every way points
successfully. Note that,=2.2,I' = 0.4 ,p = 3,us = 0.7m/sandy ¢ = —40 degree.

Energy consumption of WPG - OC is 11298 gWatt Second - Joule) where energy con-
sumption of WPG - LOS is 1134% s As a result, WPG - OC requires more minimum
energy than WPG - LOS. In addition, for WPG - @((t;) = 0.6982 andy¢(t;) = —55.4327,
for WPG - LOSu¢ (t;) = 0.6650 andy¢(t;) = —58.2057
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80 T T
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Way: Point
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X (m)
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-40f © Way Point "

i i i i i i i i
-20 0 20 40 60 80 100 120 140 160
Y (m)

Figure 5.20: WPG - LOS vs. WPG - OC for map 1

In Figure 5.21, the two guidance methods are compared by ulfiferent map. Moreover,
k=22,I'=04,p =3,u; = 04m/sandys = 25 degree. Energy consumption when
using WPG - LOS is 18588V s andug(t;) = 0.4554 andy ¢ (t;) = 29.6025. For WPG - OC,
energy consumption is 18498 s andu;(tf) = 0.4792 andy ¢ (t;) = 33.8754.

As a result, when WPG - OC is used, not only the vehicle reguitmnimum energy, but also

it satisfies desired the final speed and the heading angle.
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Figure 5.21: WPG - LOS vs. WPG - OC for map 2

5.3.5 Way Point Guidance Based on Optimal Control in 3D Space

In order to guide the vehicle in 3D space, there are two wagk as creating database that
includes additionally depth information, or using the thatse for the yaw plane motion and

using Algorithm 1 explained in Section 5.2.2.

In this thesis, the second way is used. Sphere of acceptaficétidn is the same with the

definition in Section 5.2.3.

As a case study, (0,-20,0) is selected as an initial positinraddition,u; = 0, w; = 0 and
i = 0 are selected. Final values at final way point are selegfed 0.5, wi = 0.3 and

Yt = —60.

In Figure 5.22, the vehicle reaches every way points sufidgsgnd u;(tf) = 0.4754,
wi(ty) = 0.0023 andy¢(t;) = —75.1862. Final heave speed is far from desired one, since
the vehicle reach final height before motion is not complgttd Hence, height of the vehicle

does not change for last several meters.
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Figure 5.23: Way point guidance by optimal control in 3D as\2&ws
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5.4 The Hfects of Ocean Currents on the Path

6 DOF dynamic equation of motion is derived assumed thatthez no current waves. In
order to examine ocean current$eets on the path produced by the vehicle, ocean current
terms are added to the Equation 2.19. Ocean currents ardating system that they are
caused by gravity, varying water density irffdrent parts of ocean and wind friction [36].

Ocean currents can be represented relative to body-fixateff&7] such as

Ur =U— U (5.31)

wherevc = [uc Ve We 0 0 0] is body-fixed current velocities.

It can be assumed that velocities of ocean current are sk@amyng or constant, heneg = 0.

Consequently, it can be written that

Consequently, Equation 2.19 has following forms after agdicean current terms.

Muv + C(v)ur + D(vr)ur + g(n) = 7 (5.33)

If [ucE vcF w.F] denotes earth-fixed current velocity vector, body-fixedent velocities are

obtained from following equation.

E

Uc Uc
Ve | = Teea(m2) | veE (5.34)
We WAS

By using Equation 5.34, ocean curreffieets on the path produced by WPG - LOS and WPG
- OC are examined. fEects of ocean currents on energy consumption is not takeaaaount.

Only, behaviour of the vehicle when using WPG - OC and WPG - isOshown.

76



5.4.1 Ocean Current Hfects on WPG - LOS

Firstly, the éfects are examined varying andvE separately, where remaining current com-
ponents are fixed zero. In Figure 5.24, ocean current ocdoingl X axis and blue arrows
represent the direction of the current. Initial position tiee vehicle is (-20,-20), destination

position is (20,20) and; = 0 degree.
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Figure 5.24: Ocean currenffects on WPG - LOS foy; = 0, VE = 0,wE = 0 and varyinguf

If ¥ selects as 60 degree and remaining variables stay as ampniseadtects are looking

like in Figure 5.25.
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In Figure 5.26, ocean current occurs only alohgxis. Again, initial position for the vehicle

is (-20,-20,20), destination position is (20,20,20) ane: 0 degree.
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Figure 5.26: Ocean currenffects on WPG - LOS fay; = 0, uf = 0, wE = 0 and varying/t

Finally, uE andvE affect on the vehicle at the same time. In Figure 5.27 and Fig@&; Svay

point guidance by LOS is simulated undeftfeient ocean currents.
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Figure 5.27: Ocean currenffects on WPG - LOS fog; = 90,uf = 0.1,vE = 0.2 andwf = 0

Blue arrows show current direction. For both figures, ihpiaint for the vehicle is (0,0), the
first way point is located at (20,20) and the final way poinhis same with initial position.
In Figure 5.27uE = 0.1, v§ = 0.2 andwE = 0 are ocean current componentg§. = 0.2,

vE = 0.2 andwE = 0 are selected as a ocean current magnitude for simulatiBigime 5.28.
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Figure 5.28: Ocean currenffects on WPG - LOS fog; = 90,uf = -0.2,vE = 0.2 and
wE =0

5.4.2 Ocean Current Hfects on WPG - OC

In Figure 5.29, Figure 5.30, and Figure 5.31, WPG - OC undg&eréint current directions and
varying magnitude are shown. For all simulation, the vehstarts its motion from (-10,-50)
and goes through all way points to final way point is locate@t42,-50). Blue arrows show
current. Alsoy; is setto 0. Note that, energy consumption is not concerneshwbking WPG
- OC. Just only the vehicle behaviour is examined when WPG iQ(Ged.
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Figure 5.29: Ocean currenffects on WPG - OC fog; = 0, uE = 0,vE = —0.2 andwt = 0
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Figure 5.30: Ocean currenffects on WPG - OC fog; = 0, uE = -0.1,vE = 0 andwt = 0
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Figure 5.31: Ocean currenffects on WPG - OC fog; = 0,uf = 0.1, vE = 0.2 andwf = 0

5.5 Obstacle Avoidance

The vehicle may meet obstacles while it travels within thee $e&r some environment, posi-
tion and shape of obstacles can be known. If shape and positiobstacles are unknown,

obstacle avoidance is performed with mor#idulty in real - time operation.

In this thesis, Algorithm 3 is developed for escaping fronstables that there is no informa-
tion about their shapes and positions. If the vehicle hasdat looking sonar, it provides

acoustic images of the environment. Any object inside ste@m area is detected by the

vehicle.
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Figure 5.32: Sonar beam angle, sonar visibility distancksammar beam area

Sonar beam area depends on sonar beam angle and sonaityigitilis as shown in Figure
5.32. For exampleBlueViewP900 - 90 D series sonar has 90 degrees beam angle and maxi-
mum range is 100 meters where P900 - 130 D series one has 1&@sddgam angle [1] with

the same range. In simulation, P900 - 90 D specifications sed such as beam angle is 90

degrees and range is selected as a 30 meters which is wittoptimal range.
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Figure 5.33: Example for obstacle in path

Assume that the vehicle has a guidance law based on linigfuif-guidance which is defined

in Section 5.2. Briefly, the vehicle try to minimize error &gy, between LOS angle and
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heading angle. While the vehicle follows LOS angle, theranobstacle on its trajectory as

shown in Figure 5.33.

The vehicle goes to final point until sonar detects the olstaghen it meets the obstacle, the
vehicle change its heading angle step-by-step as showigumd-5.34. The vehicle minimize

¢ step-by-step if there is no obstacle in sonar beam areaand ¢ < e.
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Figure 5.34: Changing heading angle because of detectingttstacle

In Figure 5.35, the vehicle escapes from obstacle and itmizeise. Wheng = 0, it keeps
its heading angle to reach final point.
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Figure 5.35: The vehicle escaped from obstacle

Finally, the vehicle follows trajectory in order to escafdesiacle and reach final point as
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shown in Figure 5.36.
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Figure 5.36: Total trajectory of the vehicle when escapiogifobstacle

The algorithm works successfully on complex environmerghasvn in Figure 5.37. Firstly,
the vehicle changes its heading angle in order to minimizehen, it meets first obstacle and
changes its heading angle. After escaping first one, it nseeisnd one. Finally, it reach final

point after escaping second one.
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Figure 5.37: Total trajectory of the vehicle when escaphnognf multiple obstacles

If position and shape of the obstacles are known, it may beriogical (point of operation

time and energy consumption) that the vehicle passes betalEstacles.
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Algorithm 3 Real-time obstacle avoidance algorithm

¢ = —al (y:heading angle: los angle)
if obstacle is detecteitien
change heading angle

if Obstacle stays at right relative to the vehittien

y=y¢y-5

else ifObstacle stays at left relative to the vehittien
y=y¢+5

else
y=y-5

end if

else ifthere is a heading errdhen

change heading angle

if ¢ > 5then
y=y¢ -5

else if¢ < —=5then
Y=y+5

else
y=¢

end if

end if

5.6 Conclusion

In this chapter, guidance methods and real-time obstadiel@avce algorithm (Algorithm 3)

are discussed. Way point guidance by LOS is very common fdemwwater vehicles. Basic

idea behind this method is that heading angle of the vehalevis LOS angle in the yaw

plane. For the pitch plane, depth and surge speed contsliesed because of the fact that

there is no actuator to create pitch angle. When the vehitler® circle of acceptance, it

is assumed that reaching of present way point is achievedhextdwvay point is selected as

a present way point. By combining the pitch plane and the ylanegway point guidance

algorithm, way point guidance by LOS in 3D is achieved. Iniadd, heading angle, surge

speed and heave speed are selectable at the final way point.
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Way point guidance is also obtained based on optimal confiw vehicle travels from initial
position to final position on infinitely many trajectoriesathmay requires dierent energy.
Because of energy consumption is crucial for miniROV, annagit control problem (OCP)
is derived in order to find a trajectory provides reachinglfp@nt with minimum energy.
The OCP is constrained non-linear multi variable type fiomcthat its solution is obtained
constrained non-linear optimization. As a solution methiotgrior point algorithm (gradient-
based) and genetic algorithm (global search) are usedlyfrire OCP is solved by using GA.
Next, optimal solution of GA is used as initial state for IRy this way, it is guaranteed that
the solution is found by IPA is probably a global optimum oRmmally, the trajectory requires
minimum energy is generated. By using this approach, thebdae is created. The database
consists of dterent optimal trajectories that requires minimum energhese trajectories
are created for dlierent distance, surge speed and heading angle. Hence,hicevean go
from initial position to final position with minimum energy lising optimal trajectories. The
database is created for the yaw plane. In order to obtain wany guidance based on optimal
control in 3D space, the method which is used in way point guié by LOS in the pitch

plane is used.

Next, ocean currentfiects on the path produced by guidance methods are examirad. N
that, energy consumption is not concerned when fieces are examined. Behaviour of
the vehicle is shown when the vehicle use the two guidancéadet Ocean currents can
be defined relative to body-fixed frame. If ocean currentsdafaed relative to earth-fixed

frame, coordinate transformation matrix is used in orddémim body-fixed frame conjugates.

Finally, real-time obstacle avoidance algorithm (Algamit 3) is developed by using looking-
forward sonar. If the vehicle operated unknown environm#rare is no information about
shape and position of the obstacles. The sonar is used In trdietect obstacles, looking
forward sonar is used. The vehicle escapes obstacles lythésrinformation. The algorithm

works properly not only one obstacle but also multiple otdst&
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CHAPTER 6

NAVIGATION

6.1 Introduction

Itis quite hard to determine the location of a submergedabbjehe main reason is that the RF
wave cannot penetrate more than a few millimetres underwiatgeneral. For this reason,

GPS (Global Positioning System) is not available for un@gewvehicle.

Assume that there are two vehicles; one is submerged andhitbeane is on the surface and
they are connected to each other by fiber optic cable thasisweed for data transmission.
Submerged vehicle consists of a magnetic sensor and a mresensor and surface vehicle
has a GPS module and sonar which is located as seeing the rg@oinvehicle. The surface
vehicle knows its position by using GPS, and it also knowssthiemerged vehicle’s posi-
tion relative itself by using sonar. Magnetic sensor presitieading angle and depth of the
submerged vehicle is calculated by using pressure serfsall. df these information come

together, submerged vehicle position in 3D space and atientcan be found.

Itis assumed that system explained above is created. Ttemspsovides GPS-like measure-
ments and heading measurement with high covariances. iNearffilter such as the Extended
Kalman Filter, the Unscented Kalman Filter, the ParticléeFietc. is used in order to filter
noisy data, since the system model is non-linear. In thisishehe extended kalman filter

(EKF) is used for estimation.
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Figure 6.1: Submerged and surface vehicles for navigation

6.2 System Model Representation

In Chapter 4, the dynamical model of DST-R-100-4 guarartteggshere is no roll rate during
vehicle’s operation. Also, sway speerljs close to zero and andv is neglected. Hence, the

system model has the following forms.

X = ucos) cosp) + wcos) sin®)
y = usin@) cosf) + wsin(y) sin(9)
Z=—usin@) + wcosp) (6.1)

W =/ cosf)

6.3 Extended Kalman Filter (EKF)

Extended kalman filter is a non-linear version of KalmandrilThe fundamental concept of
this filter involves the notation that the true state iffisiently close to be estimated state.
Therefore, the error dynamics can be represented fairlyrately by a linearized first order

Taylor series expansion. More details about EKF can be fauf@l, [14], and [15].
Truth model with discrete-time measurements can be wrétefollows.
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X = (X1, Uko1) + Wi1

2= h(Xd) + W

(6.2)

wherewy andyy are the process and measurement noises, respectively.afdagsumed to

be zero mean Gaussian noises with covarigd@candRy, respectively.

In order to compute predicted state from previous estinfatgtion f is used. Similarly,
function h is used for computing predicted measurement from the pestlistate. f andh
cannot be applied directly to covariances, thus Jacobighearh is computed. By this way,
non-linear system model is linearized around current ed8m At each iteration, Jacobian
is found by using current predicted states. Generally, EKfled into two phases such as
predict and update. In order to produce an estimate of the ataurrent time, the predicted
phase uses the state estimate from previous time. It is aléedcas priori state estimate
since it does not consist observation information fromenirtime. The update phase current
observation information is combined with priori state mstie in order to refine the state
estimate, which is also called as posteriori state estinfratst two equations in Equation 6.3

represent predict phase, others represent update phase.

Discrete-time EKF can be summarized as follows.

A priori state estimate Rigk-1 = T (Re—1k=1, Uk-1)
A priori estimate covariance 1 = FroaProike1Freer” + Quet
Innovation Vi = z — h(Xk-1)
Innovation covariance S= HkPuk_1Hk" + R« (6.3)
Kalman gain K = PkaHi TSkt
A posteriori state estimate Rk = Kigk-1 + KiYk
A posteriori covariance kk = (I = KkHK)Pyk-1
where
of oh
Foy = Hy = _4 (6.4)
ox Ri-1jk-1,Uk-1 ox Rik-1

Xk denotes a posteriori state estimate at tkngé/en observation and including at tirkePy

denotes a posteriori error covariance matrix.
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EKF can be started witlgg = %X andPgo = E[Xo — Xg0]. Equation 6.1 can be written in

discrete-time form as follows.

Xk = Xk-1 + Uk-1 COS{k-1) COSPk-1) + Wk-1 COS{k-1) SINEk-1)
Yk = Yk-1 + Uk-1 SiN(k-1) COSOk-1) + Wk_1 SIN(/k-1) SIN(Ok-1)
Z = Zk-1 — Ug-1 SiN(k-1) + Wk_1 COSEk-1) (6.5)

Yk = Yr-1 + -1/ COSPk-1)

In Equation 6.5¢ andy are measured by using 3-axis magnetic compass that is dbattiee

submerged vehicle. Moreoverandw are measured by using doppler velocity logger (DVL).

6.4 Simulation Results

In Figure 6.2, real path is shown. In this simulation, theigiehjust only change its position

in the yaw plane. There is no change alahdirection.
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Figure 6.2: Real path for simulation 1

In Figure 6.3, is selected as [0 O 0 0]. According to results, it can be saad BKF

converges real values successfully.
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Figure 6.3: EKF results for simulation %3 = [0 0 0 0]
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Figure 6.4: EKF results for simulation %5 =[5 5 5 1]

In Figure 6.4,x5 is changed to [5 5 5 1] and EKF converges to real values.
In Figure 6.5, it is assumed that noise magnitude suddecheases ten times of after 15
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Figure 6.5: EKF results underftirent noise for simulation X, =[555 1]

seconds. Under this condition, EKF results are not satigfyi
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Figure 6.6: Real path for simulation 2

The vehicle starts its motion from (0,0,0) and real path @shin Figure 6.2. In this simula-

tion, the vehicle makes movement in 3D space.
In Figure 6.7, is selected as [0 O 0 0]. According to results, it can be saad BKF
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converges real values successfully.
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Figure 6.7: EKF results for simulation 25 = [0 0 0 0]

35 10
30
8
25
~20 P
E E
x N
15 4
Estlmated
10
2
5
0 0
0 10 20 30 40 0 10 20 30 40
Time (sec) Time (sec)
10 12
1
O‘S
S 06
g
> 04
0.2
0
-0.2

Time (sec)

Tlme (sec)

Figure 6.8: EKF results for simulation 2y =[5 5 5 1]
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In Figure 6.8,xg is changed to [5 5 5 1] and EKF converges to real values.
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Figure 6.9: EKF results underftiérent noise for simulation %, =[555 1]

In Figure 6.9, it is assumed that noise magnitude suddeheases ten times of after 20

seconds. Under this condition, EKF results are not satigfyi

6.5 Conclusion

In this chapter, it is assumed that there is a navigatioresyshat provides GPS-like mea-
surements with high covariances. Basically, the systenksvas follows: Underwater vehicle
has several sensors such as a pressure sensor and a magmegss that provide depth and
heading angle of the vehicle. Next, there is a surface velhet has GPS module and a sonar
whose beam covers the underwater vehicle that providesexgieah vehicle position relative
to the surface vehicle. By putting all these informatiorgetbier, submerged vehicle position
and heading are obtained. Under this assumption, exteralathk filter is designed in order
to filter noisy data. EKF works successfully except at verghhnoise. If noise increases,
EKF performance decreases. By designhing EKF, it is showriftbansidered system would

be realized, there will be new point of view about underwstgvicle navigation problem.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

7.1 Summary

Main motivation behind this study is autopilot and guidaniesigns for the DST-R-100-4
mini ROV, and examining thefiects of ocean currents on the path produced by the vehicle,

developing real-time obstacle avoidance strategy andyation.

Mathematical model of DST-R-100-4 ROV is obtained by coesity the vehicle as a rigid-
body. The model has non-linearity caused by hydrodynamimei®dand moments. In order to
design the autopilot(s), the model is linearized aroundesbim points. Most ffective way

to determine hydrodynamic cfiients is pool tests, and there is no exact way to calculate
them. Approximate values of them are calculated by usingsttie theory and CFD results
that are acquired from SolidWorks. By using these paramsetahaviours of the vehicle
under diferent inputs are examined. According to results, limitiadues for surge, heave,
sway and yaw speed are found. Moreover, stability checkrfepeed based on these studies.

PID controller technique is used for surge speed, headidglapth controllers (autopilots).

As for guidance, two methods are presented: way point ga@éry line-of-sight and way
point guidance based on optimal control theory. Guidan@bims obtained by using both of
them, separately. Way point guidance by LOS is a very comnppnoach for the guidance
of underwater vehicles. Briefly, in this method, there aress way points that the vehicle
is required to reach sequentially. When the vehicle entersircle of acceptance of a way
point, it is assumed that the vehicle has actually reachetdotirticular way point and the next
way point is selected as the way point to be attended. Iniaddteading angle, surge speed

and heave speed are chosen as variables to be satisfied fimathgay point.
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Main idea behind the way point guidance based on optimalrabtiteory is finding the tra-
jectory that requires minimum energy. The vehicle may frdbetween two points along
infinitely many trajectories each of which requires spegdiitterent energy. Hence, an opti-
mal control problem (OCP) is presented which aims to find {htevaum trajectory. The OCP
is solved by using two dlierent methods, interior point method (gradient-based)gamebtic
algorithm (global search). Optimal solution which is oh&d by using the genetic algorithm
is used as the initial point for the interior point algorithiy this way, it is guaranteed that
the solution found is probably a global optimum one. In orlemake this idea applicable
for arbitrary initial states, a database is created. Neoth) guidance methods are examined
under the &ects of ocean currents. Studies about this topic were pexben SAVTEK and
TOK at first, [11], [12], and [24].

Obstacles in the simulations make the environment morestiedbecause any sea or lake can
not be expected to be clear of obstacles. Therefore, deaithgobstacles in the simulation
environment is very important. There are many obstacledavamie algorithm and strategies,
but only one real-time obstacle avoidance algorithm is emachin this study. The real-
time obstacle avoidance algorithm is developed based om#asurements obtained from
a looking-forward sonar. If the vehicle is operated in anngwn environment, there is no
information about shape and position of obstacles. Therdenged to detect the obstacles

and the vehicle is supposed to escape from them by usinghtbisriation.

Finally, this study is ended with a simple and straight-farsvintroduction to the navigation
of the vehicle. Since, RF signals are absorbed by water, Riumication is not possible
underwater. Therefore, it is suggested that there are dmaenged and one surface vehicle
operating together. Position and heading of the underwagkicle are obtained by using
sensors and sonar. Briefly, the system works as follows: tvater vehicle has several
sensors such as a pressure and a magnetic compass prowegihgadd heading angle of the
vehicle. Next, there is the surface vehicle having a GPS teodod a sonar whose beam
covers the underwater vehicle. By this way, it provides th&ifpn of the submerged vehicle
relative to itself. By putting all these informations tolget, submerged vehicle’s position
and heading with high covariances are obtained. Under $isismaption, an extended Kalman
filter (EKF) is designed in order to filter the noisy data ansiriig all the available information

for navigation.
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7.2 Results and Future Work

First of all, DST-R-100-4 was not ready for pool tests whes #tudy was begun. There-
fore, parameter derivation is done under some assumpti@ha@proximate calculation tech-
nigues. First pool test was done in May 2012. The simulasults and vehicle’s real phys-
ical behaviour was observed to be very close to each othegcedly as regards to maximum
speeds, passive stability, manoeuvre capabilities. Dlpgron these test results, it can be
said that the mathematical model of the vehicle is valid. ey, in order to make the model
more realistic, thruster model can be added as part of thel®ikmodel. Moreover, system

identification can be used for verifying accuracy of the dyital model of the vehicle.

Figure 7.1: Pictures from pool and sea tests

Since PID control is much simpler than other control techag such as linear-quadratic
regulator (LQR), sliding mode control and requires less potational need, it is preferred.
But, other control techniques such as sliding mode conlir@ar quadratic regulator (LQR)
may provide more féective results. Performance of the WPG - OC is proportiorit gize

of the database. If the size of the database ficently large, energy consumption may be
decrease. For this reason, when creating database, firheangle {qp) and distancedyp)

may be divided into more than 5 and 3, respectively.
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Real-time obstacle avoidance is done successfully by usilapking-forward sonar under
the assumption that the sonar detects any obstacle in alsuitange and the vehicle knows it
properly. This is the outcome of perfect sonar image praggs$ience, this is another topic

to be searched before using an obstacle avoidance algorithm

The EKF is used in order to filter the noisy data. Accordingtausation results, performance
of the EKF decreases while noise increases. Other norklfifteas such as the unscented

kalman filter, the particle filter may provide morffextive results.
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APPENDIX A

Coordinate Transformation Matrix

A.1 Linear Velocity Transformation Matrix

Tee1(72) = R(¥)Ry(0)Rx(9) (A.1)
cos¢) —sin@) 0|[cose) 0 sing)|lz o 0
Tee1(12) = | sin@) cosg)0 0 1 0 ||0 cosp) —sin@)
| O 0 1j|-sin@ O cosP)|[|0 sin@) cose)
_cose)cos(b) —sin@) sin@)cosp)||1 0 0
=|cos@)sin@) cosf) sin@)sin@)||0 cosp) -—sin(p)
—sin@) 0 cos() 0 sin@) cosp)
»COS(l/) cosP) —sin@)cosg) + cosfy) sin@) sin(p)  sin() sin(@) + cos{y) cosg) sin)
= [sin@)cosP) cosfy)cose) + sin(@) sin@) sin@y)  — cosg) sin(g) + sin(@) sin(y) cosg)
—sin@) cosp) sin(@) cosp) cose)
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A.2 Angular Velocity Transformation Matrix

¢ 0 0
v2 = [0+ Ru(@)" |6 + Re(®) R(O)T | 0| = Ta o(n2) 2 (A2)
0 0 W
1T T T T
¢ 1 0 0 of |1 0 0 cosf) 0O sin@)| |0
vo=|0[+|0 cosg) —sin@)| |#]|+|0 cosp) -—sin@) 0 1 0 0
0] |0 sin@) cosg)| |0] |0 sing) cosg) —-sin@) 0 cos@)| |v
sl | o | | cose 0 _sin@) |[o
=10|+ écos@) +|sin(@)sin@) cosg) sin(@)cosP)||0
0| 7—ésin(¢)i [cos@) sin@) —sin(@) cosg)cosp) v
sl | o | [ -using
=10|+ | 6cosg) | + | ¢ sin() cosp)
0| |-Osin@)| |vcose)cosp)
1 0 —sing) ||¢
=10 cosp) sin@)cos)|||= TaEom2) 12
0 —sin@) cosg)cosp)||v
Thus,

1 sin@)tan@) cosg)tan@)
Tee2(172) = |0 cos() —sin(p) (A.3)
0 sin@)/cos@) cose)/cosh)

102



APPENDIX B

Relation Between Dissipated Power and Thrust

Spangelo [38] points out that dissipated electrical povas & relation with thruster force,

denoted byrl'. Proof of the relation is as follows.

Equation B.1 shows load torque from propeller.

Q = pD°K(Jo)nin (B.1)

Equation B.1 shows thrust force.

T = pD*Kr(Jo)nin| (B.2)

Dynamical model of DC motor can be formulated as:

Laia = —Raia — 27KuN + Uy (B.3)

27dmh = Kyia — Q (B.4)

Equation B.4 can also be written as the following form.

R N )
ig = Ko n+ K (B.5)

Assuming dynamic of the armature circuit is fast in Equaio8 yields Equation B.6
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Dissipated electrical power can be written as:

Substituting Equation B.6 into Equation B.7, the followieguation is obtained.

P = Raia® + 2rKmnNia (B.8)

Right hand-side of Equation B.8 has two terms which refesigagtion in armature resistance
and conversion from electrical to mechanical power. Thsipi#ion in armature resistance
is so small, therRai,? is negligible. If Equation B.5 is substituted into remamipart of

Equation B.8, the following equation is obtained.

P = (27)?Jmn + 27Qn (B.9)

First term of Equation B.9 refers power needed to accelénatpropeller, second terms refers
power dissipation due to interaction between propellerveaigr. Power dissipation for motor

is written as:

P = 27Qn (B.10)

Substituting Equation B.1 into Equation B.10 yields thédeing equation.

P= ZﬂpDSKQ(JQ)n2|n| (B.11)

Equation B.2 can also be written as:

2 T

Result of square root of Equation B.12 yields the followimgation.
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0.5
|T| |0.5

"= DKo (B.13)

Substituting Equation B.12 and Equation B.13 into EquaBdlil yields the following equa-

tion.

27K o(Jo)

__ Tgo\o) 15
= \/EDIKT(JO)P'S'Tl (B.14)
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APPENDIX C

Simulink Models

Surge Speed Controller

Yaw Rate Controller

Sway Speed Controller

Heave Speed Controller

Force Distrubiton DST-R-100-4
ROV MODEL

Figure C.1: Simulink model for speed controllers
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Z Position
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Speed Controller Force Distrubiton

Figure C.2: Simulink model for position controllers
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