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ABSTRACT

IMPROVING THE EFFICIENCY OF MICROWAVE POWER AMPLIFIERS WITHOT
LINEARITY DEGRADATION USING LOAD AND BIAS TUNING IN A NEW
CONFIGURATION

Ronaghzadeh, Amin
Ph.D., Department of Electrical and Electronics Engirmesgri

Supervisor : Prof. Dr. Simgek Demir

February 2013, 134 pages

Advanced digital modulation schemes used in the wirelegficgtions, result in the modulated RF
signals with high peak to average power ratio which requiresar amplification. On the other hand,
the demand for a longer talk time with less battery volume waijht, especially in hand-held radio
units, necessitate more powsfieient methods to be utilized in power amplifier design. Bypiiaved
linearity and éiciency have always been contradicting requirements deimgridnovative power
amplifier and linearizer design techniques.

Dynamically varying the load impedance and bias point okadistor according to the varying enve-
lope of the incoming RF signal also known as Dynamic Load Maiitbn (DLM) and Dynamic Supply
Modulation (DSM), respectively, are two separate methodéfiproving the &iciency in power am-
plifier design. In this dissertation, a combination of bo#niable gate bias and tunable load concepts
is applied in an amplifier structure consisting of two tratwis in parallel.

A novel computer aided design methodology is proposed faafabselection of the load and biasing
points of the individual transistors. The method which isdzhon load-pull analysis performs sweeps
on the gate bias voltages of the active devices and inpug teixel of the amplifier in order to obtain
ranges of biases that result in the generation of IMD sweetsspFollowing that, the amplifier is
designed employing the load line theory and bias switchingesame time in order to enhance the
efficiency in reduced drive levels while extending the outpuBlcdmpression point to higher values
at higher drives.

Tunable matching networks are implemented utilizing vemastacks in d1 configuration at the input



and output of the amplifier. The amplifier starts to operatih@ifirst state where lowest possible bias
levels are chosen for both of the transistors and the outpitithing network is adjusted to provide
PAE matching. As approaching towards the higher output pewtee amplifier switches between
different consecutive operational states per about 1 dB inereateoutput power. In this way, the
maximum output g can be attained from the amplifier. The operational statesalected among
a bunch of possible states obtained from the load-pull @mglpased on providing smaller leaps in
transition between states in PAE and gain curves.

In order to validate the proposed design methodology, a P24 @Bedium-power amplifier is designed,
fabricated and tested which demonstrates the feasibilityeoproposed structure and design technique
for power amplifier applications.

Keywords: power amplifier,f@ciency, linearity, tunable impedance matching networkagsor
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MIKRODALGA GUC YUKSELTECLERICIN YENI BIR KONFIGURASYONDA YUK VE
BESLEME AYARI ILE DOGRUSALLIGI DUSURMEDEN VERML ILIK ARTIRILMASI

Ronaghzadeh, Amin
Doktora, Elektrik ve Elektronik Mihendigji Blima

Tez Yoneticisi : Prof. Dr. Simgek Demir

Subat 2013[T144 sayfa

Kablosuz uygulamalarda kullanilan gelismis dijital niicakyon teknikleri, dgrusal yukseltme gerek-
tiren, tepe giicii ortalama giiciine gore yilksek olan modile®RF sinyallerine neden olur. Ote
yandan, Ozellikle elle tasinir radyo Unitelerinde, daké#five kicuk piller ile daha uzun konusma
suresi talebi, gii¢ yukselte¢ tasariminda daha verimligrferin kullaniimasini gerektirir. Ancak,
yuksek d@rusallik ve yiiksek verimlilik isterlerinin birbiri ile ¢gsmesi, yenilik¢i gii¢ yikselteg ve
dogrusallastirici tasarim tekniklerini gerektirmektedir

Sirasli ile Dinamik Yik Modilasyonu (DYM) ve Dinamik Beslervodilasyonu (DBM) olarak bi-
linen, transistoriin yik empedansinin veya bias noktagelen RF sinyalinin dgisken zarfina gére
degistiriimesi, gii¢ yikselteci tasariminda veringilartirmak amaci ile uygulanan iki ayri yontemdir.
Bu tezde, paralel [iganmis iki transistdrden olusan yikselte¢ yapisinéay kgjisken bias (DBM)
hem de ayarlanabilir yik (DYM) kavramlari uygulanmistir.

Her bir transistoriin yuk ve bias noktalarinin dikkatlicegibeesi icin yeni bir bilgisayar destekli
tasarim yontembilimi 6nerilmistir. Load-pull analizidkyanmakta olan bu yéntem, IMD sweet spot-
larinin olusumuna yol acan bias araliklarini elde etmekawta, aktif cihazlarin gate bias gerilim-
lerinin ve yukseltegin giris glctnun tzerine tarama yaktadir. Ardindan load line teorisini ve bias
anahtarlamayi ayni anda kullanarak, yiksek surislerdecikis bastirma noktasini yiksek seviyelere
tasiyarak dusuk suris seviyelerinde verirglikrtirmak amaci ile ylkselteg tasarlanmistir.

Yukseltecin giris ve ¢ikisindl konfigirasyonda olan varaktér kiimeleri kullanilarak, &r@abilir
empedans uyumlamajkar yerlestirilmistir. Yikseltecte bulunan her ikatrsistor icin miimkin olan
en dustk bias seviyesi secilerek ve giic eklenmis veilIRAE) uyumu sglamak amaci ile cikis

Vii



empedans uyumlamdjanda ayarlama yapilarak yikseltec birinci durumda gadyga baslatilir. Daha

ardisik ¢alisma durumlari arasinda gegis yapar. Béyjégkseltec yapisindan maximum cikiggelde
edilir. Yukseltecin operasyonel durumlari, PAE ve kazargfiglerinde belirtilen durumlar arasindaki
geciste kicuk sicramalar @ayan load-pull analizinden elde edilmis bircok olasrudu arasindan
secilmektedir.

Onerilen tasarim yontembilimini doulamak icin 2.4 GHz'de calisan orta-gii¢ seviyeli bir gékec
tasarlanip, tretilmis ve testleri yapilmistir. Boyleyies yikselte¢ uygulamalarinda 6nerilen yapinin ve
tasarim tekrginin yapilabilirligi gosterilmigtir.

Anahtar Kelimeler: Gug Yikseltec, Verimlilik, @pusallik, Ayarlanabilir Empedans Uyumlamaj i

Varaktor
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CHAPTER 1

INTRODUCTION

1.1 Linearity and Efficiency in PA Design for Wireless Communications

In modern communication systems like WLAN and CDMA, spectisrexpensive and newer tech-
nologies demand transmission of maximum amount of datayuki& minimum amount of spectrum.
Higher spectrum féiciency can be attained by sophisticated non-constant @pealigital modula-
tion schemes such as Quadrature Amplitude Modulation (QAM) Quadrature Phase Shift Keying
(QPSK). In these linear modulation schemes informatiorraagmitted in both the amplitude and
phase of the RF signal leading to high Peak to Average PownR®APR)[1].

The PAPR of the spectrallyfiecient modulation formats in use today is about 4-9 dB in CDM®Q
systems, and can be of the order of 10 dB in IEEE 802.11 d g esiseLAN systemd [2]. Table
[I.1 lists the characteristics of several popular celllandards. These standards employ modulation
methods that increase the peak to average power of the titte$isignal in proportion to the number
of channels being transmitted [3].

Tablel.1: Popular cellular phone standards [3].

Communications Modulation
Standard Scheme PR (EE)
CDMA QPSK/OQPSK 9to0 10
WCDMA QPSK 8to 9
TDMA /4 DQPSK 3to4
GMSK
GSMIEDGE | g psk (in EDGE only)| 1102

The large PAPR of these modulation schemes implies the Emgelope fluctuations by time which
must be preserved in order to save the full information auntéthe original message signal. Hence
the RF power amplifier as the vital part of any wireless trattemhas to be highly linear, to achieve
a high bit error rate, and limit spectral regrowth to accklgdevels. Although linear amplification is
achievable, it always comes at the expensefitdiency. Since the RF power amplifiers implemented
in such systems are 'backeé’drom their saturation into their linear operating regiondesigned to
operate in Class A or AB configurations in order to obtain &s&adtory linearity over the transmitter’s
dynamic range.



This drastically reduces théfiency of the power amplifier decreasing the battery lifehefhandset

in mobile systems. On the other hand, as the demand for ardalgdime with less battery volume
and weight in hand-held radio units increases, more poffierant techniques are clearly needed since
a large portion of battery power is dissipated by these diafdi A higher éiciency gives a longer
battery lifetime and thus a longer talk time of the mobileide4]. Before any further proceeding, it
is necessary to review the definition offieiency’ in the PA design. There are two typical definitions
for the dficiency in RF PAS[]L]: ‘output &iciency’ and ‘power addedfciency’. Output iciency is
defined as the ratio of the RF output poviRy;; to the dc powePyc:

_ Pout

- 1.1
n=p (1.1)

However, the above definition does not take into accountpetipowelP;, and power gai® , whose
effects are significant in RF PAs. This results in the definitibR@ver Added Ficiency (PAE)

PAE = Pout = Pin (1.2)
Pdc

F>out - Pout/G

I
=
—_
|_\
|
Ol
N —

According to their maximum possibldieiencies as shown in Taldle"l.2, RF power amplifiers can be
classified as Class A, AB, B, C, D, E, andF [1]], [8]. FigLird klhtes the dferent operational classes
of power amplifiers to the conduction angle and input signatdrive [5].

Tablel.2: Comparison of peak possiblga@ency for diferent classes of power amplifiers.

Classification A AB B C D E F
Maximum Hficiency (%) | 50 | 50~ 78.5| 78.5| 100 | 100 | 100 | 100

For small input signals, the PA can operate in class A, AB, B alepending on the conduction angle.
The conduction angle is determined primarily by the DC géde.bThe diciency can be improved by
reducing the conduction angle and moving in the directionla$s C at the expense of lower output
power. An alternative is to increase the gate overdrivd theiPA operates as a switch, while keeping
the same conduction angle. This results in operationasetasf D, E and F with thefleciency that
ideally approaches to 100%. However, the performance cfetliégh-diciency amplifiers is often
non-linear, resulting in significant out-of-band radiatiand interference in adjacent channéls [5].
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Figure 1.1: Definition of PAs based on conduction angle agdaioverdrive.

Further study of dferent classes of PAs is fully available in the literature anldeyond the scope of
this dissertation.

To sum up, improved linearity andfeiency of a communication system have always been confiictin
requirements demanding innovative power amplifier desighrtiques (Figuife.2). Reported schemes
targeted toward improving theficiency of RF PAs can be broadly classified in two categoriéschv
are: 1) linear PAs with anficiency-enhancement circuit and 2) non-linear PAs with adization
circuit.

Efficiency

Switching
Mode PAs

Conventional PAs
(Current Source)

Linearity

Figure 1.2: Hiciency and linearity tradefbin RF power amplifiers.

Those techniques which improvéieiency without attempting to quantify the impact on lineaar
RF power output are of paramount importance in mobile systevhere battery lifetime and thermal
management are critical. However, there are other powelif@n@pplications whereféciency be-
comes an important, but secondary consideration, in casgrato linearity. Such applications would



typically be single or multichannel base-station trantmstin ground or satellite communications
systems|[[iL].

1.2 Linear Power Amplifiers with an Efficiency-Enhancement Circuit

Power amplifiers are the bottleneck of RF power consumptidrandsets. A typical Class AB power
amplifier consumes more power than a transmitter |C and fitveréhe power amplifier is the biggest
RF dc power consumer in handsets. Since the dc power consumpinains constant at the low
power region, the fciency of the power amplifier is degraded as the RF output paleereases.
Furthermore, more than 90 percent of the output power odmirgeen -15 dBm andl5 dBm, where
the dficiency is low. As a result, average powsfi@ency (over the full range of output powers),
instead of peak powefflgciency, is the key factor determining the battery life ariki tiane for portable
wireless application$ [6].

An implementation of fliciency enhancement technique that results in a very higtiency in the
linear region of operation of the power amplifier proved tcalbgood solution for the problem of lin-
earity and éiciency contradiction. The techniques to enhance fheiency of linear power amplifiers
assume immense significance in modern wireless systemsrabeficiency enhancement techniques
have been suggested to date. Envelope Elimination and rRéstg Envelope Tracking, Outphasing
technigue known as Linear amplification using Nonlinear @onents (LINC), Doherty amplifier and
Dynamic Biasing are the most common methods of enhancingffitéency which are going to be
investigated briefly in the following.

1.2.1 Envelope Elimination and Restoration

The Envelope Elimination and Restoration (EER), known askthhn technique, is one of the oldest
methods originally proposed by Kahd [7] in 1952 as a mdfieient alternative to linear Class AB RF
power amplification for single sideband (SSB) transmitt@&ree general principle is to provide a highly
efficient and linear power amplification by combining a highiyaéent switching-mode amplifier with
a linear low-frequency amplifier (modulator). It combingsighly efficient, but nonlinear RF PA with
a highly dficient envelope amplifier to implement a higfii@ency linear RF PA[8].

In its classic form as shown in Figure1L.3, the RF input sigaalivided by a power splitter and fed
into two branches. The signal in the upper branch is detgutedlicing a Base-Band (BB) modulation
signal which in turn, modulates the bias voltage of the RF PA.

In the lower branch, a limiter eliminates the envelope ardaiitput signal is now containing only the
phase information. Experiencing some delay the constaptiaude phase modulated carrier is then
amplified dficiently by class-C, -D, -E, or -F RF PAs which operate in sation at all times. The
network delay is adjusted to ensure that the group-deldyeoBB branch is identical to that of the RF
branch, so that the signal is reconstructed properly bo#imiplitude and phase. The equalization of
the time delay between the BB channel and the RF channel isrtarg to be able to amplify signals
that contain phase information. Without phase equalinabaly the simplest signals can be amplified
with low distortion using this scheme. Amplitude modulatiof the final RF PA restores the envelope
to the phase-modulated carrier creating an amplified repliche input signal9]E[10].
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Figure 1.3: Envelope Elimination and Restoration system.

Average diciencies three to five times those of linear amplifiers haventgemonstrated from HF

to L-band. Furthermore, transmitters based upon the Kattmigue generally have excellent lin-
earity because linearity depends upon the modulator rétlaer RF-power transistors. In a modern
implementation, both the envelope and phase-modulateigicare generated by a DSP [11].

However, since the envelope detecting signal path consgmigs an amount of power, the overall
efficiency will be degraded considerably. At the same time,esthe modulator may have to supply
rather large currents if the PA is of high power, the prattieadwidth might be limited to only a few
MHz. In fact, even if the bandwidth of the RF branch is muclgéarthan the one of the modulation
branch, the extra band cannot be utilized in an instantaemde. This is because any additional
signal in the RF band introduces modulation frequenciesdrithan what the BB circuitry can support,
which in turn results in strong intermodulation and speatasymmetry. Hence an even greater design
challenge is posed for wideband applications. Furtherreogood envelope control circuit is rather
complex. These above issues make the EER configuration tictwited for handset power amplifiers

[10].

1.2.2 Envelope Tracking

The envelope-tracking (ET) architecture is similar to tfERESystem. Both of them have an envelope-
detecting path and an RF path. However, the RF drive of thedwfepamplifier in ET preserves both
amplitude and phase information, whereas the RF drive in BRI retains the phase information.
The combination of an envelope detector and a DC-DC convierteT systems, as shown in Figure
[I.4, dynamically varies the biasing points of the of thevactievices in RF power amplifier. Since the
dc power consumption is reduced at low powers, ffieiency is improved.

An ET amplifier relies on modulating the collector (or draiigs voltage with respect to the instanta-
neous input envelope signal such that the RF amplifier is mear gain compression for all envelope
signal levels[[1R]. With the base (or gate) bias control,dperating point moves vertically for a given
collector (or drain) voltage on the I-V curve of the transison the other hand, with dynamic control
of collector (or drain) bias voltage, the point moves hanizadly for a fixed bias current. In the dual
bias control scheme, the operating point is designed to rd@agonally by controlling both the base
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Figure 1.4: Envelope Tracking system block diagram.

(or gate) and collector (or drain) biases to maximize theqraiiciency [13].

Operation of the envelope following technique is describgdeference to the simplified block di-
agram of Figuré_Tl4 where a modulated RF signglt)) is applied to the input of an RF power
amplifier. vi,(t) is assumed narrow band and therefore can be describednis td#ramplitude and

phase components taking the fofmI[12]:

Vin(t) = Ein(t) coswot + ®in(t) (1.3)

whereEj,(t) describes envelope properties of the modulation®p() describes phase characteristics
of the signal. In addition to the RF signal path,(t) is determined via a detector, then amplified
by a class-S modulator, and lastly applied as the drain iliageVyq(t) to the RF power amplifier.
Since the detected envelope signal is time varying, thencnapply bias is also time varying. Class-S
modulator is a switching dc-dc converter. A transistor aiode or a pair of transistors act as a two-pole
switch to generate a rectangular waveform with a switchiegdency several times that of the output
signal. The width of pulses is varied in proportion to theamsaneous amplitude of the desired output
signal, which is recovered by a low-pass filter. The switghHiequency must typically be six times the
RF bandwidth. A switching frequency of 500 kHz is readily i@vled with discrete components, and
10 MHz is achievable in IC implementations. Due to the needHe Class-S modulator to produce
a supply voltage with high current drive, ET technique iidilt to implement for wide bandwidth

signals[[8].

When the supply voltage tracks the instantaneous envelogelat®mn signal, it is called Wide Band-
width ET (WBET) or Envelope Following techniquie |14]-]17]:hen the supply voltage tracks the
long-term average of the input envelope power, it is calledrAge ET (AET)[[1B] -[[1B]. The AET
can be very ffective in situations where the power amplifier functionsranily in deep back- for
extended time periods. varying the supply bias with resfettte RMS magnitude of the input mod-
ulated envelope signal occurs on a time scale that is cardiljeslower than the modulation rate.
Under power back4®, bias voltageVyq(t) is lowered to a value less than battery voltagg by the
class-S modulator. Consequently thigaency is improved since the power consumed by the amplifier



is significantly less than would be the case if operated dtevigupply voltage o¥pc [20]. When the
supply voltage switches toftierent step levels according to the input envelope poweydalled Step
ET (SET) [21] - [22]. The AET and SET are especially useful dgnamic power control schemes
such as the reverse link in CDMA systems where the variatiaverage power is much greater than

20 dB [23].

A number of éficiency enhancement schemes based on dynamically charfgimg supply voltages
has been reported in the literature in which designs weneéechout with buck (the output voltage
is lower than the input voltage]) [18], boost (the output agé is higher than the input voltagg) [17]
[24], adaptive buck-boost [19] and Single-Ended-Prirlaguctance Converters (SEPICE)][25]. In
another design [26] an on-chip adaptive bias circuit cdimigpthe quiescent current adaptively to the
power level is proposed. The circuit supplies a low quiescarrent at the low output power level for
high dficiency, and the quiescent current increases adaptivelythdt input power to supply a higher
quiescent current at the high output power level for highdirity. It results in a significant decrease of
the module size, as well as decrease in cost, since no dcaderters or switches have been utilized
in the design.

There are still a number of practical issues during moniglithplementation. First, anfichip induc-
tor and capacitor are typically used in the DC-DC conve2&il,[which degrades the integration per-
formance. The monolithic DC-DC converter with on-chip pasgomponents has been implemented
[27], but low-Q components considerably reduce the ovefiadiiency of the ET system. Second, when
the bias voltage and current are adjusted dynamically,alaepgain of the RF PA varies dramatically
[17]. The gain variation degrades the system performantarins of Error Vector Magnitude (EVM).

1.2.3 Dynamic Bias Switching

Although the diciency of dynamic power supply schemes can be very highdifiicult to control
the drain bias at high speed because of the narrow bandwiitlile ® C-DC converter. Dynamic Bias
Switching (DBS) is an attractive way to overcome bandwidthbems because of using a switch
instead of a high-speed DC-DC converter.

Unlike the EER or other variations of envelope tracking eyst that amplitude modulates the supply
voltage, the DBS simply steps up the supply voltage only aterats of signal peaks. As shown in
Figure[Lh, such technique isfective for signals with high peak-to-average ratios sucicBsA

[21].

DBS is one of the topics which has recently gained a goodesterTo mention two of the pioneer
designs, in[[2B] Jeon et al. propose a DBS technique with onb/dc power supply is introduced
which can reduce power consumption considerably, espedamhigh peak-to-average power ratio
(PAPR) systems and in_[29], a DBS system is applied to a d&&spower amplifier for 859 MHz
band of WCDMA applications.

1.2.4 Outphasing Technique or LINC

Outphasing operation is a technique with a long history e first proposed by Henri Chireix in
1935 to improve averagedfeiency and linearity of AM broadcast transmitters utilgivecuum tubes
with poor linearity [30]. This idea has been revived and &ggplo various wireless applications since it
was reinvented by D. C. Cox, who introduced the term ‘LINCIr{gar amplification using Nonlinear
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Figure 1.5: Modulated signal waveform in DBS

Components) in 1974. LINC was invented to realize a linegoldier where the intermediate stages of
RF power amplification could employ highly nonlinear degicdn outphasing transmitter produces
an amplitude-modulated signal by combining the outputsvof PAs driven with signals of lierent
time-varying phases. The general principle is shown in fegLb.

First, an envelope modulated wavefo(i,(t) = A(t) cos[wt + ¢(t)]) is decomposed into two out-
phased constant envelope signals:

Sa(t) = cosfwt + ¢(t) + cos H(A(t))] (1.4a)
Sa(t) = cosft + ¢(t) — cos H(AW)] (1.4b)
S;(t
‘ PAl
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Figure 1.6: Simplified block diagram of an outphasing system



Subsequently, these two signals are individually appleedighly-nonlinear power amplifiers. The
resulting output signals are then recombined through aygassmbiner into the final output signal
Sout(t), where

Sout(t) = G[Sa(t) + Sa(t)] = 2GA(t) cos(wt + ¢(t)) (1.5)

The key element in a Chireix’s outphasing system is the $iGoaponent Separator (SCS), which
converts the input AM signal into two outphased componentsRivials that have constant envelopes.
It is exactly such modulation conversion that brings thesgmkity of highly efficient and highly linear
amplification. Because the envelopes of the signals to bdifeedpare now fixed and the magnitude
of the envelopes contains no information (all the amplitidermation of the original AM signal is
contained in the phase of the component PM signals), we catogrRA cells in the branches which
have an extremely high peakieiency and therefore achieve a overall highogency.

Meanwhile, also thanks to the fixed envelope in the branchlifierp, the nonlinearity of the input-
output power characteristic as present in most hifjiciency PA implementation will have very little
influence on the overall input-output transfer functionted Chireix’s outphasing system. As a result,
the total system can be highly linear over a wide range ofadilgwels, provided the SCS and the power
combiner do not introduce nonlinear signal distortion. taqgpice, for the branch amplifiers, the most
high-gficiency PAs or even constant-amplitude phase-locked atmifl can be used to realize linear
amplification, which explains the acronym LINC that is tygllg used for these types of amplifiers.

In summary, theoretically Chireix’s outphasing operatiwavides a clear, simple, and promising so-
lution for simultaneously achieving highfeiency and high linearity in a power amplifier system.
However, practical implementation aspects of a Chireixigpbasing amplifier can be complicated.
The primary issue is the gain and phase imbalances betweemthamplification paths. The typ-
ical tolerance for most applications is approximately-@5 dB in gain matching or 02 degrees

in phase matching. This is nearly impossible to achieve istrpoactical situations. Although some
advanced calibration algorithris [31], [32] have been psepido minimize the gain and phase errors,
more work in this field must be done before LINC can be readitgdrated into handset applica-
tions. In a modern implementation, a DSP and synthesizelygethe inverse-sine modulations of the
driving signals[[8].

1.2.5 Doherty Amplifier

The Doherty technique is one of the most promisifiicEency enhancement, or power conservation
techniques because of the simplicity of its realizatione Dimherty power amplifier was the conception
of William H.Doherty of Bell Laboratories, which was origilly designed using vacuum tubes in 1936
[33]. One of the interesting aspects of the Doherty configmas that it uses what would today be
termed as an active load-pull technique which is going to éscdbed in the following. The block
diagram of a Doherty amplifier is shown in Figurel1.7. It cetsiof a main amplifier, a peaking
amplifier, a phase adjuster (quarter-wave transmissi@),lemd an amplitude attenuator. With phase
and amplitude adjustments, output powers from both deviaashe combinedfiectively. The main
PA is biased in class B, while the peaking auxiliary PA is bas class C. When the signal amplitude
is half or less (typically 6 dB) than the peak output powerRP&EmMplitude, only the main PA is active.
Both PAs contribute output power when the signal amplitedarger than half of the PEP amplitude.
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Figure 1.7: Simplified block diagram of Doherty amplifier.

Operation of the Doherty system can be understood by digidimto low-power, medium-power
(load-modulation), and peak-power regions [8]. In the jpewer region, the peaking PA remains cut
off and appears as an open circuit. The carrier PA, therefoegatgs as an ordinary class-B amplifier.
The instantaneousfficiency increases linearly with output, reaching the 78.5%leal class B at
saturation of the main PA at nearly 6 dB from transmitter PEthe signal amplitude increases
into the medium-power region, the peaking PA becomes aciivee additional currenkyeax Sent to
the load by the peaking PA causes the apparent load impetainterease. Transformation through
the quarter-wavelength line results in a decrease in the poesented to the carrier PA. This allows
to accommodate more current swing (contributed from bothicdg) while maintaining maximum
voltage swing, as shown in Figure1.8.
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Figure 1.8: Load line diagram of Doherty amplifier operation

The dfective load impedance reducesFtQ(1+ Ipeak/lmam), where Imain and I peak are the currents
of the main and peaking devices respectively and they arstirphase. This dynamic-load feature is
called an active load-pull technique. In the peak-poweiorgghe carrier PA remains in saturation and
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acts as a voltage source. It operates at pdadiency and delivers an increasing amount of power. At
PEP output, each PA delivers half of the system output polvean be shown that under the correct
impedance matching conditions, the PBERcéncy in the main device can stay close to maximum
efficiency throughout the upper 6 dB of power range.

Note that in active load-pull region, the ‘output power’ i@ases in proportion to the ‘input voltage’
drive level, so that on a linear power scale, a square roaachexistic is obtained. Meanwhile, the
auxiliary amplifier experiences an upward load-ptfeet, so that it generates an output power pro-
portional to the cube of the increasing input voltage aragt giving a ‘three-halves’ power transfer
characteristic. These two characteristics combine to @igemposite linear power response, as illus-
trated in Figurd_T]9, with close to maximurfiieiency being maintained down to the 6 dB badk-o
point.

P, (linear scale)

Pmax_ ///
Combined power ///
// ’
7 Main PA
Pmax/z_ ////
e
Pmax/4_
Peaking PA
Pi, (linear scale) Pinmax

Figure 1.9: Power transfer characteristic of Doherty afigpli

The dficiency of a two-way Doherty amplifier has been derived by H@dh as indicated if 1l6. The
detailed derivation is omitted here for simplicity.

[vee)
/s Vmax

_ T \Vmax) 1.6
n 23( Vin)_l (1.6)
Vmax

wherev, is the input voltage andyaxis the maximum input voltage. Doherty power amplifiers deliv
much better ficiency than Class B power amplifiers. The linearity of the &bhconfiguration may
be improved by adopting feed-forward or pre-distortiorhtgques since it is highly nonlinear.

Efforts have been made through the last two decades to enhaqmertbrmance of Doherty amplifiers.
There is an attempt which has focused on accommodatingdeai-éfects (e.g., nonlinearity, loss,
phase shift) into a Doherty architecture[[35]. Another répbows that it is also possible to use three or
more stages to keep the instantanediisiency relatively high over a larger dynamic range|[36]. The
classical power division approximately maximizes the agerdficiency for full-carrier AM signals,
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as well as modern single-carrier digital signals. The uswlur power-division ratios allows the lower
efficiency peak to be shifted leftward so that the averdfieiency is increased for signals with higher
peak-to-average ratios. Doherty transmitters with unlggmaer division can be implemented by using
different PEP load impedances anéfatient supply voltages in the two PAs [37]. In another design
[38], a multistage Doherty amplifier, which can be used tdehhigher ficiency at a lower output
power level compared to the classical Doherty amplifier,resented. In modern implementations,
DSP can be used to control the drive and bias to the two PAsltiresin more precise control and
higher linearity.

It also has other drawbacks [39] such as gain degradatiterpiodulation distortion (IMD), and nar-
row bandwidth. Gain degradation and IMD are primarily calbg the peaking amplifier. Narrow
bandwidth stems from the use of a quarter-wave transmisisieias the phase adjuster. Since modern
wireless communications utilize a very narrow bandwidltis is not a serious drawback but some
investigations such as [40] are in progress for wideningotmedwidth of Doherty PAs.

The gain degradation is caused due to the peaking amplifigs. degradation can be kept low due to
the high gain of the carrier amplifier at low power levels. #rer major drawback is the intermod-
ulation distortion, which is due to the low biasing of the kieg amplifier. A solution to this issue
has been suggested by lwamoto which involves suitablertgasfithe main amplifier leading to the
cancellation of the non-linear producits [41]. Another waibwn issue that can be seen from the con-
figuration of a Doherty system is the resistive load matchivgolution has also been published for
this problem where transmission lines witfiset have been used to load modulate reactive termination

[@2).

Finally, considering its complexity andf&iency, the Doherty configuration is typically adopted in
base station power amplifiers, not for handset applicatibltsvever, more recently som&erts has
been put by Bumman Kim'’s group for applying the Doherty tegha for the design of handset devices

[43], [44].

1.3 Non-linear Power Amplifiers with a Linearization Circuit

As stated before, there are some PA applications whapdemicy becomes a secondary consideration,
in comparison to linearity. Backfbis the traditional way of meeting linearity requirementglass A
amplifiers. Once the output power is reduced from its maximatae, both the amount of amplitude
conversions and distortion products is reduced. Unfotaipathe back-& reduces fficiency, mak-
ing it an unattractive linearization method for amplifie&ince dficiency and linearity are opposite
requirements in traditional power amplifier design, if tleagis to achieve good linearity with reason-
able dficiency, some linearization technique has to be employed.rii&in goal of linearization is to
apply external linearization to a reasonabfiicent but nonlinear PA so that the combination of the
linearizer and PA satisfy the linearity specification. Tisislemonstrated in Figute T]10[45].

Let us assume the IMD3 specification to be -45 dBc. Withowdiization, the amount of backiohat
fulfils the IMD3 specification would result in arfficiency of approximately 10%. The lower curve
presents the linearized IMD3 value, with a same linearityi@ed the power amplifierfigciency is
better than 20%. In this example, the power consumption@pthwer amplifier is reduced by more
than a factor of two.

In principle, this may seem simple enough, but several ligtager éfects seriously limit its ective-
ness in practice. As an example the calculation above cersswhly the power consumption of the
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Figure 1.10: Linearity of a PA as a function dfieiency in standalone and linearized configuration.

amplifier, but in reality linearization also consumes a gigant amount of power. Let us assume that
the output power is compressed by 0.25 dB, which is a typielale/for a modern telecommunications
amplifier. Now some 197510 — 1 = 6% additional power is needed in the output to restore thespow
of the fundamental output signal, and an additional 1% isughdor cancelling the approximately
-25 dBc IMD3 components. The total additional power needwd o restore the fundamental and to
cancel the IMD3 signals is therefore close to 7% of the ougauwter of the PA. Unfortunately, it is
large enough so that théfieiency and construction of the linearizer circuitry doegtera

Most PA linearization techniques use the amplitude andgbéthe input RF envelope as a template
with which to compare the output, and so generate apprepcaitrections. It is the way in which
the correction is applied which forms the main distinctiaiviieen diferent linearization techniques
currently in use. A linearizer which applies a correctivgnsil to the output of the PA will need to gen-
erate a significant amount of power to perform its functiaut,ib so doing it will physically increase
the peak power capability of the linearized PA. If the catietis applied at the input, it clearly cannot
in any way increase the PA peak power. Input correction atsep an additional problem in that the
composite input signal will be subjected to the nonlinéssiof the PA. This can have some serious
consequences, which can significantly reduce the appaeeefits of the linearization process.

The three principal types of linearization techniques aeedistortion, feedforward and feedback.
Predistortion is the generic term given to techniques whigk to linearize a PA by making suitable
modifications to the amplitude and phase of the input sigeeddforward, a technique which has thus
far dominated multicarrier PA linearization, applies arective signal at the PA output. A feedback
loop can also be categorized as a form of input correctioneédback system, working in a lower

signal bandwidth application, seeks to generate a coveectintrol which is usually applied to the

amplifier input signal[[il]. On the following, we are going tave a concise review on the three
techniques. A brief comparison of thefairent techniques is presented in Tdblé 1.3.
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Table1.3: Comparison of fierent PA linearization technique.

Lmearlz.arlon Complexity | Performance | Efficiency | Bandwidth Cost Comments
Technique
Feedback Moderate Moderate High Narrow Moderate stability; .
reduced gain
Feedforward High High Moderate Wide High 1}1)0; for handset
A
AnaAlog RF Low Low High Wide Low simplest fo}‘m:
Predistortion reduced gain
Digital easy to
- High Moderate Moderate Moderate | Moderate | integrate
Predistortion
and control

1.3.1 Predistortion

Predistortion is based on expanding the signal before tmeepamplifier, so that the predistorter
-amplifier pair appears as a linear circuit. In principleedistortion is a very powerficient and
wideband linearization method, although it typically neadslow feedback to adapt the predistorting
function. The basic concept of a predistortion (PD) systEigure[I.11) involves the insertion of a
nonlinear element prior to the RF PA such that the combireztster characteristic of both is linear.

Input Output
- - - ¥ Fa) > >
1y Virp Iorp Vipa " To 4 8
Predistorter RF Amplitier
orD A Tops A N T
-~ !
/ 4 /I
/ !
¥ /
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> > >
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Figure 1.11: Predistortion concept

Predistortion can be accomplished at either RF or baselfnd8], [9]. Based on the predistor-
tion frequency, most predistortion systems can be categgrinto two groups: analog and digital
predistortion. Analog predistortion is typically implented in the RAF frequency, whereas digital
predistortion is generally achieved in the baseband dom&mnRF predistorter typically creates the
expansive predistortion characteristic by subtractingraressive transfer function (such as that of a
diode) from a linear transfer function. Improvements inAtggacent Channel Power Ratio (ACPR) by
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10 dB are typical. The operating bandwidth is limited by taegand phase flatness of the predistorter
itself and of the RF PA. In addition, memoryfects in the PA and the predistorter limit the degree
of cancellation. Better performance can be achieved withencomplex forms of RF predistortion
such as Adaptive Parametric Linearization (APL), whichapable of multi-order correction. Most
RF-predistortion techniques are capable of broad-banchtpe [9].

Digital Predistortion (DPD) has become the most active #yeBA linearization development and has
been made possible mainly through unconnected developnmehigh speed digital signal processing
(DSP) technology. They can operate with analog-basebagithlebaseband, analog-IF, digital-IF, or
analog-RF input signals. Digital baseband and digital4iécpssing are most commdn [8]. Figure
12 shows a basic DPD PA system flow chart. Such a systemseayigethe first generation of DPD
PA development, and has obvious limitations. It is entirghen loop, and any change in the PA
characteristics will rapidly degrade the correction pssce

Addition of an adaptation loop in the DPD system enablesicoatis monitoring of the linearization
integrity, and Look-Up Table (LUT) refreshing. It means fifieet that the RFPA system has to have
its own receiver. For detailed information about analog @igidal PD and their algorithms, the reader

is referred to[[1],[[8] and [46].

RF signal output

l

Read RF input amplitude A
Address PA distortion >
memory PA
distortion
look-up
v table
Apply necessary amplitude  |¢ A
and phase correction to AD
signal <
Power Amp

RF signal output

Figure 1.12: Basic digital predistortion system flow chart.

1.3.2 Feedback

The linearity of an RFPA, is defined to be the integrity withigéhit preserves the amplitude and phase
variations of a modulated RF carrier. The negative feedibapkoves the linearity of the PA by feed-
ing back the sampled output signal to the input and accolgimgdifying the amplitude arnfdr phase

of the input signal to the PA.
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Judging by the frequency of the signal, feedback can beexppither directly to the RF amplifier (RF
feedback) or indirectly to the modulation (envelope, phaséand Q components). Broadly speaking,
feedback techniques can be broken down into four categdriedeedback, envelope feedback, polar
feedback, and Cartesian feedback. As opposed to the RFdeledbe last three ones are all types of
low-frequency feedback. Furthermore, Cartesian and potatulation feedback are two basic types
of the low-frequency feedback and should, more accuratelyeferred to as transmitter linearization
technigues since each design is a complete transmittezrréitan simply a linear amplifier. A brief
description of each technique is presented in the following

1.3.2.1 RF feedback

In RF feedback, a portion of the RF-output signal from the lirepis fed back to and subtracted from
the RF-input signal without detection or down-conversidhe general scheme of RF feedback am-
plifiers is shown in Figure_1.13. Second order harmonic faekl)47] is one representative example.
This technique samples the second-order harmonics at thatmf the nonlinear power amplifier and
feeds it back to the input of the amplifier.

In principle, the complete cancellation of the IMD3 can bkiaged. However, the phase and amplitude
adjustment in the feedback path have to be very accurateler tw realize the ideal cancellation. The
delays involved must be small to ensure stability, and tlss lof gain at RF is a more significant
design issue. Besides, the existence of band pass filterifiettdback path limits this technique
to narrowband systems. The use of RF feedback in discreteitsiris usually restricted to HF and
lower VHF frequencies, but it can be applied within MondlitMicrowave Integrated Circuit (MMIC)
devices well into the microwave regidn [9].

M i T

Coupler

—wyh—le— P e/ \

Aftenuator Phase shift BPF

Figure 1.13: Simplified schematic of RF feedback system.

1.3.2.2 Envelope feedback

Envelope feedback reduces distortion associated withiardplnonlinearity. It can be applied to
either a complete transmitter or a single PA. The RF inputaigs sampled by a coupler and the
envelope of the input sample is detected. The resultinglepeés then fed to one input of aftBrential
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amplifier, which subtracts it from a similarly obtained sdengf the RF output. The ffierence signal,
representing the error between the input and output enesjapused to drive a modulator in the main
RF path. This modulator modifies the envelope of the RF sjgviath drives the RF PA. The envelope
of the resulting output signal is, therefore, linearizectdegree determined by the loop gain of the
feedback procesEl[8].

1.3.2.3 Polar feedback

The polar feedback technique was first proposed by Petr@8t [It is in fact a solution for the
fundamental inability of envelope feedback to correct fdf-RM distortion by adding a phase-locked
loop to the envelope feedback system. Envelope detectidplasise comparison generally take place
at the IF [8]. The general diagram of a polar feedback sysseshown in Figure_1.14.

The sampled output RF signal is down-converted to an Intdiae Frequency (IF) signal by the local
oscillator and the mixer. The IF signal is then decompostalthre polar form (phase and amplitude)
with a limiter and a demodulator. The same topology is enmgddy extract the phase and amplitude
of the input IF signal. The outputs of two demodulators ackifieo an error amplifier to generate the
error signal, which controls the amplitude of the RF signithe phase control path is essentially a
simple phase-locked loop (PLL), which includes a phasecti@tea loop filter, a loop amplifier, and a
voltage-controlled oscillator (VCO). Therefore, both #raplitude and phase of the RF signal can be
carefully controlled with independent feedback loops.

Modulation

< Nonlinear
amplifier PA T
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Coupler

Loop
amplifier

Loop
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Error
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Local
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Figure 1.14: Schematic of polar modulation feedback system

The polar feedback system has a number of advantages.tk@$F path consists of a VCO, a mod-
ulation amplifier, and a power amplifier. Since there is noanithe issues related to the mixer (such
as image-reject filtering) can be avoided. Second, hifhiency power amplifiers can be employed
in the RF path so that thefiiency of the whole system is improved. Several multi-bainelatl con-
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version transmitters in the polar loop topology|[49]3[5@Vk been reported with the RF frequency up
to 1900 MHz and spurious emission more than 60dB below thieadeRF signal.

On the other hand, several issues limit the application ®piblar feedback technique in RF systems.
The phase-locked loop may havefiiulty in locking at low envelope levels or tracking drastitage
changes. Furthermore, its feedback bandwidth requireimemich higher that of the Cartesian loop to
be discussed, considering the phase discontinuity inherenulti-tone signals in the phase feedback
loop [9].

1.3.2.4 Cartesian feedback

The Cartesian modulation feedback technique is a supeiar 6f feedback transmitter which was
also first proposed by Petrovic in 1983 [51]. It overcomes pheblems associated with the wide
bandwidth of the signal phase by applying modulation feekllia | and Q (Cartesian) components.
The idea is to I-Q modulate the carrier before power amptifica In this technique, two identical
feedback processes operate independently on the | and @alkanAs shown in Figure_1.1L5, the
sampled RF output signal is downconverted into a quadrdtuaed Q) feedback signal, which is
subtracted from the quadrature input signal to obtain thar signal.
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) () \ kj' » \

Phase sluft QE

Coupler

Local
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Figure 1.15: Schematic of Cartesian modulation feedbastesy.

After passing through the loop filters, the error signalsguradrature-up-converted into a complex
RF signal to drive the PA. A sample of the output from the PAtierauated and down-converted in
qguadrature and synchronously with the up-conversion gocdhe phase shifter synchronizes the
downconversion and upconversion paths and the attensateed to adjust the sampled output signal
to the proper level suitable for the downconverter. The Iteguquadrature feedback signals then
form the second inputs to the inpuffdirential subtracters (integrators), completing the tvemlBack
loops. In this way, | and Q components can be easily matchékleupolar feedback whose paths
are very diferent making matching flicult. In essence, the Cartesian feedback system is a tregiri
transmitter rather than a linearized power amplifier. Gaatetransmitter systenis [52]-[53] have been
reported with more than 20 dB suppression of the IMD3 and up0td KHz modulation bandwidth.
Since the | and Q components are the natural outputs of a m@&i&P, the Cartesian loop is widely
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used in mobile radio systenis [9]. However, some practisalés need to be addressed in the Cartesian
system design. First the synchronization between the wgesion and downconversion paths has been
difficult without manual trimming. To solve this historic profbileseveral automatic phase alignment
techniques have been proposed [54]-[55]. However, thibéuincreases the complexity of the whole
system.

The loop stability is another issue which i§exted by the loop delay/ [56], as well as by the character-
istics of the nonlinear power amplifiér [57]. A bigger loodaewill result in a smaller phase margin
of the loop transfer function and therefore reduces the kiapility [5€]. On the other hand, careful
design of circuit components and parameters is criticastfable feedback systenms [57].

1.3.3 Feedforward

As with most of the linearization methods, the feedforwachnique is not a new idea. It was invented
in 1928 by Harold S. Black 58] nine years before the feedlmaricept[[59] in an attempt to linearize
telephone repeaters. The concept of feedforward systesisige, but its hardware implementation
is quite costly. Consequently, compared to its feedbacktewpart, the feedforward technique is
historically less popular. With more awareness of the hmiiins of conditional stability and loop
bandwidth in the feedback systems, the feedforward teclertiqs drawn more attention, especially in
the wideband and multi-carrier systerns|[60]1[61].

Figure[T.16 shows the simplified schematic of feedforwastesyis. In its basic form, a feedforward
amplifier consists of two amplifiers (the main and error afigsh), directional couplers, delay lines,
and some loop control networks. The directional coupleesused for power splittiigombining,
and the delay lines ensure operation over a wide bandwidtbpicontrol networks, which consist of
amplitude and phase-shifting networks, maintain signdldistortion cancellation within the various
feedforward loop<[62].

According to the figure, the RF input signal is split throudhyarid splitter into two paths: a main RF
path and a signal cancellation path. The distortion geedray the main power amplifier is sampled
and fed into a subtracter together with the delayed RF sid@wehdjusting the attenuator, the RF signal
is completely cancelled out at the output of the subtradtee. residual distortion products are linearly
amplified by an error amplifier, and then combined with theadisd RF signal in the main RF path.
Ideally, an amplified RF signal without distortion will berggrated at the output of the second coupler.

It is actually possible to identify three sub-categoriedesdforward PA systems: those which act
primarily to linearize the PA at backedfdevels, and usually require the PA to be used below its peak
power capability; those which act primarily in a peak powestoration mode; and those which do
some of both. The second of these subcategories can be emtsith be anféciency enhancement
technique in applications where the signal peak-to-aweratio is very high[[iL].

There are several practical considerations in the impléatien of feedforward systems. The error
amplifier [63] must be highly linear, which results in loffieiency topology (e.g. Class A) and limits
the total dficiency of the feedforward system |64]. Besides, the phaseaanplitude imbalances

between the main RF path and the signal cancellation patlissinatically degrade the linearization
performance([65]. For instance, a 25 dB distortion supjwas®quires either an amplitude error of
0.5 dB or less or a phase error of 0.5 degree or [ess [63]. Asudtyextra control must be employed
to synchronize both the gain and phase.

It seems that despite thefliculties and challenges, feedforward solutions have thuddiminated the
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Figure 1.16: Schematic of feedforward system.

mobile communications market. The linearization perfarogaseems to have been such that users
have been willing to accept lowffeciencies, typically in the 10-15% range for PA applicatioxéth

the advancement of digital signal processor (DSP) teclgyploany digitally controlled feedforward
amplifiers have been reporteéd [66]-[67]. However, the imp@atation of the feedforward technique is
so costly that it is employed only in the base-station anell#atsystems[68]F[69].

Furthermore, the extra cost of the various couplers, dél@g] and the PA itself all point to a need for
an alternative solution capable of highdéli@ency and lower cost. Clearly, DPD in principlfers a
solution which dispenses with all of these RF components ety adds about $10 worth of silicon.
It would seem that the long reign of the feedforward amplifiry be coming to an end [46].

1.4 Research Objectives and Organization of the Thesis

To increase talk time and battery life, highieiency power amplifiers are necessary in handset de-
signs. On the other hand, with the advancement of WCDMA systemore spectrumficient tech-
nigues need to be applied. This can be attained by complexostant envelope digital modulation
schemes leading to high peak-to-average ratios that ebighly linear amplification. However, the
traditional Class AB power amplifiers may not satisfy théngfent requirements for bothfeiency

and linearity, triggering challenges to devise some methodmprove one parameter without wasting
the other. This PhD dissertation also targets this problem.

The major purpose of the thesis is to increase the ovefalency of a microwave power amplifier by
introducing another stage to the structure and change éise®according to the input signal level and
based on some key criteria. Moreover, in order to deliventagimum possible power to the load, the
load impedance of the whole amplifier is tuned to the optimomtusing tunable matching structure.

Inspired in concept from the Dynamic Bias Switching (DBS) &ynamic Load Modulation (DLM)
techniques as well as Doherty Amplifier, a design methodolsgroposed which enhances thé-e
ciency by changing the bias point of an alternate stage dsawelining the load impedance using a
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tunable matching network. The proposed technique can lieegtin mobile communication handsets
where linearity and especiallyfficiency of the amplifiers play an important role in system giesi
The key results of the thesis are summarized as follows:

¢ A new configuration consisting of two FET devices connecteg@arallel has been proposed.
The drains of the transistors are directly connected whiegates are ac-wise connected so that
different gate biases can be applied to each device. In this weagrevable to create large-
signal IMD sweet-spots by maintaining the gate bias of onthefdevices in a specific range
determined by two-tone load-pull analysis in the first stefhe design.

e A new computer aided design methodology is proposed basdahdrpull analysis. First the
biasing range of the transistors are found, following bytspg the optimum load impedances
where either the amplifier can deliver maximum power or maxmgficiency can be achieved.
We have made use of an important fact that the optimum loaat podves on the Smith chart
according to the input power and gate bias voltages neatingitdesign of Tunable Matching
Network (TMN). In this stage a number of so callggerating stateare chosen among a bunch
of options in order to fulfil some specific requirements.

e A varactor-based TMN is designed which not only plays the aflmatching network but also
is designed to enable the on-board load-pull analysis. iEhisie to unavailability of external
load-tuners. Sincefgciency is an important factor in our design, the loss-facfahe TMN is
of prime importance which needs to be considered in desigiviA.

e An integrated design of the main amplifier together withifglt and output tunable matching
networks has been presented and simulated using harmadaiccbasimulator engine of the
Agilent ADS. The circuit was fabricated and the analysesewarified by the experimental
results.

This dissertation consists of five chapters which are omgahas follows:

As studied earlier, at this introductory chaptefficgency and linearity requirements of the modern
wireless communication systems were discussed and the-¢fabetween these two contradicting
requirements was highlighted. Two main techniques availiambthe literature for bringing up the two
parameters together were studied in 81.2 and 8§1.3.

Following that in Chapter 2, we will investigate tunable oiabg techniques in general. First an
introduction of the load-line theory and optimum load tunimechanism for delivering the maximum
power to the load in contrast to conjugate matching to pwadximum power gain will be presented.
Subsequently in §2.3, a brief description of load-pull gs&l and the resulting load-pull contours are
demonstrated. Mierent techniques for providing tunability in matching stures are studied later

and among those the varactor-based TMNSs are investiggpadegely in §2.5.

Chapter 3 is dedicated to the detailed description of ouigdesit begins with the introduction of
intermodulation sweet-spots and explains the conditionteuwhich a small-signal or a large-signal
sweet-spot may be created in IMD response of an amplifieslitifis in 3.3 by the presentation of our
circuit configuration and design methodology based on atbme-load-pull analysis in order to find the
range of the gate bias voltages as well as the optimum loaddanres. In the next section, the design
of varactor-based load-pull analysing circuit which isoalgilized as the tunable output matching
network is presented. The chapter ends with the illustnagfadhe harmonic balance simulation results
which reveals the final performance of the amplifier in terrhpawer added &iciency, power gain,
VSWRs, bandwidth and intermodulation behavior.
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Chapter 4 presents the measured results of the fabricatplifiamwith its tunable input and output
matching networks. Key design parameters, such as PAE,rgmaire and IMD will be presented.

Chapter 5 concludes the dissertation with a summary of thikwFuture directions are discussed in
the field of high-éiciency and high-linearity power amplifiers for advanceddsst applications.
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CHAPTER 2

TUNABLE MATCHING TECHNIQUES

2.1 Introduction

As stated in the previous chapter, the PAfesufrom dficiency degradation at reduced drive levels.
Various techniques, such as Envelope Tracking, outphasatjod and Doherty amplifiers have been
proposed to improve PASgciency under low power operation or power badgksoHowever, envelope
tracking approach needghieient envelope amplification, adding to the overall powanstonption.
Doherty amplifier implementation requires multiple degiand extra dividinggombining circuits,
which adds to the cost, size, and circuit complexity. AnotBehnique that address thi@eiency in the
back-df mode is dynamic biasing or regulation of the supply voltaighe output stage. But dynamic
biasing provides only modest improvements ffiokency, and supply voltage regulation requires an
efficient DC-to-DC conversion, again increasing system costcamplexity.

Comparatively, an alternative for improveflieiency is load-line adjustment as a function of output
power using an adaptive or reconfigurable output matchiriggar&. This method known also as
Dynamic Load Modulation (DLM) has been demonstrated agtactive substitution and recently has
gained a lot of interest [70]-[75]. It utilizes tunable outpnatching networks (OMNSs) with preferably
passive tuning components that consume negligible dc pewercan be designed as a part of the
OMN. Moreover, the DLM technique has also been proposednasinitter-level[76],[77], where the
Tunable Matching Network (TMN) is controlled by the basethaignal, generated and predistorted
by the DSP module.

This chapter will begin with an overview of load-line thea@yd explain why an improvediiiency
can be achieved by tuning the load impedance. Following&mahtroduction to load-pull analysis and
various load-pulling techniques will be presented. Theffetent schemes available in the literature
for providing reconfigurability in load values and henceatirey a TMN will be discussed. And finally,
varactor-based TMNs will be investigated in more detail.

2.2 Load-Line Theory

2.2.1 Gain Match and Power Match

Impedance matching is the most crucial stage in RF power iienpliesign because without that
no power would be transferred to the load. Generally theeetao types of load matching: gain
(conjugate) match and power match. In the first type, as theenaplies, the goal of matching is

23



maximizing the power amplifier’s gain while in power matapihe transfer of maximum power to the
load is targeted which does not necessarily lead to the maxigain, as will be described.

Figure[Z.1 shows the power transfer characteristic of asCAaamplifier with two diferent output
matching conditions. The solid line shows the responseriaraplifier which has been conjugately
matched at much lower drive levels. The two points A and Brriefehe maximum linear power and
the 1 dB compression power, respectively.
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Figure 2.1: Compression characteristics for conjugatemand power match[1].

It has become something of a standard in the RF amplifier caritynto use the 1 dB compression
point as a general reference point for specifying the powpability of an amplifier or an amplifying
device (transistor). It also represents a practical limitlinear operation. The 1 dB compression
point actually represents a moderate, rather than a wealkilinear point. So in linear PA design
it is primarily focused on point A, which represents the paih which nonlinear behaviour (gain
compression) can initially be detectéd [1].

In a typical situation, the conjugate match would yield a ladBnpression power significantly lower

than that which can be obtained by the correct power tunimgys by the dashed line in Figure P.1. At

both points A and B, the device would be delivering 2 dB lowewpr than the device manufacturers
specifications. Unfortunately, power transistors areroftee most expensive individual components
in a system, and such wastage of performance can be trahdiatetly into unnecessary cost. So the
power matched condition has to be taken seriously, degptéatt that the gain at lower signal levels
(i.e., the lower left-hand corner of Figure .1) may be 1 dBsoress than the conjugate matched
condition. The two power sweep measurements of this figuledte that there is some kind of

functional relationship between output power and outputchavhich actually leads us to the load-

line theory to be described next.

2.2.2 Optimum Load Matching

As the starting point for this analysis of an RF power amplifiensider a heavily idealized device
model, shown in Figure2.2. This is an ideal nonlinear trandactive device, represented here as a
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voltage controlled current source with zero output conaiuicg and zero turn-on voltage. The transcon-
ductance is linear except for its strong nonlinearitiegespnted by pinchfband hard saturation at
Imax- This is the maximum current the device can handle, and heiltbe a limiting factor of the
output power. A second limiting factor is the maximum draiasbvoltage Ypc). The maximum volt-
age supplied to the drain might be limited by the availablgrosupply or the breakdown voltage of
the transistor itself.

A key feature of this analysis is that the device is nevemaid to breach these limits of linear op-
eration; in this sense the analysis is valid up to, but nobhdythe onset of gain compression. An
important detail is that although the transistor is beingsidered as an ideal voltage-controlled current
generator, the RF load may have a reactive component, buitpyt parasitics of the transistor will
be considered to be part of the external load.

las A
VS
- \If'\\ (Iineargsteps)
‘ A
— o L\
o @ufw |[ N—%
Lo, To) l i \\ ™
s , < .
01V, ee(<< Vo V'DC v e

Figure 2.2: Ideal nonlinear device model for optimum loapleration.

Now take, for example, a case where the current generat@ugaoly a maximum limiting current of 1
Amp, and has an output resistance of 100 ohms. Applying thpigate match theorem, a load of 100
ohms would be selected for maximum power transfer. But thiage appearing across the generator
terminals would be 50 V. Since the current generator is thputiof a transistor, this would exceed
the voltage rating of the device. As stated before, thera edalitional restriction in that the transistor
voltage swing is limited by the available DC supply. To ansilg observer, only able to observe the
power (but not the voltage or current waveforms) in the |agistor, the device would therefore show
limiting action at a current considerably lower than its gilogl maximum ofl 5« This is clearly an
undesirable situation; the transistor is not being usetstuil capacity, or ficacy.

To obtain the maximum possible output power, both the veltagd current swing must be used to its
full values. The current swing goes from zerd tQ,, and the voltage swing from zero¥,ax = 2Vpc
since the voltage is symmetric abolgc. Hence, in order to utilize the maximum current and voltage
swing of the transistor, a lower value of load resistanceld/oged to be selected. This is known
as theload-line theorywhich states that the maximum power that a given transisardeliver is
determined by the power supply voltage and the maximum otioEthe transistor. The optimum
value is commonly referred to as the load-line match I6%d,: and in its simplest form would be the
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ratio

V 2V,
RLopt = —max _ BT (2.1)
|max |max
The available output power at optimum load impedance woald b
V 1

PLopt = | > EVDCImax (2.2)
max
2

It is worth noting that the peak RF voltage dfg- arises primarily from the symmetry of the assumed
sinusoidal waveforms. An RF waveform that is symmetricalidlits mean level has to rise to a peak
voltage of twice the DC supply in order to remain above zertherdownward part of the cycle. It can
be shown that when the waveforms become asymmetrical dusrtedmic content, the peak voltages
can be greater (or less) thaNp. Also for non-ideal transistors, due to the non-zero kndage as
shown on FigurE2]2 the actual amplitude of the voltage veawefs less thaiVpc. So In calculations
of R_opt for non ideal transistorgpc may be substituted bYpc — Vineefor greater accuracy.

It is also important to note that the optimum load has beeivelgat the terminals of the transistor
current generator or the intrinsic drain of the transisEince this is the point where the drain voltage
drives a current into the output network and thus, where theep is generated. We need to transform
this result to the output soldering tab of the packaged diee device output capacitance, bond-wire
inductance, and the package parasitics have to be takeadotant at the outside terminal in order to
present an impedance which maps onto the original optimuen ©his is the very reason that makes
the calculation of the exact location of the optimum loadddes or even impossible task necessitating
the use of circuit simulators or measurements.

2.3 Load-Pull Analysis

Under linear conditions a device characterization peréatrim terms of scattering parameters is an
adequate device representation. Nevertheless,fibetigeness of such a representation fails when
describing the circuit behaviour under large signal ojegatonditions. In the latter case, nonlinear
phenomena arise in the active device, generating harmatartion, intermodulation, Adjacent Chan-
nel Power Ration (ACPR) and many other nonline@ees. Moreover, device performance strongly
depends not only on the bias point but also on the power ahfhé port (i.e. the level of the driving
signal). In this context, the techniques that quantithfiebaracterize the device performance versus
both the source anar the output loads are referred to as source/@ridad-pull technique$ [78].

The load-pull analysis therefore is to vary the load valuaroéctual transistor or a Device Under Test
(DUT) to determine the optimum load which results in peakpatpower at dierent input driving
stimuli. As the first step in RF PA design, load pull measuneiméth real transistors or in a simulated
environment is a powerful method of finding optimum conditoThe simulated environment has also
an advantage hard to realize in reality. This is the possilid terminate individual harmonics with
arbitrary impedances.
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The load-pull analysis is performed by measuring delivgveder and drain ficiency or PAE at a
large number of load impedances represented by points amtltle chart. The results are then usually
reported on a Smith chart as the contour level curves foreatexed parameter (i.e. constant output
power, or diciency, or IMD, etc.). By inspection of these contours itésgible to find the peak values
of output power andféiciency and their respective impedance points. It shoulcbbedthat the points
of optimum dficiency found by load-pull analysis are only optimum for thatticular measurement
setup. Changing a parameter such as drive power or biasititimms will give a new set of optimum
points.

Load-pull data gives the designer a well-defined impedaes&d target, on which to base the strategy
for suitable matching network design. It apparently cots/@n intractable nonlinear problem into
one which can be attacked and solved using linear technigp@é®ven linear simulators. The load-
pull test seems likely to continue to provide the basic mesments required to derive and fine-tune
nonlinear models for RF power devices. The usefulness obthec#oad-pull analysis on other
typical applications like the mixer desidn79].[80], aslvess the oscillator characterization and design
[81]-[83], is also widely appreciated. Moreover the soypoét characterization, even if performed at
small signal levels, has important applications in lowseoamplifier design, allowing device noise
parameter identification, while applyingfiirent source impedance loading conditidns [84],[85].

Figure[Z.B presents a typical set of load-pull data. Thelteshow closeccontours marking the
boundaries of specified output power levels. For most gralkcgurposes, the PA designer is mainly
concerned with the 1 dB and 2 dB contours, these represelaiets relative to the maximum or
optimum power output of the device at the test frequency. mhbst obvious observation in looking
at the data in Figure 2.3 is that the constant power contplotted on a Smith chart, are not circles.
Unlike noise and linear gain circles, they resolutely reftsdisplay a circular profile, no matter how
carefully the equipment is calibrated. This was assumecta manifestation of nonlinear behavior,
but note that the contours are still roughly the same shape,iéthe criterion for power measurement
is shifted to the maximum linear power (i.e., points A, A’ ilg&re[2.1) [1].

Figure 2.3: Typical load-pull contours.
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In its simplest form, a load-pull test setup consists of tedck under test with some form of calibrated
tuning on its output. The input will probably also be tunatblet this is mainly to boost the power gain
of the device, and the input match will typically be fixed @ds a good match at each frequency.
Some kinds of RF transistor, particularly bipolar trarmist show significant dependency between
output power and input loadl[1].

In terms of categorizing the filerent load pull strategies, several classifications arsiples There
are diferent approaches to properly change and control the loadinditions to be presented to the
active device, which can lead to a first classification in tlesses[[78]: in the first one, namglgssive
load pull, the impedances are changed by using passive rietlaving variable passive components,
like multiple stubs or slug tuners. In the second one, naraetiveload pull, an auxiliary signal,
usually somehow related to the same test source, is usedpenty generate a given load (or reflection
codficient).

As a further classification, accounting for the nonlineanaeour of the active device, and thus the
resulting harmonic generation phenomena, the load pullbeanarried out at the fundamental fre-
guency only (i.e. controlling the loading conditions at taerier frequency only), or at the carrier and
harmonic frequencies (harmonic load pull), i.e. contngjlthe loading conditions also at one or more
harmonic frequencies of the carrier. To complete such anaaig classification, a further feature (nor-
mally used in order to identify the methodology to be adoptedn measuring the required figures) is
based on the use of scalar or vectorial techniques and nieggustruments. In the first case, in fact,
power meters (PM) aridr spectrum analysers (SA) are usually adopted, while ifettter, a network
vector analyser (VNA) or a fast sampling scope is mandatGlgarly also the calibration techniques
to be adopted in the two cases aréatient, together with the resulting accuracy for the two $et o
strategies (higher for the vectorial approach) [78].

Detailed investigation of dlierent load-pull techniques can separately be a new sulojeatresearch
which is totally beyond the scope of this dissertation. klext chapter, our own load-pull measure-
ment setup developed just for our PA design purposes willlbsgmted. The interested reader can be
referred tol[1] and 78] for further information aboufi@irent load-pulling methods.

2.4 Providing Tunability in Reconfigurable Matching Networks

As stated in the previous section, using load-line theoryimam power diciency in PA design can
be achieved over the input drive variation if the load resise presented to the transistor is adjusted to
the optimal value according to the input power level. Thislifig leads us directly towards the ways
of devising the mechanisms for providing tunability in thgglementation of matching networks. This
so called power-adaptive tunable output matching netwaehikch presents dierent load impedances
at different power levels, can therefore be used to enhance thalloRér efficiency. Historically,
tunable matching networks have been extensively intradiacel utilized in RF circuits nearly from
the beginning of 21st century.

Different configurations were proposed in the literature usivarigty of tunable components in dif-
ferent technologies. In the following, some of the commaiques and their advantages and draw-
backs are presented. In a hybrid technology, such as lumpéate-mounted and distributed com-
ponents mounted on a low-loss dielectric substrate, tlityaisi obtained by PIN diode switche's [86],
[87], or by continuously varied semiconductor varactor2]{74] and [88]-[95]. The advantages of
this technology are its practical and economical aspedt® rilain drawback is the frequency limi-
tation due to packaging constraints, whereas hybrid dewie@ be designed to work from 100 MHz
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to 10 GHz. Furthermore, a compromise has to be found betwegadncy and maximum power: in
[92], an impedance tuner could operate at a maximum powes dBm up to 5 GHz, whereas in[86],
the maximum power was 40 dBm at 400 MHz.

Semiconductor devices have small tuning delays dependingply on electron mobility. Minimum
circuit dimensions are determined by the sizes of the sesfacunted components. Thus, even if
distributed components are replaced by lumped ones, therdiions are still of the order of 1 cm.
Integrated circuit (IC) technology can drastically redtice size of lumped components to the order
of 1 mm [84], [96]. The tunability is obtained as in hybrid eology with the additional ability of
using switching transistors. Distributed components aally inconvenient for RF networks, not
only because of their size, but also because losses can bssase; particularly if not fabricated on
low-loss substrates such as float-zone silicon or silicefirgulator. In such cases, insertion loss can
exceed 10 dB[84].

In classical CMOS technology, transmission-line qualdgtbrs are very low (approximately 5-10)
because of metal and dielectric losses. Impedance matcigtvgorks have been demonstrated at
frequencies from 1 GHz[96] to 20 GHZz [84]. Higher frequeneyworks are hard to design because
of dielectric and metal losses. The main advantage of tltisnt@ogy is fabrication by a standard
CMOS process. In addition, research advances can be eadilgpidly transferred to industry.

Micro-Electro-Mechanical System (MEMS) devices have based in applications from 5 to 110
GHz. With MEMS, the tunability is obtained by adjusting aaetor [97]-[99], or switching[[100]-
[104]. With a relatively low loss and low nonlinearity, MEM&e especially suitable for moderate
and high power devices. They are also useful in low-lossiegdns, and work at higher frequen-
cies than components in other technologies. However, disddges of MEMS include limited life
because of mechanical wear, high control voltages (tyipi€i-40 V), and large delays of the order
of microseconds. This technology is also relatively expenand packaging remains a challenge.

There are some papers about implementing tunable matcleitvgorks using tunable transmission
lines [105], [106]. Ferroelectric varactors have also heeestigated by several groups [107]-[110]. A
variation of the static electrical field causes a variatibthe permittivity, and thus, of the capacitance.
A maximum input power of 33 dBm at 1.95 GHz is claimed[in [108he output power of the third-
order intermodulation (IMD3) intercept point reaches 5@88n for 1 MHz of dfset between the two
inputs at 1.95 GHz. However, the insertion loss of 1 dB isifiggmt. The main disadvantage is that
the bias voltage has to be of the order of tens of volts, su@0asin [110] and 100 V in[[108]. In
[107], [108], and[[11D], ferroelectric varactors were rgpd on RF substrates, respectively, FR4, RT
Duroid 6002 and RO3003. Consequently, the size of the cdmpletwork is near that of a hybrid
semiconductor version.

Considering the practicality and ease of implementatiotunfble matching networks using variable
capacitors or varactors, we are also going to design the TKibluo amplifier utilizing varactors.
Hence, | found it useful to dedicate a separate section fecrd@ng varactor-based TMNs in more
detail.

2.5 Varactor-Based Tunable Matching Networks

A varactor diode is a P-N junction diode that changes its citégprace and the series resistance as the
bias applied to the diode is varied. The property of capacéahange is utilized to achieve a change
in the frequency or the phase or in our case the impedanceea€atrical circuit. Since the varactors
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are normally implemented by reversely biased diodes withewd for significant driving power and
varactor control signal is essentially a baseband voltagek no significant driving power is required
for the tunable matching network. The baseband controbsigrthe varactors can, therefore, be very
wideband without any faciency degradations due to the driving circuitry. This irém¢ wideband
potential of the varactor-based DLM makes it very promisim¢ransmitter architecture for modern
communication signals such as multi-carrier WCMDA which hasonly a high PAR but also a wide
bandwidth.

In 1997, Sinsky and Westgate studied a tunable matchingonktvonsisting of varactors and a quarter-
wavelength impedance transformer][89]. But varactor-#d¥dN as the main building block of the
more general subject of Dynamic Load Modulation, propose&aab for linear andficient power
amplification of signals with high envelope variatiohs![;]@M]. In this technique, the load impedance
of the RF power transistor is varied dynamically accordmthe signal amplitude.

However, design of varactor-based matching networks it lnodulation of high PAs at high frequen-
cies requires special design considerations, which asdyraresented in any previous publications.
Nemati et al. for the first time i [74] discuss these high podesign issues and present a higi-e
ciency load modulation architecture for peak output poweels and frequencies more than 5 W and
0.9 GHz, respectively.

According to [74], feasibility of a varactor-based tunabiatching network for high power high fre-
quency applications is dependent on varactor technologycaouit design considerations. Within
the general family of tuning varactors, there are severgdntategories, each designed for particular
consideration of application and cost. The most importagtirements for the varactor technology
are low series resistance, large capacitance tuning réngatity, and high breakdown voltage [91].

Moreover, the classical problem related to varactor digsléiseir distortion when a modulated signal
is applied to their terminals, disqualifying them for limesgpplications. In[[111], however, it was
demonstrated that by stacking diodes in anti-series, on@lstin an almost ‘distortion-free’ tunable
capacitor. In[[72], custom-made silicon-on-glass vanacidth a uniform doping profile are proposed
in an anti-series configuration to address the linearityiregnent for load modulation applications.
The breakdown voltage of these varactors is 12 V, which $intieir application to low-power handset
applications.

Generally, the key electrical parameters guiding the Siele@and usage of a varactor diode can be
considered as:

e Reverse breakdown voltage and reverse leakage current

e Capacitance value and the capacitance-voltage changeitbeha

e Quality factor Q
Circuit tuning requirements will define the appropriate idevcapacitance versus voltage curve and
specific material doping gradients. The two semiconductatenals generally used are Silicon and
Gallium Arsenide. Based on the various material gradieatactors can be categorized in three main
groups: Abrupt junction, Hyper-abrupt junction and freqeyelinear tuning varactors [112]. Since the

device of our choice is an abrupt junction diode, it would bkful in our later design stage to present
a brief introduction of these devices.
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Abrupt junction varactors are presently the most commosbBduyproducts. Thanks to advanced pro-
cessing techniques it became possible to obtain uniforraped profiles, which resulted in inverse
square root dependence in these diodes. Junction capacibthese devices can be best described
by

(2.3)

whereV, is the applied reverse voltaggj is the junction capacitance for zero voltage appli@ds
the built-in or junction potential which is 0.7 V for silicatiodes andy is the exponent or grading
parameter. Considering the package parasitics, a simpleadent circuit of Figur€2]4 can be utilized
at the design stage in whidky andC, are parasitic components introduced by packagingRyid
due partly to packaging but mostly to the limited Q of the jiimt diode itself. Series inductandes
and parallel capacitandg, are considered constant and are given by the manufacturardpecific
package. Series resistanég, is a function of applied voltage and operating frequenay lsuay be
also considered constant. The value used should be takaritisospecified maximum value or derived
from its Q specification. The Q factor, also known as the figafrenerit and the quality factor, is an
important parameter for a varactor diode since it detersihe frequency limit applicability and loss
of the diode.

C/()

R
W— |

Figure 2.4: Simplified equivalent circuit of the packagetheor.

The classical definition of the Q of any device or circuiligd3]l

_ Energy Stored
"~ Energy Dissipated

(2.4)

For a series combination of a capacitance and a resistarfce thee case of Figure 2.4, the quality
factor is defined as

1

Q= 27TRsC; (V;)

(2.5)
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wheref is the operating frequency. From the above equation itvidlthat Q is a sensitive function
of the applied reverse bias. As this bias is increased, tlepleyer expands, reducing the junction
capacitance as well as the undepleted resistance. Botlesd tthanges translate into an increase in
Q. Also important to note is the dependence of Q on the operétequency. Historically, the tuning
varactor business developed the habit of specifying Q at Bz,Nh spite of the fact that Q values of
microwave diodes are so high that it is impossible to meathe® accurately at 50 MHz. However,
due to linear relationship, one may extrapolate Q tdfedént frequency simply by using the reciprocal
relationship:

Q(f) = Q(f) - ]:—j 2.6)

In addition toCjo, @ andy which are the main parameters©f (V;) defined by Equatiori (21 3), some
other parameters are also included in the SPICE model ofttipevaeractor to provide a more trustful

nonlinear model for high power applications. As an examplgigure 2.5, typical SPICE parameters
of the nonlinear model of a varactor diode used by Agilent AD&ther with definitions of some of

the parameters are shown.

Diode_Model
DIODEM1
Saturation Current—» |g=1e-14 Af=1
N=1 Ffe=1
Tt=0 Msw=0.33-+—— Sidewall Grading Coefficient
Zero-bias Junction Capacitaneée— Cjo=2e-12 pF  Fcsw=0.5
Junction Potential —\/j=0.7 Area=1
Grading Coefficient—— M=0.5 AllowScaling=no
Forward-bias Depletion Capacitanee— Fc=0.5 Thom=27 «—— Nominal Temperature
Isr=0 Xti=3
Nr=2 Eg=1.11 -«—— Bandgap Energy (eV)
Reverse Breakdown Voltage—» Bv=30 V
Ibv=1e-3
Nbv=1
Ibvi=0
Nbvl=1
Kf=0

Figure 2.5: SPICE model parameters of a typical varactatalmrovide by Agilent ADS.

It is important to note that although the variation of the a@fance with applied reverse voltage is
described with Equatiori_(2.3), the real curve of the capaci versus voltage would deviate from
that of the equation due to intrinsic and package parasifiogjive an example, consider SMV1247
which is an hyperabrupt junction tuning varactor from ‘Sky¥s’ with Cjo = 9.22 pF, @ = 13V and

v = 105. The graph of the capacitance as described by Equétiona@d3the measured results given
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in the data-sheet are showr(inl2.6. Th&atence between two graphs is obvious especially at higher
voltages where the capacitance-voltage sensitivity @se®more in the actual case.
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o
SMV12481——
. NN
SMV1247
0.1 L1 1
a 20 40 6.0 8.0 0 20 4.0 6.0 3.0
Reverse Voltage (V) Reverse Voltage (V)
(a) (b)

Figure 2.6: Capacitance of SMV1247 varactor as a functioapplied reverse voltage: (a) equation
based characteristic, (b) measured characteristic giye¢neodata-sheet

The varactor model of Figufe 2.4 with the parameters of EifliB is useful for RF VCO and tun-
able matching applications although it neglects some fiEra®mponents often needed for higher
frequency microwave applications, such as the distriblitedpackage model and some capacitance
due to ground proximity. For most RF applications, to ababt @Hz, these parasitic components
would not be important unless higher harmonics generatatidyaractor have a considerabléeet

on the performance of the circuit. In this case, a more detafjuivalent circuit model is needed. The
technique used should be based on the varactor model éstracbcedure from S-parameter data.

When it comes to the rectifyingffect of the varactor diode during a positive voltage swingsnud
the times, it is ignored. Because for most RF applicatioms,léwest practical DC control voltage
value is 0.5 V and the magnitude of RF voltage rarely excequtsaf of 0.2 V. Therefore, the varactor
is maintained in its reverse bias state. However, with aelaignal application just as for the case of
our amplifier it is necessary to consider the rectifying mies of the diode as well. To do that, the
turn-on and breakdown of the varactor should be avoidedderdio proper behavior and survival of
the varactor. In order to avoid the breakdown, the followielgtion should always hold:

VRFmax+ Veias < VB 2.7

This increases the minimum achievable capacitance valdie@msequently, reduces the network tun-
ability. But fortunately since this limitation takes plaggthe higher voltages where due to exponential
relationship, the sensitivity of the capacitance to theéatmms of the applied voltage is minimum, the

reduction in the tunability is negligible. On the other haimdorder to avoid the turn-on and keep the

diode always in reverse bias, we have:
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Veias — VREmax> 0 (2.8)

This condition limits the maximum achievable capacitangainlike the other extreme, this time it has
a very severeféect on the tunability because iffacts at lower applied voltages where the sensitivity
iS maximum.

One of the best solutions proposed in the literature foeveig this problem is using two varactors face
to face in a structure calleghti-seriesconfiguration as shown in Figure2.7. With the assumption tha
the RF voltage is divided equally between two diodes, in #he configuration the limiting constraints
of (Z4) and[(Z.B) would respectively modified [ (2.9) dnd(®. This makes a significantftirence

at the high sensitivity region and solves the problem of lotueability range of the single varactor
which would be present otherwise.

V
%rmax_'_ VBIAS < VB (29)

Vi
VBlAS - % >0 (210)
Y Y Y
de % de % de %
RF Cac Cac RF Cac Cac
— —_—
S Il | < I 3 N o
[ | | I [ [
+
£ Y
dc -1
+
Veias " -
Vens o ZS V2
/77 -
177

@) (b)

Figure 2.7: Anti-series varactor diode configuration. \¢&wes can be in (a) series or (b) parallel with
the RF path.
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In terms of linearity, the anti-series configuration pr@sdan advantage as well. The variation of the
varactor capacitor with the ‘RF swing’ is an undesiralfiie&t, causing nonlinearities and distortion
in the signal. According td [114], using the abrupt-junaticaractors in anti-series structure would
improve the linearity as well as the tunability range. Inartb show that, the Taylor or power series
expansion of the varactor capacitance describef by (2u3ed as follows [114].

If Vq is the bias voltage andis a small fluctuation, by replacing = Vq + v, Equation[[ZB) can be
expressed as

C'O Vv -y
Ci(v) = J 1 2.11
J(V) (€D+VQ)7 ( +¢+VQ) ( )
which can be expanded as
C(V) =Co+Civ+CoV? + - (2.12)
where
Cio
Ch, = —B 2.13
O T @+Voy (2.132)
Y
= - 2.1
Ci = Cogive (2.130)
C = 007(7—”)2 (2.13c)
2(@13 + VQ)

The analysis of the anti-series configuration of Fiduré 2@ again be approached by deriving an
equivalent power series for the capacitance of the wholeedtion. Consider the circuit of Figure 2.7
(b). For each device the power series can be written as

Cl(Vl) = KO + K1V1 + K2V§ + - (214)

Cg(Vz) = Lo - L1V2 + LZV% + - (215)

Let v be the total incremental voltage where= v; + v,. It is shown in [114] that the resultant
capacitance of the composite common cathode or anti-sgyiesection is

1 2P 3

= — — v+ — (2P? — PoP,) V2 + - - 2.1
C(v) P P3V+Pg( 2 — PoP) V2 + (2.16)
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where

1 1
P() = K_O + L_O (2173)
K L
po= fa b (2.17b)
2k3 " 203
K2/2 - KoKy/3  L2/2 - LglLy/3
P, - 1/ oKz/ . 7/ olz/ (2.170)
K3 LS
0 0

For matched diode§ (2116) is written as

K K 1.5K?
_ Ko 2(1 1

- KOKZ)V2+~~ (2.18)

Equation [2.IB) shows that the second-order distortiodéslly zero. The cd&cient of v> which
causes third-order distortion implies two significafieets. First, the factor o§ arises from the fact

that each diode has approximately half the RF voltage aét@sxl thus IMD3 is reduced b@)s.
Secondly, the cd@cient has the possibility to be zero if

1.5K2
KoKz

(2.19)

ReplacingKy, K; andK; using (218 ) results in the value pf= 0.5. It means that, in the anti-series
connection of varactors if is exactly equal to 0.5 (corresponding to an abrupt dopirmdilp), then
IMD3 will be theoretically zero.

There is also a conceptual explanation about the reasomottien of the third order non-linearity in
anti-series configuration of varactor diodes. Accordingigure 2T (b), although both of the varactors
are DC biased at the point of their common cathode, the itetaous RF voltage swing on two diodes
are in the reverse direction as shown in Fiduré 2.8. It mdaatswhile the instantaneous capacitance
value is increasing due to decrease in biasing voltage ofleviee, the capacitance of the other device
is decreasing due to increase in its biasing voltage. Trasging of the capacitances on the opposite
direction has thefeect of reducing the non-linearity and hence the third ord@rmodulation terms
introduced by the varactors.

However, the story does not end here. Connecting two caadit series on the other hand, if not
halve but decreases the total capacitance seen from thie idiirst sight, it seems that this problem
can be easily solved by choosing a varactor widy@value higher than the initial one. But according
to the data-sheet of the varactors, with increasingQfaeof the diodes, the quality factor decreases
which results in raising the value of series resistaRgeThis is definitely unfavorable because even
an increase of 0.0 in Rs value leads to a considerable amount of reduction in tdéfaiency of the
amplifier.

This problem can be solved by using smallgg and hence higher Q but paralleling as much varactors
as needed to provide the required capacitanck [[74], [95fhignway, a XN series-parallel varactor
stack can be formed. An example ok varactor stack is shown in Figure 2.9. Such a stack is
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Figure 2.8: Instantaneous RF voltages on the varactor®iariti-series configuration.

equivalent to a single varactor, but with a higher achiewabhing range and increased equivalent
breakdown voltage. However, in practice, the implemeaitatf such a stack adds extra parasitics
such as connection inductances and should be carefullyd=yed. Monolithic Microwave Integrated
Circuit (MMIC) or in-package integration could be a goodioptto reduce or control the parasitic
effects.

The last parameter that should be investigated before fingsiis chapter is the loss factor. One
of the most important aspects of tuner design is to maxinfizggbwer gain or minimizing the loss.
The general definition of this gain known as operating poveén ¢which for the matching network is
actually loss rather than gain, just like in mixers) is

P _ power delivered to the load

Lp = = :
P Pn  power input to the network

1 1- 1P
= —— Suf ——t— (2.20)

1—inl |1 = SoolL |

whererl, is defined by
S12So11L

I'n=S —_— 2.21
in 11t 1- S, ( )

For Z. =509, we havel'. = 0 and from[[Z.2)I". = S11. Hence the power loss equation bf (2.20)
reduces to

2
. [S21] , (2.22)
1S
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Figure 2.9: A X3 varactor stack in parallel with the RF path.

The losses of the tunable matching networks are caused Hiynited Q of the inductors and varactors,
transmission line losses and the parasitic resistancég aliscrete components. In a lossless network,
loss factor or | is equal to unity and falls below the unity for the lossy natkgo Depending on the
application, the loss factor is generally preferred to beret dB.

The selection of the TMN configuration and the specific vamatt fulfill the requirements of our
design would be based on the material presented in thisehapd is one of the main parts of the next
chapter.
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CHAPTER 3

EFFICIENCY ENHANCEMENT WITHOUT DEGRADED
LINEARITY IN A NEW TOPOLOGY

3.1 Introduction

The design of a power amplifier (PA), as that of any other ebaat circuit, is typically partitioned in

a series of systematic steps, from the identification of RAlirements up to the final measurements
and characterization of the realized circuit, to verifyfifaient of design specifications. The typical

design steps are listed in the flow chart of Fiduré 3.1. $tgftiom the PA requirements and electrical
specifications, the first pass resides in the selection ofetienology to be adopted for the design
and the subsequent choice of the active device type. Tler iatselected according to the targeted
application and the required operating frequency. Foamst, for low RF frequency and base-station
applications, typically LDMOS device are preferable, whibr space applications PHEMT GaAs

devices are selected for microwave or millimetre waveb4r8k

Referring to the technology, the PA can be realized in hy@itC, Microwave Integrated Circuit)
or in monolithic (MMIC, Monolithic Microwave Integrated @iuit) form, depending again on the
application, fabrication capabilities and budgetary éssuAfter proper active device selection, the
subsequent step resides in the identification of the predingi PA architecture required to fulfil the
electrical specifications. For moderate to large bandwidbihoper power amplifier design strategies
based on load-line concepts are implemented. These seagag based on the full exploitation of the
active device output I-V characteristics, and its nonlirlegge signal operating conditions.

The identification of a proper architecture depends on tbetiétal requirements to be fulfilled as well
as the purpose and application of the PA. For example, ifetexted device in a single stage structure
is not able to provide the required output power and gain |¢hven a multi-stage solution is sought.

The subsequent step is the identification of the active @dviags conditions and matching networks.
For this purpose, two possibilities are available, depsmdin the availability of the nonlinear device
model, or the physical availability of the device itself &lger with characterization setups. In fact,
when the device and test-benches are physically availti#ehest solution is clearly to characterize
the actual device through nonlinear measurements. In &sis in fact logtource pull techniques are
usually adopted to infer the real input and output matchomgddions to fulfil the design requirements
and trade-fis under large signal operating regimes. Otherwise, thetiftation of proper loading
conditions has to be inferred by using the information akdé from the adopted active device data-
sheet or the nonlinear model provided by the manufacturethis phase, several nonlinear analysis
tools are commercially available.
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Figure 3.1: Typical design steps for the realization of a PA.

40




After the identification of the device loading condition that the input (£€) and output () device
ports, and their frequency behaviour (including harmoniaesoviding the fulfilment of stability condi-
tions. From a practical point of view, usually the linearslity conditions only are checked, while the
large signal, and thus nonlinear stability conditions,eseally not verified, for the sake of simplicity.
The next step is definitely to design the loading networksrplément such impedance values. For
the design of the matching networks, both lumped or disteidhsolutions can be adopted, depending
on the available technology and operating frequency. kgtép, the preliminary ideal elements (that
are chosen to be passive and lossless, e.g. inductancesjtaapes and transmission lines) must be
replaced by accurate models of their physical implemestatiWithin simulators they are represented
by equivalent circuits, i.e. sub-circuits made up of seMerapeddistributed elements.

By replacing the ideal elements with their equivalentgitrenodels, one at a time, the designer can
accomplish some important practicalities. Moreover, atintpation step can be performed on the
remaining ideal elements in order to bring the circuit badtin design specifications. At the end of

this procedure, a more accurate and realistic circuit seltienis obtained, which has to be transformed
into a layout for realization.

Then, electrical tests on the realized amplifier are peréatto verify its performance. If the results
are not satisfactory, a reverse engineering is adoptedderatand the eventual failure mechanism
or any design critical point. Therefore, a second run becomandatory, consisting in re-designing
the matching networks accounting for the information irédrfrom the tests performed on the first
realization[[78].

This chapter begins with the introduction 8iveet Spotand their role in our power amplifier design.

Then a new topology and bias controlling technique for #&itiency enhanced PA design, based
on sweet spots will be presented. Following that, a load-gnalysis setup along with the tunable

matching network structure to be used in our final amplifidrlvé introduced. Eventually, the detailed

schematic of the designed PA together with the simulatisalte will be presented and discussed.

3.2 Intermodulation Sweet Spots

Sweet Spots are local minimums in the intermodulation disto (IMD) curves which occur in the
linear region angr near the compression point of the power amplifiers. Deipgnoh the region of
appearance, these minimums or so-called nulls are callad-signal or large-signal sweet spots and
each one can exist for aftkrent reason.

One of the best tools introduced in the literature for inigeding the behavior of the nonlinearities
of power amplifiers is the two-dimensional Taylor seriesagion of nonlinear drain-source current
(for the FET case) which can be extended to Volterra serieasa of the systems with memorfjezts
[115]. Although this kind of behavioral modelling is not thebject of the thesis, just for later referring
the two-dimensional Taylor series expansion of the draimee current is given ih(3.1)

GmVgs + GdsVds

ids (Vg& Vds)
1 1
+ Eszvss + GdegsVds + EGdZVéS

1 1 1 1
+ 6Grrevgs+ Ec;r,ﬂdvgsvds+ EGmdzvgsvéS+ éedgvgs (3.1)
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In [1186] and [117], Qu and Parker give quantitative exp@ssifor intermodulation in terms of load
and the cofficients of the two-dimensional Taylor series expansion tAeesource current. The con-
tribution of the second-order terms in the Taylor seriesaespon to the third-order intermodulation
as well as the contribution of cross-terms to overall intdoiation products are included and inves-
tigated. The inclusion of these terms is proven to be sigmificespecially when the model is used to
predict regions of intermodulation reduction that occurseatain biases and loads. But it should be
noted that the given analysis is applicable to weakly nealirapplications with low-level signals or
simply at the small-signal region. Once the device is chareed in terms of its Taylor series coef-
ficients, the bias point and load impedance can be selecta@dtamize IM performance in the small
signal regime.

The second situation is more relevant under large-signatation, where the first terms of the Tay-
lor expansion are no longer capable of represeniifg(t)) with enough accuracy. This situation
is observed for a certain excitation lewgd where the PA large-signal gain versug Eharacteristic
presents a minimum (or as is more commonly observed, a maxjmand the Ryp (Pj,) curve
shows a sudden minimum. These critical points, usually meskin the PA onset of saturation, pro-
vide high signal-to-distortion ratios at high output povaeid PAE, being therefore very attractive as
a linear PA design tool. To distinguish them from the smighal IMD sweet-spots, obtained at cer-
tain bias points and independent of small-signal levely thiere called in the literaturddrge-signal
IMD sweet-spofs A typical sample of this kind of sweet spot in the IMD3 curgka power ampli-
fier together with the fundamental output power as a funaifdghe input power is shown in Figure 3.2.
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Figure 3.2: A sample of generation of a large-signal IMD3 staspot.

The large-signal sweet-spot phenomena is extensivelgiigaged by N. B. de Carvalho and J. C. Pe-
dro in [118]. In their paper for the first time, they made usenaf sinusoidal input describing function
(TSIDF) as a tool to describe how large-signal IMD sweettspan be created. They separated {he
equation terms at in-band harmonic frequencies into sraati-large-signal contributions and showed
that the large-signal sweet spots are generated everyhigrsnall- and large-signal IMD components
interact with opposite signal phases.
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It is found that the optimum bias point for the generation oflslD sweet spot is one where the
small-signal IMD is in phase with the fundamental compon&inice, for a large signal, compression
mechanisms impose an IMD whose phase tends to oppose thatfoitdamental, a large-signal IMD
sweet spot will appear in the boundary between these twosznfrexcitation level. Therefore, as large-
signal IMD presents a 180 phase, a distortion sweet spoteg@ndaluced by the careful selection of a
quiescent point that has an associated 0 phase small-$igbalOn the other hand, if the bias point
selection results on a 180 small-signal IMD, the IMD verstigedpattern will not present any null,
but a rapid increase on distortion, close to the 1-dB congpragoint.

Later on, in another paper[1119], de Carvalho et al. showattovided the device is properly biased,
every intrinsic resistive load impedance generates adsigygal IMD minimum. Only the input-power
value for which it will be visible will change. The base-bartt 2nd harmonic impedances should also
be kept under control, if a maximization of the carrierdtiéermodulation- distortion ratio is sought.
This is in fact the point that we will benefit from in our tunatdutput matching network design.

Although it is not practical to make the circuit to operata&ky in the IMD nulling condition due to
the sensitivity of nulling phenomena, these results pgdidelines for circuit designers to select the
bias and load to position operation in regions of reducetdisn. For any further information about
small- and large- signal sweet-spots the interested reésdeferred to[[120].

3.3 Power Amplifier Design

Ideally, at the terminal of the transistor current sourbe, dptimum load impedance is purely real.
However, at the external terminal, the desired load trajgatleviates from the real axis due to the
drain-to-source capacitance, bond-wire inductance, acllgge parasiticfiects which become more
pronounced as frequency increases. Hence when a tranga&thage with an accurate model and
parasitics is to be used in a design, we have to deal with d feedback elements. These components
ultimately encumber the de-embedding process and findmgltsed form expressions for the load
impedances which delivers the maximum power to the loadrbesa tedious task or even impossible,
demanding inevitably a Computer Aided Design (CAD) meth@lr main goal in this thesis is to
present a method to improve th&eiency and linearity performance of a power amplifier by diag
the gate bias points of individual transistors of the PA wutoviding the optimum load at all times
using tunable matching network and we are going to do allisflihsed on a CAD method.

Since the objective of the thesis is to introduce a new cordifpn and design methodology and
investigate its applicability, advantages and drawbackther than designing a commercial power
amplifier, our design steps may not sometimes comply exadtiythe procedure depicted in flowchart
of 3:1. But as we are proceeding, the coverage of nearly dtleoteps will be verified.

Considering the fact that our design will be a hybrid cirewuith discrete components, the important
criterion for the selection of the active device to fulfillralesign purposes, was to find a commercially
available medium-power transistor for which a large-signmalinear model is given by the manufac-
turer. A second point that | considered is that the transgtould preferably be an enhancement mode
FET so that there should be no need for negative bias voltagkat is because the amplifier was
intended to have variable bias voltages according to thetippwer and providing negative variable
biases may complicate the design.

The transistor that we finally chose is ATF-50189 from Avagefinologies[[121]. This device is a
medium power, low noise Enhancement mode PseudomorphicTHEMMHEMT), packaged in a low

43



cost surface mount SOT-89 package. Its operating frequaamgye is from 400 MHz to 3.9 GHz which
makes it an ideal choice for general purpose transceivdicatipns of Wireless Local Area Network
(WLAN) and cellular communications. Our design frequenc®.6GHz which is one of the operating
frequencies of WLAN systems.

3.3.1 Circuit Configuration

For the power amplifiers with tunable matching networks, tain design methods are reported in
the literature. One is the separate design [74]] [76] whimhststs of a static PA and a TMN. The
PA and TMN are designed and implemented independently asrsiro Figure[3.8. This method
enables measurement-based characterizations of the PAiaalole matching network, leading to a
better design accuracy. However, this independently desi?A-TMN contains more elements than
a stand-alone PA, resulting in additional insertion los$ mismatch, as well as affifieiency decrease.
Furthermore, the bandwidth is limited +t05 MHz, due to the interconnecting ¥Dtransmission line
between the PA and TMN. Thus, this independent design metbgy is not optimal for implement-
ing a broadband PA-TMN.

Ve Vo
Control Signal Control Signal
f (Envelope) f (Envelope)

p T T P
_ny Static PA Z,=500 Ly
o—— TMN,, without TMN,,: +——o

matching networks

Figure 3.3: Schematic of separate design method of PA-TMN.

Alternatively, as shown in Figufe-3.4, the design of PA miigmetworks and TMN is integrated,
achieving a reduced circuit complexity and potential favaatband application. PA designs bf[72],
[77] and [95] are all examples of integrated structures.rtbento minimize the adversefects of the
additional components and transmission lines and hencmiimg the éficiency, our design approach
will also be an integrated one.

For the amplifier part of our design, we initially startedwé& multi-stage design idea in which more
than one transistor were connected in parallel with some &frswitching mechanism at the gates so
that with increase of the input drive, successive transsieere pushed into the circuit by switching
and hence contributed to the output power. But after tryidgt af configurations including struc-

tures with more than two transistors, with and without shet, diferent kinds of switches and even
switches at various points of the circuit, we were finally\daned that the best configuration for ful-

filling our objectives is simply a binary structure in whiska active devices are connected in parallel
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Figure 3.4: Schematic of co-design (integrated) methodheT FIN.

without any switches in any part of the circuit.

That is because the addition of any components includingrd transistor or any switches would
results in a reduction of the overathieiency of the PA due to non-idealities of the switches at Ol an
OFF states as well as adverse feedbabtdces of the extra transistors. A simplified schematic of the
designed amplifier is presented in Figlre 3.5.

Two main points are worth to highlight about the design. tFascording to the figure, while ac-wise
connected, two gates of the transistors can be biased indep#y due to presence of the capacitance
Cc. Second point is that, four transmission line segments ected to the gates and drains play a
crucial role in maximizing the gain at fiigrent bias points while Tly1 and TLp» also dfect the
optimum load impedance presented to the drain ports of #resistors. Their respective values are
determined by simulation at the initial steps of the desgwil be shown later.

Before going through the design steps, it should be merditimat in this thesis we are introducing a
CAD technique for the power amplifier which depends prinyaoih the availability of the nonlinear
model of the transistor. Our simulation environment is AgtlAdvanced Design System (ADS) and
the large-signal model of our chosen transistor (ATF-50188rovided by the manufacturer for ADS
environment.

Figure[3.86 illustrates the equivalent model of the transias given by Avago Technologies. For the
intrinsic device a Curtice 2 model has been selected and@iefackage parasitic components have
been added to the die model as depicted in the upper image.
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Figure 3.5: Schematic of the proposed PA.
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Figure 3.6: Nonlinear model of ATF-50189 provided by Avageeh for ADS users.
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3.3.2 Design Methodology
The design procedure consists of 3 main steps:

1. Optimization of the lengths of Td;, TLs2, TLp1 and Tlp, in order to obtain maximum gain at
different bias points without loosing stability.

2. Two-tone load-pull analysis of the amplifier in order tdedeine the gate bias points and the
load values which will ultimately result in large-signal esgt-spot in IMD responses.

3. One-tone harmonic analysis of the completed circuit wigut and output marching networks
at different bias and load conditions and choosing the best optiocsrding to the féiciency
and gain curves.

The amplifier and matching network are going to be realized Bogers’ 32 mil substrate (RO4003C)
with a dielectric constant of 3.38 and loss tangent of abd@®2b. It has a superior high frequency
performance which makes it an ideal choice for wirelessiegfbns. In the following, we are going
to describe the 3 design steps in more detail.

3.3.2.1 Designstep 1

Stability is one of first conditions in any RF amplifier desitdpat should be guaranteed before pro-
ceeding. Unfortunately, due to the large signal operatorgltions in PAs, the stability issue becomes
a nonlinear problem, whose treatment is complex and witicdlt solution. Therefore the amplifier
stability is typically verified and ensured at small signahditions, by using small signal simulations
based on the Rollet (or Linville) stability factor K.

On the other hand, since in our design the gate biases of amsistors are variable, we should first
try to obtain the maximum possible power gain dfatient biases as well as maintaining this gain
at a nearly constant level with acceptable tolerances. iBhine by changing the lengths of the
four key transmission line pieces shown by g4, TL g2, TL p1 and TLpo in Figure[3.5. These
TL segments as the additional components to the PA struataceinfluence the stability and hence
should be taken care of throughout the optimization process

The input and output of the amplifier were terminated witl25burce and load impedances. For
stability analysis, there exist two pre-defined criterisoagnthe built-in functions of ADS which are
geometrically derived stability factors based on [122]. tBa figures, these two factors are shown as
mu_ loadandmu_ sourcelf either of them is greater than 1, the circuit is uncorfigilly stable. We
set up an S-PARAMETERS simulation together with an OPTIMieagnd performed the optimiza-
tion at various bias points. The drain bias voltage was ahtsée a smaller value of 3.5 V in order
to protect the transistors at higher output powers whereétai@s experience substantial peak voltage
levels.

The lengths of the TLs derived after performing severalrojations at dierent bias point sets are
given below. The widths of the all lines are 1.8 mm which ressin 50Q characteristic impedance on
RO4003C substrate.

TLgp=3mm TLpp=5mm
TL G2= 18 mm TLD2=25 mm
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Figure[3.T depicts the mu_ source and mu__load curves at ttwenes bias point sets after replacing
the transmission lines of the lengths given above. Accortlinthis figure, one of the apparent prob-
lems is that the circuit is not stable at lower frequencies tuhigh power gains. This is the case in
most of the RF amplifier designs which will be solved by in@hgdresistors in the gate bias circuitry.

The inherent losses of the input matching circuit also ptaingortant role in decreasing the gain and
stabilize the amplifier at low frequencies.
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Figure 3.7: Samples of stability factor curves as a functibftequency for two bias point sets of (a)
Ve1=0.25V,Vez=0Vand (b) 61 = 0.4V, Vg2 =0.4 V.

At the right side of the curves in Figue 8.7, the maximum lakdé power gain as well as the simul-
taneous match source and load impedances to produce thairgajgiven. Although there is a slight
difference in the gains, but as will be shown later, the higher gi@ms from biasing both of the tran-
sistors in class A which will be the lastateof operation in our design and the gain drops slightly at
this state

Another point to mention is that the conjugate matching limapgedance has changed from 129 - j43
in the first case to about 65j3.6 for the second one. So there is a consideralfferénce between
the load impedance values for simultaneously conjugatehimgg. Unlike the load, the f@ierence is
negligible for the source impedances of two cases. This pdyiimg the fact that with changing the
gate bias voltages of the two transistors, the optimum logzedance value will also change. We will
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actually make use of this fact later in our design.

After finding the lengths of the required key TL segments riie design step is the two-tone load-pull
analysis with the aim of determining the proper gate biatagels.

3.3.2.2 Design step 2

As the second design step, the main objective of two-tond-fndl analysis is to vary three main
parameters, namely,d{, Vg, and the input power ;P and meanwhile monitor the behavior of the
third and fifth order intermodulation products. This is dam@rder to predict the bias points which
will result in the creation of large-signal sweet-spots Isat tve can make use of those points in our
design.

The problem that | encountered at this stage was inabilith@fcomputer to handle the large amount
of data produced by this simulation and display results erotitput window. That is because first of
all, the simulation is a Harmonic Balance (HB) analysis whio/olves handling complex non-sparse
matrices. Moreover, since there is a two-tone excitatiamcadimensional discrete Fourier transform
(FFT) will be included in the process which makes in even numeplicated. On the other hand,

by counting the real and imaginary parts of the load impeésmovering by the load-pull analysis

setup, we are trying to perform five sweeps inside one anotheen with large sweeping steps, the
created data from the simulation is too huge to be proceswtdiaplayed by both my laptop and PC

processors.

That is why | decided to sweep one of the gate voltages)¥hanually and left the other two { and

Pin) to be swept by the simulation. Although in this way the siatiain time was still quite long (from
nearly one hour to several hours depending on the sweegpg)sthe results were at least capable of
popping up on the screen after the simulation finished.

As the starting point, ¥, is fixed at 0 V while \&; is swept from 0.2 V to 0.6 V. Then s is manually
incremented up to 0.6 V with 0.2 V steps. According to the Iharacteristics of the transistor, at
Vs = 0.2V, the drain current is 17 mA. The small-signal simulatiesults of the previous step showed
that if the gate voltages of both of the devices fall below\)).the power gain drops significantly. That
is why the sweeping of ¥; is started from 0.2 V up to maximum value of 0.6 V in which thg |
reaches its maximum value of about 550 mA.

On the display window of this simulation, | placed two sedestfor the two sweeping parameters of
V1 and R, together with an Smith chart on which delivered power corg@nd the optimum load
value are demonstrated. After finishing the simulation fachevalue of manually selectedsy, we
can move the markers on the selectors and choosg aM R, value and monitor the location of the
optimum load on the Smith chart. When putting a marker on ttsirele load, a group of 3rd order
IMD curves appear on another rectangular plot as a functidh,cand V1. Figured3.B and 3.9 are
demonstrating the result window forcy = 0 V and Vs, = 0.6, respectively.

In order to decrease the amount of data and hence the siorulkitie, the power sweep range is
divided into lower power range starting from -10 dBm to 12 dBnd higher powers starting from
13 dBm up to 19 dBm. With further increasing the input powerconvergence can be achieved and
simulation stops.

In Figure[3.8 (a), the selectors are adjusted @i ¥ 0.2 V and B, = -10 dBm by the m7 and m10
markers, respectively. The delivered power contours tagetith the location of the optimum load to
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deliver the maximum power are sketched on the Smith chattinguhe marker (m8) on the optimum
load gives the value of Byp; = 49.85 - j55.7 and the input impedance value seen from the ofgthe
amplifier when the output is terminated with ;. Below the Smith chart, the IMD3 curve is plotted
but in two separate graphs for low and high input power rangesliscussed earlier. Note that, as we
move the marker m8 on the Smith chart, the IMD3 curves updateeatically which means that the
curves of Figur€ 318 arid 3.9 are valid only for the specifidlgalue that is presented above them on
the Smith chart. By examining these graphs we can make satra §weet-spot is going to appear for
a particular bias set of (M,Vg2) and the chosen load value.

For instance, according to Figure13.8 (a), for the bias s&tgf= 0.2 V and &2 = 0V, if matching

is done for the optimum load at low drive levels, a nearly #afion appears in IMD3 curve. Note that
the graph of our interest in this case is the red one. Althdhgte is no sign of a sweet-spot here, the
intermodulation level becomes less than what would be @ggefthe curve followed the small-signal
slope. So this bias and load values can be one of the canglidateur design.

On the other hand, Figuke 3.8 (b) shows that by performingrthtehing at the optimum load of higher
input powers, the creation of an IMD3 minimum after about Bérdcan be clearly observed on the
bottom graph of high power ranges. Hence this load valuesis alcandidate of one of our final
operatingstates

Figure[3.9 (a) and (b) contain the similar graphs of the pnevifigure except with ¥ = 0.6 V.
Again, by inspecting the red curves oY= 0.2 V, we can find out that this time the sweet-spot will
be present for both of the matching conditions. We ran theulsition for other values of ¥, and
monitored carefully the corresponding intermodulationves by adjusting the markers orgVand
Pi, selectors for each simulation. The conclusion can be sunuped follows:

As far as Vg, is kept under 0.4V, for any value of V5, from 0 V to 0.6 V, there exists a favorable
behavior in third order intermodulation curve in terms of ei ther the creation of sweet-spot or
a flat region for some range of driving signal (R,) which both of them are the signs of linearity
improvement of the amplifier. The important point to notice is that the location of the sweet-spot
or the flat region along the R, axis is a function of the load impedance. Hence with perforntig
the matching for the optimum loads at different input drives, we are actually able to adjust the
location of IMD sweet-spots providing that the gate bias volige of the first transistor is kept
under 0.4 V for the case of this transistor.

This is the fact that we are going to benefit from in the ampldiesign to prevent the linearity degra-
dation at higher drive levels near the 1-dB compressiontpafithe amplifier while enhancing the

efficiency at small-signal region. In the best case of the sitimanvironment, we are able to im-

prove the éiciency for more than 35% at 15 dB back-tvom the 1-dB compression point which has
not been reported in any other work, but definitely in practidower performance is expected.

3.3.2.3 Design step 3

So far, we have the gate bias pairsz(Ws2) and corresponding optimum load impedances that will
lead to IMD3 sweet-spots. For convenience in the rest ofhiesi$, each combination of the three
parameters namely, &/,Ve2,ZLopt) Will be called one $tate of the amplifier. As the last step of the
design, we are going to provide the desired impedances hyecting the matching networks to the
amplifier at the input and output and then perform one-torktan-tone harmonic balance analysis
of the completed circuit for everstateand monitor the fundamental output power, 1-dB compression
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point, gain and intermodulation terms. In this way, we caoose the propestatesfor the amplifier
to switch in between, according to a criteria which is goiodé explained.

Before proceeding to the simulation results, there is aromamt observation which is worth to be
mentioned here. Among the results that we can obtain thrthegload-pull analysis, in addition to the
delivered power contour are théieiency contours as well. It means that we are able to spduy t
optimum load impedance at which th&eiency becomes maximum. | noticed during the analysis that
the optimum load for maximizing the output power arficgency overlap with each other at small-
signal region. But as the input power increases these twadgbegin to separate and divert from each

other following two independent paths on the Smith chart.

Figure[3.10 illustrates the power (blue) and PAE (red) corgat diferent input powers shown on the
chart which are obtained after the load-pull analysis@t % 0.25 V and \&; = 0 V.
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Figure 3.10: Power and PAE contours after the load-pullyaishbt diferent input powers.
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As stated above, in low drive levels from the noise margin ttefinite value, the optimum power
and optimum PAE loads are on the same location which cornelspto pointA on the first chart of
Figure[3.ID. As the power increases up to about 10 dBm, whilletere is no movement of the
optimum power point, the PAE optimum load slides downwagdxching poinB at the input power
of 10 dBm. Rising R beyond that level, both of the power and PAE optimum loadsrbegmove
upwards reaching point andD, respectively, at the input drive level of 18 dBm. It was afed that

by performing the matching at poil, the PAE can be improved significantly at lower input drives
making this point the best candidate for being the &tateof operation in our amplifier. Points, C
andD can be potential load impedances for the retates The strategy for choosing the proper first
stateof operation and later on switching to the higher states isggto be described in the following.

Since our primary goal is to enhance thHBaency at power backits, the firststateis the ternary of
(Ve1,Ve2,Ziop) that results in the maximum possiblieiency at reduced drive levels. For attaining
the maximum #iciency the gate bias of the transistors should be kept asdquossible which gives
the only option of \4; = 0.25 V and \&, = 0 V. This leaves us with choosing the last parameter which
iS Zyopt-

In order to decide on that point, we find the optimum output @oand PAE points at a couple of
different input powers using load-pull analysis and perform extone HB simulation by providing
the matching at those impedance points. By monitoring thE BArves as a function of input or
output power, we can finally choose the option with the bégtiency performance. Figufe 3111 (a)
through (f) demonstrates the chosen matching points amdtires PAE curves for \¢; = 0.25 V and
V2 = 0 V while the input power increased frony,~ -5 dBm in (a) to the maximum value of,P

= 27 dBm in (d) after which the harmonic balance simulatiotsfe converge due to excessive non-
linearity level. The input impedances shown on the figuretla@econjugate matching impedances for
maximizing the power gain of the amplifier.

Note that for the case (a), matching is performed at the aptifoad for maximum PAE. Following
that for the case (b) optimum load for maximum PAE agg 8 a common point on the chart. For the
rest of the cases from (c) to (f) matching is done at the optintead for maximum output power. In
order to easily compare the PAE plots of these 6 sample stdtesirves are plotted on common axes
as shown in FigureZ3.12. All the other possible matching £aseate PAE curves in between these
6 sample cases. According to this Figure, the best optiobdorg the firststateof operation is the
red curve which corresponds to matching for optimum PAE laiaithe input power of 10 dBm. This
makes the firsstateternary as (M¥1,Ve2,Ziopt) = (0.25V, 0V, 44.1-j61.3D).

For verifying the presence of a sweet-spot along the IMDSe&of the firststate we made a two-tone
harmonic balance of the amplifier with 1 MHz frequency spadietween two tones. Figufe 3113
presents the IMD3 and IMD5 terms that fall at the right sideved fundamental tones, namely at
2401.5 MHz and 2402.5 MHz, respectively. These IMD termskai@vn in the literature as ‘upper’
IMD terms as opposed to the other two terms at the left siddefundamentals known as ‘lower’
IMD terms. No considerable fierence can be seen between the upper and lower IMD behariors i
the simulations.

According to Figur€3.113, a sweet-spot appears in IMD3 @atradicted earlier due to correct biasing.
There is some kind of an anomalous behavior in IMD5 curve dswlréch resembles to a shallow
sweet-spot at lower powers than the IMD3’s.

After having chosen the firstate it is now time to find the highestatesto switch as the input power
increases. First we should define a criterion for leavingpttesenttateand switch to a higher state.
This criterion is definitely the linearity which can be assabsin terms of 1-dB compression point,
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Figure 3.11: Optimum load impedances and resulting PAEesuwhile input power in which the
optimum load is derived increased from less than -5 dBm ina@) dBm in (f).
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Upper third and fifth order IMD of the first opéoatl stateof the amplifier.

third order intercept point arar intermodulation terms particularly the level of IMD3. Wase our
decision making upon the 1-dB compression point first angf lah we will also include the IMD3
level. From the harmonic balance simulation of the fitsite output 1-dB compression point of the
amplifier came out to be 18.4 dBm. It means that if the ampli§i¢argeted to perform always below
the Rgg, as soon as the output power begins to exceed 18.4 dBm, whlstvaitch to a nevstatewith

higher Rgg.

But according to the simulations, there are two mechanigmshich the 1-dB compression point of
the amplifier can be increased. First, by performing the matcfor the optimum load impedance of
the output power at higher drive levels,qRis also improved. This can be observed for the Figure
[B:11 where we experience a rising trend fromggP= 22.7 dBm in (a), 26.5 dBm in (c) up to around
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35 dBm in (f). Meanwhile from the Figufe 3112 it can be seen Hyaincreasing the Rg from the
leftmost curve to the right, the peaKieiency level also shifts to the right giving lower PAE at lowe
input drives.

The second mechanism of rising thg#is by increasing the gate bias voltage af Mvhile keeping
V1 constant at 0.25 V for guaranteeing the creation of sweett-dBy increasing ¥, we actually
push the second transistor to operate in class-A whichalftuesults in a better linearity performance
and hence increase the4e. Note that since the drain current also grows, like the previcase, by
increasing \é2 the dficiency curves shift to higher power levels. For instancesater the case M =
0.25V and \&, = 0.3 V. The input power is swept from 0 dBm to 28 dBm in order tal filme location
of the optimum power loads as shown on the Smith chart of E[GUEZ.

TN
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z /o \
o Pn=28dBm -\
3 |
£ |
3 |
3 / '
& /
P. =0 dBm

\/

Figure 3.14: Optimum load impedance and its movement asriviegl power increases.

Table[3:1 summarizes 5 samplg,Poptimum load values of Figufe 3114 and their corresponding
conjugate match input impedances together with the levéiefnput powers where the impedances
are obtained and finally the output 1-dB compression points.

The dficiency curves of these 5 sample operational states are shdvigure[3.15. As stated earlier,
by performing the matching at higher drive levels, the PA&pshift to the right and 1-dB compression
point also rises to higher values.

Making use of both of these mechanisms to increase thg B large number of (¥1,Ve2,ZLopt)
ternaries would be created. The main issue here which is ts important part of the design step
3, is to wisely choose thostatesthat allows a continuous rise of the outpytgwith increasing the
input power attaining a nearly constant (with acceptalpleleis) power addedigciency in the back-f
region. To make selections between the possible optiomspakameters should be monitored. First,
the PAE curves and second, the power gain curves. The ldiec@ise by changing the optimum load
impedance of Z,t, a considerable change is observed in the gain behaviomistef the small-signal
gain change as well as creation of an expansion or overdsigo@gion just before reaching thes8
compression point.
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Table3.1: Summary of 5 sample operational states fgr+0.25 V and \, = 0.3V

Pu(@Bm) | Zip (@) zs@ | IR
0 56.1-j18.1 26.8-359.0 24.5
16 56.6+ 14.5 30.7-363.0 27.2
20 37.3+j28.2 35.2-j62.4 29.9
24 25.5+j31.9 37.6-161.2 312
27 16.3+330.7 37.8-358.7 32.2
60
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Figure 3.15: Hiciency plots of the 5 sample operational states for the gatefwints of \&; = 0.25
V and Vg2 =0.3V.

Figure[3.I6 (a) and (b) illustrate the gain plots of the twiedent i, values whose PAE curves have
been presented in Figules 3.12 &nd B.15, respectively. dibesare consistent with those of the PAE
graphs.

In order to choose the propstateaccording to the gain curves, we should specify a definitdlsma
signal gain and an acceptable amount of ripple, say 1 dB.dnmthat in either case of the compression
or its following expansion, the gain must not vary beyond 1fiaBn its small-signal value. Applying
this condition on the Figurfe_3.]16, we can keep just the firgelturves (red, blue and pink) of case
(a) and first two curves (red and blue) of case (b) and eliraitta others.

By performing the same kind of simulation at all the posskiées points and by checking thefidirent
load impedances with small increments in the input powerfixadly, applying the gain andfigciency
criteria mentioned above, we were eventually able to deterrthe final operationastatesof the
amplifier. Tabld-32 summarizes the 11 finally chosen opmratstatesof the amplifier. The second
column of the table denoted ag As the input power which has been applied during the lodd-pu
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Figure 3.16: Gain plots of the two cases studied before: @a@s of \6; = 0.25V and \g, =0V
and, (b) 5 states of 44 = 0.25V and \, = 0.3 V.

analysis and that particular optimum impedance point has berived. The last column of the table
on the right represents the output power where the PAE ceaghes its maximum.

Itis included in the table to verify the fact that along wittetincrease of the outputfg compression
point in eachstate the PAE curve also shifts to the right compared to its priecestate These 11
statesare selected from among more than 40 candidates, accoalihg triteria discussed earlier.

In order to visualize the optimum loads of the 4thtes the impedances are depicted on the Smith
chart of Figuré 3.17. An important point to be mentioned hegthat the optimum load values of the
first 4 states of the Tab[e~3.2 happened to be the loads in whecPAE is maximum at the specific
given input power during the load-pull analysis. This is Mhine remaining Btatesare those optimum
loads in which the amplifier can deliver the maximum powercdxding to the table as well as the
Smith chart, an interesting observation about these twopgrcan be stated as follows:
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Table3.2: Summary of final 11 operational states of the drapli

State | dll;";'n) 2%1 (IIHIR) }VG; (IIHIK) Zyop () O“(t(ll’gfnl;l“‘* P:);ﬁtglz
(dBm)
1 100 | o025 | 40 0 0 | 399-j642 18.4 18.2
2 17 | 025 | 40 0 0 | 626-jo3.8 20.5 21.0
3 18 | 025 | 40 0 0o | s36-js586 213 22.0
4 19 | o025 | 40 0 0 100 j42.5 22.1 243
5 o lozs| 40 [o1s]| 2 82.1 22 236 25.8
6 10 lo2s| 40 [ o2 17 | 70-ji08 25.7 26.7
7 16 |o2s| 40 | 03 | 80 | 57.3+j87 27.0 28.6
8 20 |o2s| 40 | 04 | 190 | 41+j244 29.4 30.1
9 21 | o2s | 40 | 05 | 345 | 296+j264 30.6 31.0
100 | 23 (o027 55 | 06 | 540 | 223+j271 311 317
1| 25 o277 55 | 06 | 540 | 1744275 31.8 319

The resistive part of the first group of impedances increaseas the input power is growing from

state 1 to 4, while for the second group there exists an inveegrend.

Although the trajectory of the loads may béfdrent based on the active device, the trend of the second
group was actually expected, because it is a known phenomkith is also reported in the other
works like [72] and[[73]. On the other hand, the inverse bé&rasf the first group (PAE matched) is

observed only in this work and to my knowledge, it is not répdranywhere else.

The design procedure comes to an end after determining thleojperationaktatesof the amplifier.
Before proceeding to the simulation results, we are goinipénnext section to investigate in detalil
the practical way of finding the optimum load impedances Wwhidll be followed by designing the

tunable matching network to realize those impedances.
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State 11

PAE match
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Figure 3.17: Optimum load impedance points at 11 operdt&iates of the amplifier.

3.4 Load-Pull Analysis Setup and TMN Design

As mentioned before, our approach in PA and TMN design is eegiated method as shown in Figure
[B:4. That is becausedfiiency is an important factor in our amplifier and any paiesiintroduced
by additional components severely influence tiiéciency. According to the design methodology
described in the previous section, load-pull analysisaeskiy step of our design which requires a well
established load-pull setup. But since this kind of setupisavailable in our laboratory, | decided to
try another way which can be suitable only for the case myotesi

That is to design a common circuit which can serve for bottpalling purposes and the final tunable
matching network. In this way, we are able to minimize theeade &ects of additional parasitics as
well as possible minor errors which could be introducedrtyuthe de-embedding process if a separate
load tuner of a standard load-pull setup were to be used.

3.4.1 Choosing the Configuration

First of all we have to choose the topology of the TMN. The mgiortant criteria at this stage is
that the matching network should have the potential to foansthe load termination to any position
within the Smith chart. Secondly, it should have a simpledtire with the less parasitics. Among the
simple topologies that fulfil the first criteria are T-tydéstype and two-stage ladder networks. Our
choice would be the two-stage ladder network as shown inrEf8LL8. The advantage of this network
over the other two is that, for higher impedance transfoionaiatios, the Q of the two-stage network
is significantly lower. Note that high Q conditions in the rfahg network give rise to increased losses
and higher voltage swings, limiting the power handling daliées [72].
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Figure 3.18: Simplified two-stage network topology for TMiNpglementation.

Moreover, we are going to implement the variable capacibyrsommercially available varactor

diodes and the varactor biasing circuitry in this structisreimpler to implement and the voltages
across the varactors can be checked easily from simple opgyer measurements. Note that the
transmission line segments are used instead of inductdngt i$ also because of its simplicity of

realization and lower parasitidfects compared to discreet inductors or bond-wire reatinadis in

2.

The area of the Smith chart that can be covered by this nettapddogy is a function of varactor
sweeping ranges as well as the width and lengths of the twsrigsion line segments. As an exam-
ple, Figurd_3.1P presents the covered area for the specifiengder values shown on the figure.

Cvarl =1to 10 (pF)
Ciar2 = 1 to 10 (pF)
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L,=6 mm
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Figure 3.19: Impedance coverage of the simple two-stagielatatching network.

By simply changing the length of the first transmission linehe input, the red area would rotate
around the center of the chart enabling us to cover any dekigl impedance trajectory obtained
from amplifier design stage. We have chosen the charadteinigpedance of the lines to be %0

for simplicity in connecting to other stages and measuré¢rguipments but according to the design
requirements other values can be selected.



3.4.2 Choosing the Varactor Device

After choosing the configuration, the second step is to finaractor diode that fits our purposes. Since
in our design the varactors are going to be a part of the outaitthing network of a power amplifier,
the subjects of power handling, linearity, rectifyingiezts and loss which was studied in section (2.5)
should be precisely taken into consideration in selectiegievice.

AerofleMetelics as a part of the larger corporation of Aeroflex, i®ading supplier of Schottky
diodes, PIN diodes, Tunnel diodes and Varactors. It is otleeofew manufacturers of varactor diodes
with high breakdown voltages to be used in RF power appticati MTV 4030, MTV 4045, MTV
4060 and MTV 4090 are four main series of low resistance, Righigh breakdown voltage abrupt
junction varactor devices provided by Aeroflebetelics. The two digits of the number in the name
of the devices represent the breakdown voltage of the sdtissinteresting to note that, due to their
proper exponent parameter value=£ 0.45), the varactors of these series have already a desirabl
characteristic in terms of linearity. It means that using émti-series structure would improve the
linearity as well as discussed in section (2.5) and[111].

In selecting the proper device for our application betwéwse four groups, we should consider the
fact that by increasing the breakdown voltage the qualitydiaof the varactor decreases. After in-
specting all of these series and considering the power altageoissues of our amplifiek| TV 4045
came to be the best choice for our design. Fifure]3.20 gieepltt of all the variable capacitances of
this group as a function of the applied reverse voltage.

While deciding on which varactor of these series should bd,udegically opted for the first device
namely, MTV 4045-01, due to its highest Q factor among the A& discussed in section (2.5), |
was intending to form a@2N varactor stack by connecting as many of them in parallelezsied to
provide the desired capacitance. But | found out that thigld/be the best option if the varactors were
to be implemented in the integrated form rather than hyboishgonents. That is because during the
simulations when | took into account the additive loss fexctnd the parasitidkects that soldering of
individual varactors in parallel might bring about, | n&ittheir negative influence on th&ieiency.
Since the #iciency is of prime importance in our design, we would try toidwthe extra components
of any kind and their resulting loss that may finally lead te ttegradation inféciency of the am-
plifier. Hence, by increasing the number of the high quakitgtér devices connected in parallel, the
degradation of #iciency due to the additional loss that parallel connectimggs about, is inevitable.
This means that a compromise should be made between thedgpeand the number of devices in
parallel.

Considering these facts, | should have found a high Q var#wab by paralleling just a few number of
them we could provide enough capacitance range to coverd¢iaeo@interest on the Smith chart. Our
ultimate choice finally came out to BTV 4045-05 with two ones in parallel. The important point
to mention is that, as will be shown in the following, this @®can fulfil our impedance coverage
requirement, provided that some additional componentatbeduced to the network of Figure 3]18.

Note that the anti-series configuration is necessary duts ooisitive &ects on increasing the tun-
ability range and the linearity as discussed in section)(2A8cording to the corresponding curve of
MTV 4045-05 in the Figure df 3.20, a single varactor of thigdgyhas a capacitance tunability range
of about 2 pF in zero applied voltage down to 0.5 pF in 30 V ofli@gpreverse voltage. The intrinsic
parameters and CS-19 package parasitic components ofaiseds summarized in Table8.3. The
CS-19 package was ordered due to its low parasitics, acaptdithe manufacturer. The notations of
the table is consistent with those of the Figuré 2.4 and EopiZE3.
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Figure 3.20: Typical performance of MTV 4045 series varadtodes [123].

Table3.3: Intrinsic and CS-19 package parameters of MT\640B!

To evaluate the capacitance tunability range of this devieati-series configuration, we should spec-
ify the maximum RF swing at the output of the amplifier. Witk tieference to Table_3.2 the maximum
attainable peak output power of the amplifier will be aboutiB2n (~ 1.6 W) which, while delivered
to a 50Q load, will result in a peak RF voltage of about 12.6 V. Henceoading to Equations 219 and

¢ =70

v=.44

Vg=45V

MTV 4045-18
MTV 4045-17
MTV 4045-16
MTV 4045-15
MTV 4045-14
MTV 4045-13
MTV 4045-12
MTV 4045-11+

REVERSE BIAS SCALE INCLUDES WORK
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MTV 4045-09
MTV 4045-08

MTV 4045-05
MTV 4045-04
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100

Parameter Value
Cio 2.77pF
0] 07V
v 0.45
Vg 45V
Lg 0.5nH
Cp 0.1pF
Rg 1.1Q
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[Z.10 for the anti-series configuration, we have:

126

T + Vgias <45V = Veias < 387V (32)
126
VBIAS - T >0 = VBIAS > 6.3V (33)

3.4.3 Applying Additional Modifications

With the reference to the characteristic curve of MTV 4046r0Figure 3.2D and Equatioris(B.2) and
33), the tunability range is from maximum capacitance.86(pF at 6.3 V to minimum of about 0.4
pF at 38.7 V. It is due to this small tunability range that wdl Wave to introduce additional compo-
nents to the matching network, as stated before. To makedt,atonsider the circuit of Figufe 3121 in
which the capacitors of Figufe 3118 are replaced by antésaaractors. The length of the transmis-
sion lines are kept the same. The DC-feeding inductors atechfibr biasing purposes of the varactors
and the intervening capacitors are the DC-blocking capexit

Ly/
LdC % de
Z,L Z,,L
o |_> 0 1 0 2
L | S |
R =50Q
z desired
de
VCl B I ch
i
|
r77 i r77
1

Figure 3.21: Two-stage ladder TMN with anti-series varesteplaced the capacitors in Figlire 3.18.

The impedance area covered by this network is presentedyimdfB.2P. As can be seen, when re-
placing the ideal capacitors by real varactor model, theemlapce coverage region of the network
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shrank substantially such that it seems to be totally usébeour purposes. While searching for some
solutions, | decided to add two pieces of transmission linethe two parallel branches before the
varactors. | was actually planing to transform the reactaaoge covered by each anti-series varactor

branch to other values using the impedance transformatigpepties of the transmission line and it
perfectly worked.

Ve =6.31038.7 (V)
j Ve, =6.3t038.7 (V)
L;=4mm
L,=6mm
Z,=50Q (W=1.8mm)
_/

Figure 3.22: Impedance coverage of the network of Figurd.3.2

As is known, the impedance seen from the input of a transoridgie terminated by the load , is
written as

Z + JZO tan,BL

Iin=20 s—5—F——+ A4
n=2 Zy + jZ, tanpL (34)
While replacingZ, with the impedance of a capacitor we obtain
1 + jZptanBL
iC 0 _ ZCwtanplL - 1
Zin = Zojw— = jZ ZoCwtansl — 1 (3.5)

o1 ~ 9 "ZoCw + tansL
Zy + ch—wtanﬁL

Equation [[3.6) shows that while the capacitance varies fotnpF atVe = 387 V to 0.95 pF at

Vc = 6.3V, it can be translated into totally fiierent values using transmission lines before the var-
actors. By choosing a proper value for the length of the |imescan provide the desired impedance

coverage. By adding these components the network of FIg@® @&n be re-sketched as shown in

Figure[3.2B.
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Figure 3.23: Two-stage ladder TMN with anti-series varescamd added transmission lines.

In this way, we have been able to expand the impedance caveegipn to a larger area which is
illustrated in Figur¢_3.24. This area has been obtained tingethe lengths asd =7 mm and Ly =

10 mm. By modifying these lengths together withdnd Ly, we can change the shape and location of
the covered area on the Smith chart and hence provide thedesatching.

3.4.4 Loss Factor

Although everything seems to be alright, the story does ndthere. When | tried to perform the

matching using this network for the first operatstgte | noticed a considerable reduction in the final
efficiency of the amplifier, even though the matching had beefopeed precisely at the optimum

point.

The only explanation for this observation could be the ilighof the matching network to transmit
the power from its input to the 5Q load. This lead me to the fact that since the matching netigork
no more a lossless network, during the design process wedshotionly adjust the elements of the
matching network to provide the desired impedance, buttakstoss factor of Equatiof (2.22) should
carefully watched and tried to minimized.

72



T

Ve =6.31038.7 (V)
Ve, =6.31038.7 (V)
L, =4 mm

L, =6 mm

L;=7 mm
L,=10 mm
Ls=2 mm
Z,=50 Q (W =1.8 mm)

Figure 3.24: Impedance coverage of the network of Figurd.3.2

As an example, for the network of Figure_3.23, if the lossdaés$ calculated as a function of two
control voltages of the varactors, the graphs of the FigiuZ8 & obtained. Note that the loss factor is
larger than -1 dB for the control voltages above around 12d/samce the sensitivity of the capacitance
to the applied voltage in the varactors reduces as the witagease, this applies a serious constraint
on the impedance coverage of the matching network.

. ﬁ% R
| / €2=7.000
€2=6.000

5 10 13 20 25 30 35 40
Va (V)

Loss Factor (dB)
I

Figure 3.25: Loss factor of the matching network of FiduiZ3¥or small input powers.

Figure[3.26 demonstrates the impedance coverage aredyekacsame as Figuie 3124 but with two
different colors which distinguish those points with loss fastoaller than -1 dB (red) and those with
loss factor larger than -1 dB (blue) which are in fact our gbpoints. It has been found that the more
we try to utilize the points with smaller loss, the more thearage area shrinks.
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V=39V
V,=13V

Figure 3.26: Impedance coverage of the network of Fifur@ fi@small input powers distinguishing
the low-loss and high-loss regions.

3.4.5 Large-signal Hfects

Last but not least is investigating the behavior of the matrinetwork at higher input powers. Note
that the impedance coverage areas presented so far aralatl small-signal conditions. It was ob-
served that when the input power of the matching network Wwigactually the output power of the
amplifier increases two changes take place.

First, a significant reduction of the loss factor occurs éov ind high values of the two biasing voltages
which in turn decreases the tunability range and makes terage region of interest shrink even more
to a small area. Thisfiect can be easily seen on Figures B.27[and) 3.28 while regplgatompared
with Figure$3.2b and 3.26.

Second, the coverage area on the smith chart deforms franitiéd shape for the small-signal inputs,
due to the appearance of the non-linefie&s in the varactors. The main consequence of this phe-
nomena is that there is no more a one by one mapping betweeaoritrel voltages and the impedance
points. It means that there might be twdtdient sets of (¥1,V¢y) that result in common impedance
point on the Smith chart.

This dfect can be noticed from Figue 3128 in which some blue and ogttpare nearly overlapping
with each other. Definitely, in these cases, those biasitsgtisat result in the minimum loss should be
chosen.

3.4.6 Final Design of the Load-Tuner

By considering all of the design issues presented abovereveav in the position to design the load-
tuner for the load-pull analysis which in turn will also plthe role of the tunable matching network
to span the optimum load trajectory of Figlire 3.17. For theeaaf the load-tuner, the loss-factor is
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Figure 3.27: Loss factor of the matching network of FiduiZ3or the input power of 30 dBm.

Overlapping of low-loss and high-loss
points created by different sets of
control voltages (V¢; ;Vc,)

Figure 3.28: Impedance coverage of the network of Figurd ®2the input power of 30 dBm distin-
guishing the low-loss and high-loss regions.

not as much critical as for the case of the final TMN. That isslbse during the load-pull analysis, the
goal is to find the load impedance in which maximum power cadddigered or maximumféciency

can be achieved rather than to provide the maximum poweffioreacy. On the other hand, the TMN
to be used in the amplifier should be able to transfer the maximpower from the transistor part to
the load and hence its loss must be minimized. Since our edigetwork is going to be used for
both purposes, on one hand we will try to expand the area oBthi¢h chart being covered in order

to obtain reliable load-pull results and in the other hahe, lbss factor of({2.22) will be tried to be
maximized.

An important point that was found during the optimizatioos &ttaining minimum loss is that, by
replacing the four DC-feed inductors that DC-wise grounsldhodes of the varactor stacks, b
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transmission lines which are ac-wise shorted in one endyrafisiant improvement in the loss factor
can be obtained. That is because due to parasitic compotieanfRF-chokes used in practice can not
provide as good open-circuit asi@4 line terminated by short-circuit can, at the design freqye So
despite its negativefiect on the bandwidth, we preferred to utilize transmissioed instead of the
inductors as depicted in Figure 3129. Note that since thdstseno DC source for the varactor stacks
on the top, there is also no need for biasing capacitors.derdo provide a better open circuit for the
signal, a higher characteristic impedance £269Q) for the 1/4 lines has been chosen.

After performing the optimizations and fine tuning the pagéens composed of the lengths of the five
key transmission lines and the input capacitance valudnthedance coverage region of Figlire 3.30
is obtained. Parameter values and sweeping ranges of thlcesitages are shown at the right side
of the Smith-chart. The small black circles on the chart heechosen optimum points of Figlre 3.17
which were obtained by ideal built-in load-tuner of the AD&idg simulations. Like the previous
figures, the impedances denoted by blue crosses are thosifdr the loss factor rises over -1 dB
(loss is below 1 dB). Nearly all of the eleven points have ba#ian within the low loss region.

2,690 (W=1mm)
L=A/4(19.3 mm)

R =500
Y4 desired [] Zo , |_3 [] Z(J , |_4

Coias—— Var " ——  Chias

Figure 3.29: Final view of the two-stage ladder TMN with asgries varactors, added transmission
lines and1/4 transmission lines for biasing purposes.
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Figure 3.30: Impedance coverage of the network of Figur@ fa@small input powers with the given
ranges of control voltages and parameter values.

The important point to mention is that the graph of Fiduréd&Bows the coverage area under small-
signal conditions. That is why the sweeping range of thectaravoltages are beyond the limits
specified by Equation§ (3.2) arld (3.3). Since with increpsiie input power of the load-tuner, the
covered area undergoes some kind of deformation and skyenka designing the load-tuner, we
should also take into account the large-signal coverage wreéch makes the tuning process even
harder.

The parameter values shown in Figlire 8.30, are all foundiderisg this fact. That is why the small-
signal coverage region starts at the edge of the impedarioé gfothe first state but extends well
beyond the impedance of the last state.

Figure[3.31 presents the coverage area for the extreme figpuetr of 31 dBm. As can be seen, in
spite of limiting the control voltages and deformation o tovered area, the optimum points are still
located inside the covered area designated by blue crosses.

The loss-factor for the case of small input powers and thbdsgvalue of 31 dBm are depicted in
Figured 3.3P and3.B3, respectively. It is clear from thesddigure that with increasing the input
power of the load-tuner, the tuning range of the varactotrobmoltages are limited even more due to
the sharp decrease of the loss-factor such that, for theragtcase of 31 dBm, only a small window
is left to choose ¥; and V. According to the figure except the last point, all the othemes still
embedded in this small blue area.
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Figure 3.31: Impedance coverage of the network of Figurfl RPthe input power of 31 dBm with
the given ranges of control voltages and parameter values.
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Figure 3.32: Loss factor of the matching network of FiduiZ8¥or small input powers.

3.4.7 Load-Pull Analysis Using Varactor-Based Load-Tuner

In order to verify the function of the designed load-tuneg,ave going to perform the load-pull analysis
once again in order to spot the 11 optimum points which haneadl found using the built-in ideal
load-tuner of the ADS. Table_3.4 compares the optimum loddtpmbtained by the varactor-based
load-tuner with those of the ideal one at 11 operatistatesof the amplifier. The input powers
in which the impedance points are derived and bias conditajrthe transistors are all the same as
the Tabld_3.R. As explained earlier for the first fatatesthe optimum load for maximum PAE are
being considered while for the rest, maximum delivered posvimtended. The control voltages of the
varactor stacks which produce the corresponding impedamiogs is listed in TablE-3]5.

Note that along with performing the load-pull analysis talfthe optimum load points, due to finding
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Figure 3.33: Loss factor of the matching network of FigurZd3for the highest input power of 31
dBm.

the control voltages of the varactors, we have actuallyghesi the tunable matching network as well.
Because itis now known that at each operatiatatieof the amplifier which voltages should be applied
to the two varactors stacks. A visual comparison has beerebativeen two sets of impedances in
Figure[3.3#. The black dots represent those points prelyiémsnd using the ideal load-tuner and the
colored points are the new set found using the practicattardased load-tuner. The close agreement
between two sets verifies the applicability of the desigoadituner to perform the practical load-pull
analysis of the amplifier.

Table3.4: Comparison of the 11 optimum load points obtabhedaractor-based load-tuner with those
of the ideal load-tuner.

Zyo (D) Lyopc ()
State | P, (dBm) | Vo (V) | Vo (V) (Ideal lopa Ak (Varactor-based

load-tuner)
1 10 0.25 0 39.9-364.2 40.4 —356.2
2 17 0.25 0 62.6-363.8 63.9-361.4
3 18 0.25 0 83.6-358.6 73.7-350.8
4 19 0.25 0 100 —j42.5 88.4-330.5
5 0 0.25 0.15 82.1—-j22 79.8-320.3
6 10 0.25 0.2 70 -310.8 71.6-314.0
7 16 0.25 0.3 57.3+j8.7 58.8+)9.7
8 20 0.25 0.4 41 +j24.4 40.6 +j25.9
9 21 0.25 0.5 29.6 +j26.4 333 +j27.2
10 23 0.27 0.6 223 +327.1 24.5+j25.7
11 25 0.27 0.6 17 +j27.5 19.1 +j28.3
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Table3.5: Control voltages of the varactors correspontiirihe 11 operational states.

Ziopt (£2) Zs ()
State | Vo (V) | Vo (V) | (Varactor-based | (Varactor-based

load-tuner) load-tuner)
1 2 19 40.4-356.2 20.5-361.6
2 4 16 63.9-j01.4 22.6-103.6
3 3 12 73.7-350.8 24.4-163.8
4 7 19 88.4-330.5 25.1-766.2
5 6 11 79.8-320.3 253-j63.4
6 7 7 71.6-314.0 27.7-162.6
7 9 6 58.8+)9.7 29.8—-j62.0
8 16 6 40.6 +325.9 35.3-360.4
9 20 7 33.3+327.2 37.7—j38.6
10 27 11 24.5+325.7 38.3-356.5
11 28 35 19.1+328.3 39.1-j553

Figure 3.34: Optimum load impedance points at 11 operdtistades of the amplifier obtained by
varactor-based (colored) and ideal (black) load-tuners.

3.4.8 Tunable Input Matching Network

Finishing the design of the output matching network, it isvriarn for the input matching. The last

column of Tabl€35 is dedicated to the input impedanceseséthplifier when the output is terminated
at the corresponding optimum load. In order to maximize thie,gve intend to perform a conjugate
matching at the input. Therefore the input impedance to btelmd at each state is the complex
conjugate of the values shown in Table]3.5.
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However, as the numbers imply, the variation of the inputédgnce throughout the entire power and
bias ranges is quite smaller than the load impedance. Irctmdition, a rather less complex tunable
matching structure with a higher loss-factor can be chosamver the area. One such a network is
shown in Figuré¢_3.35. Again the parameter values are aliimddeby optimizations and tunings. The

complex conjugate of the required input impedances togetita the covering area of the tunable

input matching network are shown in Figlire 3.36. Note tlids, time since the power levels are small
at the input, there is no need to investigate the high potects of the TMN.

By designing the input and output tunable matching netwtrkslesign of the amplifier comes to an
end. In the next section we are going to present the one-tathéna-tone harmonic balance simula-

tion results of the completed amplifier.

2,690
L=A/4
C\n
Cac L, Sz, 2,1,

Rs=500Q
’ |::| ZO ! LS |::| ZO ! L4 4 desired

Co — MTV 404505 \/

MTV 4045-05 Z S
77

Figure 3.35: Input tunable matching network.

W
N

3.5 Simulation Results

In this section, we are going to present the simulation tesdithe amplifier with the tunable matching
networks connected at the input and output. Totally foulusations have been done separately at the
11 operational states of the amplifier.

3.5.1 One-Tone Harmonic Balance Simulation

The first simulation is the one-tone harmonic balance in Whisingle sinusoidal signal is applied at
2.4 GHz. The input power is swept from -20 dBm to 25 dBm. From #imulation two important
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Figure 3.36: Complex conjugates of the input impedancedl aigkrational states of the amplifier
together with the coverage area of the input matching né¢wor

graphs of power addedfiency and power gain are obtained. Due to the importancatpiib power
in the power amplifier concepts, it is more common in the ditere to draw all of the curves as a
function of the output power rather than the input power.

The first graph to be presented is thg-P,y curve which is shown in Figuie_317. It is clear from the
figure that by switching between the states from the inputggaflabout 10 dBm to 25 dBm, we have
tried to avoid the compression and keep the amplifier in thesli region as will be more discussed
in the following. Figure§3.38 arid 3139 illustrate the réisgl PAE and gain of the amplifier at its 11

operational states, starting from the leftmost red curveupe thicker rightmost pink curve.

Poue (dBM)
T

P., (dBm)

Figure 3.37: R-Pou: characteristic curves of the amplifier at the 11 operatistaks.
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Figure 3.38: (a) Power addedtieiency as a function of the output power at 11 operationaéstaf
the amplifier, (b) zoomed view of the PAE where transitionsveen states at 1 dB compression points
are highlighted.

83



Power Gain (dB)
©
|

Power Gain (dB)

L L L L L B N B B

10 15 20 25 30 35

Poyt (dBm)

(b)

Figure 3.39: (a) Power gain as a function of the output powdrleoperational states of the ampli-

fier, (b) zoomed view of the gain where transitions betweatestat 1 dB compression points are
highlighted.
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In the lower part of each figure, a zoomed view of the transitiegion between the states is shown
where the final results are highlighted by black curves drawithe corresponding segments of the
different states. Note that here we have chosen the 1 dB conmpressits as the criteria for switching
between states. One can also prefer the levels of 3rd orderftviswitching as will be demonstrated
later after the two-tone analysis results.

According to the figure of the PAE, from output power of abo@tdBm, we have reached the PAE
value of over 40% and been able to maintain the PAE at the geemue of around 45% up to the 1
dB compression point of the last state which 31.8 dB. Thismaehat, using our design methodology
we have been able to keep th@aency nearly constant from the 15.8 dB badk-while preventing
the linearity degradation at higher output power levels.otimer words, if we were to operate the
amplifier only in the last state in order to achieve the maxm®4g, we would loose theficiency
significantly at reduced drive levels such that at the oupputer of 16 dBm the PAE level would drop
to 3%. On the other hand, if we intended to operate the ampbfidy in its first state in order to
achieve maximumféciency at lower input powers, then we had to accept the venolatput Ryg of
18.4 dBm. However, using our new topology and switched bggigether with the tunable matching
network, we can now fulfil both of the requirements at the séime.

Now consider the gain curves of Figure 3.39. Due to power medther than the conjugate match
at the output, we have lost from the gain of our amplifier whghssumed to be compensated by a
pre-amplifier. The small-signal power gain of the first statebout 10 dB. Before the gain drops to 9
dB switching to the second state should be taken place aa@tbcess continues until the gain drops
to 9 dB at the output g of the last state. In state selection, we have tried to keegdm variations

in state transitions, around the initial 10 dB value. It neeaat to drop below 9.5 dB and not to exceed
over 10.5 dB, so that we can maintain the average value of 1ib diee back-& region. Except for
one case of switching from state 7 to 8 which gain has reachedld dB at the point of switching, in
the other cases it is kept below that level. By more precitsten of the consecutive states we can
avoid these sort of discrepancies in the design.

3.5.2 Large-signal S Parameters Simulation

Our second simulation is called Large Signal S Parametaration known as LSSP in ADS. In fact, it
is also a harmonic balance simulator which gives the S paramef a network as a function of power,
rather than the frequency. From the important results #abe obtained using this simulation are the
magnitudes of § and $, which is useful in calculating the input and output retursslor VSWR of
the amplifier. Figur&-3.20 (a) to (c) present the magnitudiBof S;;, S, and S,, respectively.

According to the figure, due to conjugate matching with a logsInetwork, the magnitude of;Sat

all of the operating states is well below -20 dB which is a perrfesult. On the other hand, again due
to efficiency or power match at the output rather than conjugatehirag, a considerable reduction in
Sy, performance can be seen, as expected. At the small-signahref the first state, we havel %y,

of about -7.8 dB. This is while at the worst case of state 1asittering the fact that the state would be
active after the output power of 31 dBm, the magnitudegfi$helow -6 dB. The magnitude of, Sis
well below -18 dBm which is also very favorable.
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Figure 3.40: Magnitude in dB of (ax§ (b) S, and (c) S as a function of output power.
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3.5.3 Bandwidth Simulation

The third simulation is performed to determine the freqyeérendwidth of the amplifier over which we
had no monitoring throughout the design procedure and heae=xpect narrowband results. For this
purpose, we again set up a LSSP simulation engine, butthésttie frequency is set to be the sweeping
parameter and as the input driving power, we specify a siglealue for each individual state which
is in the middle of the operational power range of that staigure[3.41 (a) to (c) respectively present
the magnitude in dB of &, S;1 and $; as a function of frequency.

As the graph of the gain ¢%,1| suggests, there is an increasing trend in the bandwidtrecdrtplifier
from the first state up to the 8th state after which it startshonk again. Therefore we have the
narrowest bandwidth for the first state.

If the bandwidth is defined according to the points where thie grops 1 dB below its maximum
value, then the bandwidth for the first state would be 118 Miil the exact center frequency of 2379
MHz. This value extends up to 243 MHz at the center freque@863 MHz for the 8th state. The
perfect match at the input and the degraded output VSWR duaterand iciency matching rather
than conjugate matching, can again be readily seen fronsthieand|S,,|, respectively.
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Figure 3.41: Magnitude in dB of (a),§ (b) S1 and (c) $. as a function of frequency.

3.5.4 Two-Tone Harmonic Balance Simulation

The last but not the least is the two-tone harmonic balanoelation of the amplifier. At this stage,
two sinusoidal input signal with a tone separation of 1 MHerevapplied to the amplifier. The mixing
order was set to be 7 in order to obtain more accurate resnlthis way, in calculation of the IMD3
not only the direct term of 2#f;, but also two higher order terms that contribute to the IMB&l
namely, p+f,+f,-f1-f1 and b+f,+fo-fo+f1-f1-f1 will be considered. Resulting IMD3 and IMD5 curves
as a function of fundamental output power are shown in Fif@. It is common to express the
IMD levels in dB per carrier (dBc) which means that it is thea@f the power of the intermodulation
product and fundamental tone or carrier.

The first point that is evident from the graphs is the pres@fdke large-signal sweet-spots in all of
the 11 states due to wisely selecting the biasing pointsedfirtst stages of the design. In most of the
higher order states not only is there a sweet-spot, but @tolMD3 and IMD5 curves deviate from
their normal behavior and present a nearly flat region at bigput powers just before reaching the
sweet-spot. This anomalous behavior also play a major naleducing the intermodulation level.

As already stated, we could set the state transition aitest by 1 dB compression point but using
IMD3 or Adjacent Channel Power Ratio (ACPR) in case of a mathd input power. Like the PAE
and gain curves, a black path is also drawn on the IMD3 curf/éded=igurd_3.4P which represent the
level of IMD3 within the state transition region. The crigefor switching to higher states is chosen to
be exceeding the -30 dBc level. The amplifier operates in thesfiate until the carrier power reaches
to about 14 dBm where transition to second state takes prateeduce the IMD3 level. By continuing
this process we are able to keep the IMD3 level at the averalge of -33 dBc throughout the backio
region from the output carrier power of 13 dBm up to about 2/mdB
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Figure 3.42: (a) Third and (b) fifth order intermodulatiomgucts as a function of fundamental output
power.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 Introduction

For RF and microwave engineers, while on one hand the detage f a circuit may fer special
challenges, on the other hand, the practical implememtafithe circuit and getting the desired results
has its own dficulties demanding not only the knowledge but rather expede That is because as
the frequency increases, the number of parasitics and dewder €fects that are not or can not be
taken into account during the design and simulation stage iatreases, giving rise to inconsistent
experimental results.

In my design also at first | was not able to obtain any gain freene single transistor and encountered
a perfect oscillator when | connected the two transistois # simulations. For the case of the load-
tuner, the desired region of the Smith chart was not covemddtze loss of the network was extremely
high, rendering it totally useless. So | decided to invegédgn a component level and proceed step by
step while troubleshooting at each stage. This chapterdealed for all of these intermediate steps
that finally lead to the desired results and meanwhile madattae a lot of practical experiences,
making my PhD research period even more worthwhile.

In the next two sections of this chapter, the implementagicotess and measurement results of the
amplifier and load-tuner are going to be discussed, resdctiLater on, the load-pull measurement
results are presented and in the final section, the measoteesalts of the completed design contain-
ing the amplifier and inpyutput tunable matching networks are displayed. As wasinothaptefB,
the substrate of our choice for realizing the circuits is 3PRogers’ RO4003C.

4.2 Implementation and Measurements of the Amplifier

For the first time when | realized the amplifier of Figlirel 3.5tasas simulated in the ADS envi-

ronment, no gain could be obtained from the amplifier. Moegpthere were current flows from the
gate ports of the both transistors which should definitely bethe case for an HEMT device like
ATF-50189. The first thing that must be found out was to chebktiver the transistors are working
properly or they are burned out.

For that | sketched a small board on which a single transistold be mounted for testing. The fixture
is shown in Figuré 4]1. The gate and drain biases are appdied external Bias-Tees as shown on
the figure. For checking the transistor, it is biased to atpohrere the S-parameters are given in the
datasheet for that point and then compared with the measumesl As an example for one of the
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working transistors the two S-parameter sets are presentédure[4.2 for biasing conditions ofp¢
= 4.5V and ps = 280 mAl

Being able to properly bias the transistor to a given poimt abtaining the S-parameters similar to
the datasheet, implies that the active device is behavioggply and can be mounted on the amplifier
board. After testing both of the transistors as describedadle sure that the cause of the problem
was something else rather than the transistors. In ordendatfil prepared another board for a single
transistor with on board gate and drain biasing lines. Tlhemsatic and fabricated circuit are shown

in Figure[4.3.

Figure 4.1: Fixture for testing the transistors before nimgnon the main board.

After testing the transistor, it was mounted on the boarti Wie biasing components as shown in Fig-
ure[4.3 (a). The value of the biasing inductor was chosen thathwhile it provides a high impedance
for the RF signal, its Series Resonance Frequency (SRF)lieves 2400 MHz. Not surprisingly, the
same problem appeared again. The power gain was nearly zéthe@ power supply of the gate was
showing a current flow and there was a serious instabilitplera. This gave me the notion that there
must be something wrong with biasing circuitry and grougdimecause there was no problem in the
test board of Figure 4.1 while using standard Bias-Tees.

In the next testing board, | performed two modifications. stit designed a radial stub structure
using ADS momentum in order to provide a better open cirauitiie RF signal in the biasing line
of the drain port. The schematic of the stub and its Momentayout are shown in Figufe 4.4 (a)
and (b), respectively. The lengths shown in the figure araionbtl after optimization in Momentum
environment and the resulting input reflection Eméent is depicted on the Smith chart of Figlrel 4.4
(c). A very high input impedance of 8745-j8518(|Zj,| = 12.25 K2) could be achieved using this
structure.

The second modification was to create a couple of vias in thedoand fill them with solder as well as
soldering the entire bottom edge in order to connect thendgbattom sides of the board and provide a
better grounding. The fabricated circuit is illustratedrigurd4.5. This time the gate current decreased
considerably but the gain was still lower than what was regabin the datasheet. After studying some
papers and application notes related to the transistorraftoaice and trying a couple of testing boards
with single and double transistors, | was finally able to obeaproper behavior in terms of gain and
stability from the circuit of our original two-transistomgplifier.

1 For smoothing the measured data in the data display window of ADS, saluedant data are inserted at
the two extreme measurement frequencies below 0.5 GHz and ov&H&Bvhich describes why the measured
curves deviate from their normal trend
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Figure 4.2: Comparing the measured and datasheet S-paranaéta single ATF-50189 transistor
under the biasing condition ofpé = 4.5 V and bs = 280 mA.

In the final board, a lot of random via holes have been creatéde drain bias has been realized using
three stages of inductors, capacitors and a resistor. Trerstic and fabricated circuit are shown in

Figure[4.6, (a) and (b). In general, to get the best resudtwiths holes should have been completely
metallized using the LPKF equipment, but due to some probleamcerning the chemicals of the

equipment, | was not able to perform the metallization pssand hence manually filled a couple of
random holes with solder until | could get a proper result.

Since the lengths of the transmission lines connectingakesgand drains of two transistors are critical
parametersféecting the performance of the whole amplifier, a fine tuning a@plied on them using
the full wave analysis results of the Momentum embedded enstthematic simulation. Figute 4.7
illustrates the transmission line structure between thesistors analysed in ADS momentum. By
defining internal ports in the connection points of the layae are able to import the whole structure
in the schematic window.

In this way, the full wave analysis of the layout block is menied in Momentum environment and the
results are imported into the schematic environment whezarteasured S-parameters of the active
devices together with the S-parameters of the passive coamp® provided by the manufacturers are
all integrated in a single circuit of the schematic windovshewn in Figuré 418.

By tuning the lengths of the transmission lines in the schienveindow, their respective values are
exported as variables to the layout window where the Mommrdnalysis runs and sends the inter-
mediate results back to the schematic environment and theSiparameters of the whole structure
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Figure 4.3: (a) Schematic and (b) fabricated testing bo&i gingle transistor with gate and drain
biasing lines.

can then be viewed on the display window. In the tuning predésvas tried to get the best results in
terms of gain and stability at flierent biasing points. The lengths of the lines obtained #iefinal
tuning are those shown in Figure ¥.6 (a). The measured Sneaeas of the fabricated circuit at three

sample biasing points are presented in Fidiure 4.9 The diaging voltage is fixed at 4.5 V in all of
the experiments.

It can be seen that even without the input and output matchétgiorks connected, due to proper
adjusting the lengths of the transmission lines, an appraté matching conditions prevails such that
the gains are over 9 dB for all biasing points and the inputaanput return losses are quite satisfactory.
This condition actually simplifies the design of the matchimetworks to be discussed in the next
section.

Another important point that was revealed during the S+spatar measurement was that the amplifier
is not unconditionally stable for the gate biasing voltagk¥g; < 0.36 V and \4; < 0.3 V. As an
example, the stability factor for the biasing conditions/gfy = 0.3 V and \&, = 0.25 V is calculated
using the measured S-parameters and sketched in [Eigui¢ad.wBich shows the stability factor has
a value under 1 for the frequency of interest. Also for thissbig point, the output power spectrum
is shown in Figur&Z4.10 (b) while a 0 dBm single-tone signalpplied at the input. Dropping of the
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Figure 4.4: (a) Schematic, (b) ADS Momentum layout and (putrreflection cofficient of the radial

stub biasing structure for the drain.
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Figure 4.5: Fabricated circuit of the single transistor hfiep with radial stub drain biasing and three
solder-filled via holes.

gain and emerging of other spectral components are alse sfgnstability.

4.3 Implementation and Measurements of the Tunable Matching Mtworks

Designing the tunable matching network such that it canigeoain accurate matching conditions was
in fact a challenging task in practice. When | first fabricated load-tuner based on the varactor
model and the parameter values used within simulationsethdt was totally unacceptable and dis-
appointing. The loss of the network was pretty high and thesied area of the Smith chart was a
tiny region. That is why | had to start the design from the wtraising the real components. The first
step was to precisely characterize the varactor structbiehwn our design it should be considered
as a stack of 82 varactors in anti-series configuration. After finding anuxate measurement-based
characteristics from the stack, the transmission linetlenhghould be tuned such that we can achieve
the desired coverage and loss. The following subsectiandedicated respectively to these two steps
of TMN implementation.

4.3.1 Characterization of 2<2 Varactor Stack

Since in the matching network of our design the varactorkstace placed in parallel branches where
one end of them is directly connected to the ground, the wktalek can be treated as a one port
network. For measuring the S-parameters of this networkmple board was prepared on which the
varactor stack consisting of four MTV4045-05 componentsugded in one end, together with the
biasing inductors, are connecting using a short piece néiméssion line to the output connector. The
schematic and fabricated board are shown in Figurel 4.11. aAsbe seen, it is a one port network
whose S-parameters can be measured using a network anaitfsarl-port calibration.

The important point to mention is that the measured S-pamnef this structure can not be directly
used in the design of the matching network. That is becausdready mentioned in the previous
chapter, the lengths of the transmission lines connectiagréractor stack to the main line are very
critical in determining the loss and covering area of the TMN
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Figure 4.6: (a) Schematic and (b) fabricated circuit of the-transistor amplifier proposed in this
thesis.

Figure 4.7: Momentum layout view of transmission lines cartad to the gates and drains of the two
transistors.
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Figure 4.9: Measured S-parameters of the amplifier of Figuleat three dferent bias points.
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Figure 4.11: (a) Schematic and (b) fabricated board of thectar stack characterization module.

This necessitate that théects of the connecting transmission line and the connetstelf should be
removed so that the impedance of the varactor stack alopitdd as Zi,cx0n the figure of 4.1 can
be extracted. Although the lengths of these input compaenae quite smaller than the wavelength,
due to their impedance transforming property, they infleeihe results considerably. In order to de-
embed the extra input elements we need to do some mathscéirstier the S-parameter description

of a standard 2-port network:

by = Sy + Siod (4.1a)
b2 = Spia1 + Szoa (4.1b)

& and b can be expressed in terms afand h by finding & from (4.1a) and replacing it in (4.1b),
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which results in the following two equations:

@H=—— "= _— Db - —a 4.2a

? S12 Sz - S (4.22)

b2 = 821a1 + Szz(m) = %bl + (821 - m) a1 (42b)
S12 S12 S12

Now consider two networks connected in series and termdnaith ground (short circuit) in one end
as shown in FigureZ.12. This is actually the structure wedasding with in our varactor stack char-
acterization board of Figufe Z111.

a4 a3 = b,
—> A
o.—
<+— Sy Sy, +— S;3 Sy
b, b, =a,
S21 Sy —» Si;3 Sy
I-in rin_stack

Figure 4.12: Series connection of two networks terminatil ghort circuit representing the charac-
terization board of varactor stack.

What is known for us in this system is the input reflectionfioent (jy) which has been found
through 1-port S-parameter measurement. But what we akénlpdor is the reflection caéicient of
the varactor stac{, stwacy Which can be calculated as follows:

by @
l—‘ln_Stack— ag = b2 (4-3)

By replacing a and by from (4.2a) and (4.2b) we have

[in_stack =
- S S8
22 4 ( 22 11) a

(by1/ag) — S11
S12S21 + S22 [(b1/a1) — S1i]

Iin — S11
- 4.4
S12S21 + S22 [Iin — S11] 44)
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According to [414), if the S-parameters of the first netwavkjch in our case is the series connec-
tion of transmission line and the connector are known, dbeglding of that network can be readily
done using Equation4.4. The required S-parameters cantaadiy simulation using the model
of transmission line and connector, provided that theipeetve lengths can be set as accurately as
possible. With reference to my past experiences in meastin previously implemented matching
networks and performing some tuning, | adjusted the lergtldsother parameters of the connector and
transmission line. The final values and definition of the peaters are shown in the ADS schematic
window of Figurd 4.18.

MLIN
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Subst="MSub1"
W=1.8 mm
L=5 mm
.
3 — 3
+ Term L + Term
Term1 = Term2
Num=1 COAX_MDS Num=2
Z=50 Ohm ;'—%96 Z=50 Ohm
— =0.6 mm —
_‘L Ri=3.7 mm _L
= Ro=5.9 mm =
L=8 mm
Er=3
MSub TanD=0.0003
MSuUB A = Radius of Inner Conductor
MSub1 . Ri = Inner Radius of Outer Conductor
H=32 mil
Er=3.55 Ro = Outer Radius of Outer Conductor
Mur=1 L = Length
Cond=5.8E+7 Er = Dielectric Const of Dielectric Between Inner
Hu=1.0e+033 mm and Outer Conductors
T=3 um . .
TanD=0 0021 TanD = Dielectric loss tangent
Rough=0 mm

Figure 4.13: Simulated two port network consisting of thareector and transmission line to be de-
embedded from the measured S-parameters of network shdwgure[4.11.

Figurd4.T4 illustrates the measured reflectiorfitcients and the extracted ones after the de-embedding
process. The biasing voltage of the varactor stack is swept f V to 40 V. As can be seen clearly

on the Smith chart, a substantial rotation of the impedahasseen taken place by de-embedding the
extra components. Now that we have found the impedance ofateetor stack at flierent biasing
points, we can proceed to the design of the load-tuner basétkse data.

4.3.2 Tuning of the Transmission Line Segments

The transmission line segments that need to be tuned in trdgat the desired impedance coverage
with a low level of loss, are kig, Lpr1 and Ly as depicted in Figule 4.115. Since the input line length
has the sheerfiect of rotating the impedance points, it is not initially lunded in the tuning process.

At this point, | encountered the problem of importing the-guet S-parameters of the varactor stack at
different biasing points which were derived in the previousigeetfter the de-embedding stage. | had
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o Before de-embedding (measured)
x After de-embedding (varactor stack only)

Figure 4.14: Input impedance points before and after deeeldibg the &ect of input line and con-
nector.

to find a way to make the ADS automatically read several 14marthstone files (.s1p) at the same
time for the two branches of the load-tuner and display tiseltiag input impedance on the Smith
chart. Unlike the simulation using the model of the varagibere the applied biases could be swept
by the simulator, this time the sweeping should be done twigerent files.

After carefully inspecting the Data Access Components (DA€Cthe ADS environment, | could
find a way to overcome the problem using an item called Muiti€nsional 2-Port S-parameter File
(S2PMDIF) which is located in the Data Items palette at theestatic window of ADS. One of the
file types that this item can interpret is Measurement DatenBofiles with the extension of .mdf. The
content and structure of an mdf file is similar to a s2p file wiita major diference that in an mdf
file several s2p data can be inserted and a variable is defiitieith the file which serves as a counter
for the s2p data to be read by the S2PMDIF module in the schematdow. The same variable
should also be defined in the schematic environment. Figlfptesents an example of how this data
component can be utilized in ADS. The variable “CNTR” is tme aefined inside the “varactor.mdf”
which is the file being read by S2PMDIF component. The vagidbhtr” which is defined on the
schematic and swept by the ParamSweep component is adtualsalue of the variable “CNTR”. A
truncated version of a sample mdf file can be found in the Adpen

The only problem left is that the S2PMDIF component can réadndf files inside which the data
are organized in the form of s2p file rather than s1p file whicté case in our design. Since there is
not such a component as S1IPMDIF, to solve the problem | ctetvéine s1p files into s2p files by just
adding zeros for the missing values abSS,; and $, and then inserted the resulting s2p data into
the mdf file. But in order to get the correct results in the datian, the second ports of the S2PMDIF
components should be terminated with®@@oads as shown in Figure 4117.

As previously described in the amplifier case, for obtaimimgye accurate results in this simulation as
well, the three main transmission lines to be tuned, aregregpas a single layout component rather
than schematic models. In this way, the full wave analysihiefADS Momentum can be performed
on them and the results then imported to the schematic.
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Figure 4.15: Schematic of the load-tuner showing the aliti@ansmission line segments to be tuned.
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Figure 4.16: Sample ADS schematic showing how to employ &MEAF data item in order to sweep

between several s2p data.
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Figure 4.17: Load-tuner simulation setup in ADS showing P components for each varactor
stack and the imported layout of the intervening transmoisines.

Through the optimizations, two criteria were taken intoaot. First the load-tuner should be able
to cover the area of Smith chart containing the points of ilgefe[3.17 and their surrounding region.
Secondly, the loss value to achieve as defined by Equdii@d)(should set to be over -1.5 dB. For
limits under this value the loss becomes too large and fatdiover -1.5 dB the covering area shrinks
to small regions, both of which degrades the performanchefitatching network.

The final covered area after the optimizations and corretipgioss values are demonstrated in Figure
418 (a) and (b), respectively. For comparison purposesahee graphs are also shown foffelient
sets of line lengths in Figufe 4]19. For the case of Figur8 4a) and (b) the covered area is quite
expanded while very high loss values are present. On the b#rel, in Figuré 4,19 (c) and (d), the
loss value is reduced well below -1.5 dB but this time the dogecapability of the network has been
reduced. Note that on the Smith charts of Figliresl4.19 arfd| the impedance points depicted by
blue circles are the points withslover -1.5 dB which are considered as points with acceptaiid |
of loss. The fabricated circuit of the load-tuner is showiFigure[4.2D. Having the amplifier and the
load-tuner, the impedance seen from the input of the ampiéifidiferent bias points and load values
can now be measured in order to design the input matchingonketwhich is going to be explained in
the next section.
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Figure 4.18: (a) Covered area and (b) loss of the load-twrardnsmission line lengths of, L= 32
mm, Lmig = 16 mm, Ly = 7 mm, Ly = 6 mm.
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Figure 4.19: (a) Covered area and loss of the load-tunerémsmission line lengths ofjl.= 30
mm, Lmig = 12 mm, Ly = 20 mm, Ly, = 25 mm; (b) Covered area and loss of the load-tuner for
transmission line lengths ofil.= 10 mm, Lyig = 32 mm, Lyyy =8 mm, Ly, = 7 mm.

50 mm

Figure 4.20: Fabricated circuit of the load-tuner or outpatching network as a separate module from
the amplifier.
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According to Figuré¢ 4.79, it is observed that the loss vaoyrfivery small values of about 0.8 dB to
well over 20 dB. The main reason of obtaining such wide raridess values which primarily depends
on Lyr; and Ly, lengths, can be revealed with reference to the impedanegspafi the varactor stack
shown in Figuré 4.34. As far as the lengths gfiland Ly, are in the approximate range of 6 mm to
10 mm, due to the impedance transformation property, ttesform the impedance of the varactor
stack to high values around the open circuit point on the Isitiart which means the decrease of
the insertion loss. On the contrary, for the ranges of ab6utgh to 30 mm for L, and Ly, the
impedance of the varactor stacks are transformed to lonesadwmound the short circuit point on the
Smith chart which means the increase of the insertion loss.

There can also be an explanation in terms of the quality fa€onsidering the fact that the quality
factor is described by @ 1/RCw , by addition of the transmission lines to the varactor stifiek
overall capacitance value seen at the end of the TL also esamnbich introduces a loaded Q which
can be less or more than the Q of the varactor stack only. Wheadches very small levels fopl
and Ly values around 20 mm to 30 mm, it means than the loaded Q hasibesrased significantly
which results in the increase of the loss.

4.3.3 Implementation of the Input Matching Network

In order to find the exact covered area of the impedance pe@e&is from the input of the amplifier, the
load-tuner was connected to the amplifier using an extera#é-to-male transition while taking into
account the extra length that the transition adds to thefi.the load-tuner. Then the S-parameters of
the whole module was measured by network analyzer as deratetsin Figuré 4.21.

Figure 4.21: Measurement of the S-parameters of the amiplifib load-tuner connected.
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By changing the gate bias voltages and load valudkerént input impedances were obtained. Some
chosen samples of the measured impedances depicting thddr@s of the occupied region and some
points within the region are shown on the Smith chart of FefiP2.

Vg, =0.36V
Vg, =0.45V
V=1V
V=1V

Figure 4.22: Covered area of the impedances seen from theahthe amplifier at dferent bias and
load values.

According to this figure, although the variation of the inpupedance does not cover a large area, it
is not small enough to enable us to utilize the simpler stinectonsisting of just one parallel branch
for the input matching network as it was discussed in seid8. Hence, for the input port also, we
are going to use the ladder network of Figure #.15.3

The input matching network should be able to provide the dergonjugate of the impedance points

shown in Figur@4.22. After tuning of the transmission lieedths as described in Figlire 4.17, | had to
add an extra capacitance of 2.2 pF in order to cover the desiea of the Smith chart. The schematic
and fabricated circuit of the input tunable matching netare shown in Figure4.23. The covered

area of this network together with the complex conjugatédefrheasured input impedance points are
demonstrated on the Smith chart of Figlire #.24 (a). The losges are sketched in Figure 4.24 (b).
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Figure 4.23: (a) Schematic and (b) fabricated circuit ofitipait tunable matching network.
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Figure 4.24: (a) Covered area and (b) loss of the input tenalaltching network.

4.4 Load-Pull Measurements

For the load-pull analysis, the amplifier and load-tunercmenected using an external male-to-male
transition while taking into account the extension of thedf the load-tuner. Load-pulling should be
performed at dierent input power levels beginning from the completelydineperating region up to
the starting of the gain compression. This means that thabkggenerator should be able to generate
the maximum RF power of 23 dBm. But the maximum output powehefequipment available in the
microwave lab is 18 dBm at the most demanding a driver amplifiee driver amplifier was available
in ASELSAN where | was admitted to perform the measuremérite.setup is demonstrated in Figure
4.29.

As mentioned earlier, since stability problems arise fdednas values of ¥; < 0.36 V and \&; <
0.3V, | started the measurements frorg;\& 0.36 V and \&, = 0.3 V and incremented y{ by 0.05 V
until 0.55 V. | also added a last case aof /= 0.55 V and \&, = 0.55 V in order to push the amplifier
to its maximum gain performance. Table]4.1 summarizes the-full measurement results.

Pi, in the table is the input power to the power amplifier in whibk toad-pulling is performed. As
shown in the table, for each biasing point, load-pulling basn done at 5 fierent input powers
starting from -10 dBm up to 22 dBm with smaller steps at higimvers where the amplifier begins to
enter the non-linear regiong Iis the total drain current read from the power supply displaynected
to the common drain of the transistors when the input RF pdsvweot yet been applied.

An important point observed during the measurements wastthsual drain current of 70 mA for the
Ve1=0.36 Vand \&; = 0.3 V case and then decrease of current by increasing thegjéage of the
second transistor. This could be again a sign of oscillatisome frequencies. That is why | did not
continue the load-pull measurements for that case anedtadm Vs, = 0.35 V.
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Figure 4.25: (a) Schematic and (b) on-site photograph ofaaé-pull measurement setup in ASEL-
SAN.
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Table4.1: Summary of the load-pull measurement results.

v v en | ale @B Power Match PAE Match
oV [ Ve ) [To A P €BM MU TV W) [Vam [Vam
0.36 0.3 70! NA NA NA NA NA
-10 20 7 20
0 20 7 20
0.36 0.35 36 15 20 6 20
20 10 15 5 15
22 18 9 5 18
-10 15
0 15
0.36 0.4 53 15 10 11 NA NA
20 15 9
22 25 10
-10 12
0 12
0.36 0.45 107 15 10 11 NA NA
20 15
22 25
-10 10
0 10
0.36 0.5 211 15 11 9 NA NA
20 17 6
22 30 5
-10 10 7
0 10 7
0.36 0.55 355 15 13 6 NA NA
20 22 3
22 37 2
-10 15 4
0 15 4
0.55 0.55 718 15 15 4 NA NA
20 20 3
22 40 1
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As shown in the table, for the first biasing point only, theimptm loads for both maximum delivered
power and maximum PAE indicated as Power Match and PAE Magspectively, are obtained. That
is for determining the first operational state of the ampilifibich provides the bestiéciency for low
drive levels. In order to specify the PAE Match loads, firg tutput powers at ffierent loads were
found and then the PAE was calculated. Consequently, tllevimlae or varactor voltages in which the
PAE is maximum would be determined. For the other biasingtgan the table, the optimum loads
for maximum delivered power atfiierent input powers are derived. Note that the optimum loagls a
represented by their respective varactor bias voltagegoB¥d ¢ in the table.

4.5 State Selection

As summarized in Tab[e4.1, the load-pulling data are avtlfor 35 diferent combination of biasing
and matching conditions which results in 25 operationdéstaro select the desired states, the output
power is measured after connecting the input matching r&tewad tuning it for each state in order to
obtain the maximum gain. Then the PAE and gain curves arefsk@tas a function of output power
and ultimately the best operational states can be selectedding to the criteria discussed in section

B323.

Table[4.2 summarizes the input and output varactor stadingjavoltages for 25 dierent states and
corresponding output 1 dB compression point. Fidiure]l4.p6o(éy) present the PAE and power gain
curves for the bias and matching conditions of Tablé 4.2 eBam the compression points as well as
the dficiency curves of Figurle4.P6, | was able to select 7 optimusratpnal states, as highlighted
on the table.
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Table4.2: 1 dB compression points of the amplifier at ZEedent biasing and matching conditions.

Output P
Var M) | Ve ™) | Vaa ™) | Ve ) [ Ve ™) [ Ve ™) | = Gam ™™
25 20 7 20 28.5
25 25 6 20 25.5 4— 2" state
40 40 5 15 24.5 4— 15t state
0.36 0.35
40 40 5 18 26
20 17 10 15 30
15 13 18 9 30.5
40 17 8 15 27.5 <4— 34 state
20 17 10 11 29 <— 4" state
0.36 0.4
12 12 15 9 32.5
9 10 25 10 33.5
25 10 9 12 28.5
15 5 10 11 30
0.36 0.45
10 3 15 7 31 4— 5 state
10 2 25 5 315
20 8 8 10 29.5
12 4 11 9 30.5
0.36 0.5
3 17 6 315
3 30 5 32 <— 6" state
20 8 10 7 30.5
12 6 13 6 315
0.36 0.55
3 22 3 32
3 37 2 33 <4— 7 state
15 5 15 4 31
0.55 0.55 10 4 20 3 31
10 4 40 1 31
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Figure 4.26: Measured PAE and Gain curves for (a) PAE magohith Vg = 0.36 V and \&, = 0.35
V, and Power Matching with (b) ¥ = 0.36 Vand \;, = 0.35V, (¢c) Vo1 = 0.36 Vand \g, = 0.4V,
(d) V1 =0.36 Vand \5, =0.45V, (e) \51 = 0.36 Vand \&, = 0.5V, (f) Vg1 = 0.36 Vand \g, =
0.55V, (g) Vo1 =0.55V and \&, = 0.55 V.

4.6 Final Results

4.6.1 PAE and Gain

The power addedficiency and gain plots of the 7 selected states are sketcheshemon axis shown
in Figurel4.Z¥ (a) and (b). As stated before, we have choseh tiB compression points as the criteria
for switching between states. The transition region is ketwthe compression point of the first state
(24.5 dBm) to the last one (33 dBm) which is highlighted onftheres by bold black lines drawn over
the respective curves.

According to Figur€ 4.27 (a), the PAE has reached to the @flabout 39% at the 1 dB compression
point of the first state which 24.5 dBm after which we are ablentintain the PAE at the average
value of around 40% up to the 1 dB compression point of theskasé which 33 dB. This means that
in practice, using our design methodology, we are able tp kiee dficiency nearly constant from 8
dB back-df, while preventing the linearity degradation at higher oifpower levels.

In other words, if we were to operate the amplifier only in it ktate in order to achieve the maximum
P14s, We would loose thefciency significantly at reduced drive levels such that attigput power
of 24.5 dBm the PAE level would drop to 12%. So we have imprdbeddticiency from 12% to 40%
at 8 dB back-ff. On the other hand, if we intended to operate the amplifigr iorits first state in order
to achieve maximumf&ciency at lower input powers, then we had to accept the vevyolatput Rqg

of 24.5 dBm. However, using our new topology and tunable matcnetwork and switched biasing,
we can now fulfil both of the requirements at the same time.

Now consider the gain curves of Figlire 4.27 (b). The smgltai power gain of the first state is about
9.5 dB. Before the gain drops to 8.5 dB, switching to the sdiate should be taken place and this
process continues until the gain drops to 8.5 dB at the olpgtof the last state. This means that the
gain is maintained at the average value of 9.5 dB in batkegion.
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Figure 4.27: Measured (a) PAE and (b) power gain of the arapkfi 7 selected operational states.

4.6.2 Third Order Intermodulation

For examining the intermodulation response of the amplidiéwo-tone signal was required. But none
of the available signal generators were able to suppressthier from the produced signals and create
a clear two-tone signal. Therefore, it was decided to @titizo separate signal generators to produce
each tone separately. The two tones should normally be ecmdhising a power combiner before
being applied to the amplifier.
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Using a power combiner is necessary to prevent the leakatfedfignal from each generator to the
other as well as minimizing the return loss at the output efglenerators. Leakage of the signal to the
generators results in the contribution of the non-lingesiproduced by the output stage of the signal
generators to the two-tone signal applied to the amplifiet.tBere was no power combiner available
at the design frequency. Moreover, we only intend to cheekpttesence of the sweet-spots and their
locations are well below the 1 dB compression point. Henedefel of the applied signals are low
enough to make using a Tee junction possible instead of ampoamebiner. This was already verified
before the amplifier measurements. The configuration is shiowigurd 4.2B.

Third order IMD measurement results for the 7 operatiorskstare demonstrated in Figlire 4.29. The
presence of sweet-spots can be observed for all of the staiek is a sign of linearity enhancement.

(b)
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Figure 4.28: Producing two-tone signal using two sepaiigteasgenerators; (a) connection of the two
devices using coaxial T junction, (b) adjusting the sigreaieyators to create two signals at 2399 MHz
and 2401 MHz, (c) spectrum analyzer view of the created tme-signal.
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Figure 4.29: Measurement results of the upper 3rd ordemrtdulation distortion of the amplifier at
7 selected operational states.
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4.6.3 Third Order Intercept Point

As the last parameter that can be checked at tffierdint operational states of the amplifier is the Third
Order Intercept Point (IP3). It can be obtained graphichaylyplotting the fundamental output power
and the IMD3 product versus the input power in on logarithstiales. Both curves are extended with
straight lines of slope 1 and 3. The point where the curvessett is the intercept point. It can be
read from the input or output power axis, leading to the impubutput intercept point, respectively
(IP3/0IP3). Figurd4.30 (a) to (f) present the intercept points aperational states of the amplifier.
Note that in our case, the intersecting points are obtaigexktending the slope 3 lines from the point
of the sweet-spot which is usually the case in the literature
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Figure 4.30: Fundamental and IMD3 curves plotted as funstiaf the input power for finding the
third order intercept points from the locations of the swsgits at (a) state 1 up to (f) state 6.

Table[4.3 summarized the input and output IP3 values at Gatipaal states of the amplifier. It can
be seen that there is an increasing trend in intercept pstatsng from OIP3= 35.5 dBm at the first
state, up to the maximum value of the OIRP319 dBm at the 6th state. It is worthwhile to mention
that the OIP3 value of the transistor as reported in its tiettsis 45 dBm. This means that there is an
improvement of about 4 dBm in the OIP3 value in our design Wliscthe direct consequence of the
generation of sweet-spot.

Table4.3: Summary of the input and output third order irgpt@oints at 6 operational states of the
amplifier.

State IP3 (dBm) OIP3 (dBm)
1 26 355
2 29 385
3 29.5 39
4 335 435
5 34 455
6 37 49
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4.7 Fabrication of the Completed Circuit on a Common Board

As the finishing work of the thesis, the amplifier and matchietyvorks were integrated on a common
board in order to benefit from the advantages of the intedréésign method. The fabricated circuit
is shown in Figur€4.31.

Figure 4.31: Fabricated amplifier with tunable input andpattmatching networks integrated on a
common board.

Due to the sensitivity of the impedances provided by the hiatcnetworks to the lengths of their
respective input transmission lines, a degradation in gathPAE responses was observed in the inte-
grated case for the previously chosen 7 states. It is exghéude by first integrating the amplifier and
load-tuner and performing the load-pull analysis againfarally adding the input matching network
with precisely adjusting the line lengths, better resudts be obtained.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

Achieving high power ficiency and improved linearity at the same time is one of thenrgaals

in power amplifier design for wireless applications. Thisdis presents a new method of designing
power amplifier in a configuration consisting of two transistconnected in parallel. The method is
heavily based on load-pull analysis affdrent gate bias voltages and input powers. The creation of
large-signal sweet-spots are also monitored throughauta#d-pulling. A set of bias voltages and
load impedances are determined so that theiency is improved at reduced driving powers while the
output 1 dB compression point is shifted to higher valuesgitédr drives. The design procedure can
be divided into two parts of amplifier design and tunable tmiaitg network design. In the amplifier
design two transistors are connected with a common drairsdyprate gate biasing lines in order
to independently change the bias of each individual devlcethe design of the tunable matching
network, the main issue is to cover the interested load irmpees while providing minimum possible
loss. The tunability is provided by high Q, high breakdowitage abrupt junction silicon varactors.

This chapter summarizes the key research results achieteis thesis and provides some suggestions
for future studies.

5.1 Summary and Conclusions

Within the framework of the research conducted in this hdsilowing conclusions can be drawn:

e Using the introduced amplifier structure and design mettoayo the power addedfigciency
of a sample 2.4 GHz amplifier can be maintained nearly at itk palue of 41% from 8 dB
back-df (15.8 dB in simulations) up to the total 1 dB compression pofrthe amplifier which
is 32.5 dBm. This means that in one hand th&ncy is enhanced at lower input drives where
normally the amplifier operation is perfectly linear but #ficiency is quite low. And in the
other hand, with maintaining the same level éf@ency we have shifted the gain compression
point to higher values which means prevention of the lingadegradation at higher output
power levels.

e The length of the transmission lines connecting the draidsates of the two devices are found
to be crucial design parameters where the former (draif) ihenges the region of the optimum
load impedances on the Smith chart and the latter influeteegéin of the amplifier. So in the
design process the lengths of these lines are tuned todrahsfoptimum load points to a region
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capable to be easily matched with lower loss level as welt@agging maximum possible power
gain.

A couple of practical issues were encountered during thedation of the amplifier. These
problems which were identified to be a result of improper gding and biasing, suggest that
for the amplifier to be stable and produce reasonable power fistly, metallized via holes
should be created in the substrate to provide better gragratd secondly, the drain biasing
line should be grounded using capacitors dfatient values in the range of 10 pF up to 2R

One of the main points revealed in this research during thelifien design is that the highest
efficiency at low input powers which corresponds to the firsestditour design is achieved by
matching the amplifier to its optimum PAE impedance point higler input power level just
before entering the non-linear operation region. For ttlee @ our sample amplifier the input
power in which the matching should be performed is found tabdBm.

It is a known fact that by increasing the input RF power to amplérar, the position of the
optimum load impedance moves towards low resistive valundslas has theféect of shifting
the 1 dB compression point to higher levels. Thigeet is more pronounced if the amplifier is
biased in class-B or class-AB. But as this shift takes plawgain of the amplifier also drops
which actually neutralize the advantage of improved liftgarin this work, by introducing
another transistor and connecting it in parallel with itenpanion while separating the gate
biasing lines, we are able to compensate the gain drop bgasarg the gate bias voltage of one
of the devices accordingly but still keeping another detidee biased in class-AB. That is why,
our design can be considered as a combination of dynamicloddbias switching.

Employing two transistors and keeping the gate bias of orleeofievices at a small level (class-
AB), the creation of IMD3 large-signal sweet-spot can bergoteed. This is another advantage
of using two transistor configuration of our design. But ibsld be noted that in the creation of
sweet-spots, not only the biasing point but also the behayithe transconductance and output
conductance of the transistor and their derivatives wisipeet to the gate-source and gate-drain
voltages, play a crucial role and should be examined beéoreh

To implement the load-tuner and input matching network, s&ts of X2 varactor stacks in
anti-series configuration is used for the first time in thisskvoThe two sets are connected
using a 50Q transmission line creating a low-padsnetwork. The inherent low-pass filtering
behavior of this structure has also thteet of reducing the second and the third harmonics at the
output. Moreover, the high-linearity anti-series topglaij varactors leads to an insignificant
contribution to the harmonic generation.

In the load-tuner or output tunable matching network depign, one of the main challenges is
being able to cover a large area of the Smith chart while kegtbie loss in a minimum level so
that the gain andf&ciency of the amplifier are not degraded significantly. Thdérdf between
loss and covering area of the load-tuner is another key itmtas investigated in more detail
in this work for the case of thH topology utilizing varactors in parallel branches. Tlfkeet of
the lengths of the transmission lines connecting the varatacks to the middle line as well as
the length of the middle line itself, on the loss and covedrgp are monitored and optimized to
get the desired results.
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5.2 Directions for Future Work

The accomplishments in this thesis can be further extenglétetfollowing investigations as the future
work:

e Due to heavily depending of our design method on finding aed thatching the amplifier to
the optimum load points, in the process integrating thetiapd output matching networks with
the amplifier on a single board, the lengths of the transonidgies should be precisely adjusted
in order to obtain the proper results. Otherwise a signifidagradation in the performance of
the amplifier is expected. On-board directional couplersbmadesigned at the input of the load-
tuner in order to carefully measure the reflected power andifyjnthe circuit accordingly in the
future steps. Before achieving the best performance ing@frgain and fiiciency, a number of
intermediate boards may be required to be fabricated atefites

e The dliciency degradation of the tunable or adaptive PAs is maiwing to the lossy varactors.
The performance of the matching networks can be furtherameat by utilizing varactors with
higher quality factor or by designing with MEMS varactoesrbelectric or LDMOS transistors.

o After determining the varactor biasing voltages dfatent operational states, in order to com-
plete the design, a control circuitry for the varactors $tidne designed and integrated with the
PA part. This circuitry should demodulate or detect the Epeof the incoming RF signal and
use it to adjust the bias voltages of the individual varastacks. Since the control voltages
of each varactor stack isfégrent, this system should be able to generate more than boé se
voltages as functions of input envelope for each stack.

e The design methodology and proposed PA structure can bedpapi GaN devices for higher
output powers. In fact | initiated a design using CGH4001GcWlis a 10 W GaN device from
CREE. The design was carried out using the large signal nmdelded by the manufacturer.
The results of the simulations confirmed the feasibility pplging my design procedure on
GaN devices at higher power levels, but the improvementendfificiency was rather smaller.
It was found that for the case of this transistor there ex@stall movements in the location of
the optimum load impedance. Finding the reason for this \iehand conducting a general
research about the GaN devices can be a subject of futurestud

e Since no Large Signal Network Analyzer (LSNA) was availalte were not able to study the
large signal behavior of the varactor-based matching n&sva@\s stated in the simulations, the
behavior of the varactors change when higher powers argedpphich ultimately degrades the
performance of the amplifier at higher drive levels even males efect was not studied in this
thesis and can be considered an extension to this work.

e The amplifier topology can be further generalized by incosing more than two transistors
in parallel and investigate their mutudfects at diferent load and biasing levels and possible
improvements that can be achieved using several stagesnsigtors.
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APPENDIX A

TRUNCATED .MDF FILE SAMPLE

REM Biasing voltage=1V

VAR VARAC=1
BEGIN ACDATA
#Hz§,DB R50
% F N11X  N1LY N21X N21Y N12X  N12Y N2ZX  N22Y
180 2283 8037 044 1344 042 1358 2197 86.25
240 -1060 14678  -101 188 -1.07 232 980 15135
290 -546 13484  -248 -8.32 252 -791 489 13074
END ACDATA

REM Biasing voltage=2V
WAR WVARAC=2

BEGIN ACDATA
#GHz3 DB RS0

% F M11X M11Y N21X N21Y M12X M12Y MW22X MW22Y
1.90 2293 80.37 -0.44 13.44 -0.42 13.58 -21.97 B86.25
240  -10.60 146.78 -1.01 188 -1.07 2.32 -9.80 151.35
2.90 -5.46 134.84 -2.48 -8.32 -2.52 -791 -4.89 130,74

EMD ACDATA
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REM Biasing voltage =40V

VAR VARAC=40
BEGIN ACDATA

#Hz5 DB RS0
% F N11X

150 22.93

240  -10.60

2.50 -5.46
END ACDATA

M11Y

80.37

14678

134 84

21X
-0.44

-1.01

N21Y
15.44

1.BE

-B.32
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W12¥
-0.42

-1.07

-2.52

W12y
15.58

2.32

791

MN2ZX
-21.57

-4.85

W22y
B6.25

151.35

150.74
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