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ABSTRACT  
  
  

ACOUSTIC TRACKING OF SHIP WAKES   
  
  
 
  

Önür, Çağla 
Ph.D., Department of Electrical and Electronics Engineering 

                 Supervisor: Prof. Dr. Kemal Leblebicioğlu  
 

January 2013, 78 pages  
  
  
 
  
  

Theories about ship wake structure, bubble dynamics, acoustic propagation 
through bubble clouds, backscattering and target strength of bubble clouds have 
been investigated and related Matlab simulations have been carried on. Research 
has been carried on algorithms for ship wake acoustic detection and tracking. 
Particle filter method has been simulated with Matlab for target tracking using 
wake echo measurements. Simulation results are promising.   

Keywords: Acoustic, Bubble, Wake, Tracking. 
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ÖZ 
 
 

GEMİLERİN DÜMEN SUYUNUN AKUSTİK TAKİBİ 
 
 
 
 

Önür, Çağla 
Doktora, Elektrik ve Elektronik Mühendisliği Bölümü 

                        Tez Yöneticisi: Prof. Dr. Kemal Leblebicioğlu 
 

Ocak 2013, 78 sayfa 
 
 
 
 
 

Gemi dümen suyu yapısı, kabarcık dinamiği, kabarcık bulutları arasında akustik 
yayılım, kabarcık bulutlarının geri saçılımı ve hedef kuvveti ile ilgili teoriler 
üzerinde çalıĢılmıĢ ve ilgili Matlab benzetimleri yürütülmüĢtür. Gemilerin dümen 
suyunun akustik tespiti ve takibi için algoritmalar üzerine araĢtırma yürütülmüĢtür. 
Dümen suyu eko ölçümlerini kullanarak hedef takibi yapabilmek için parçacık 
filtresi metodunun Matlab‟da benzetimi gerçekleĢtirilmiĢtir. Benzetim sonuçları 
umut vericidir.      

Anahtar Kelimeler: Akustik, Kabarcık, Dümen Suyu, Takip. 
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CHAPTER 1 

 
INTRODUCTION 

 
 
 

1.1 Literature 
 

In the scope of underwater warfare, strong signature of ship wakes is attractive for 
its exploitation in ship detection, tracking and classification. It is known that nations 
are working on the development of wake-homing torpedoes and counter-
measures against wake-homing torpedoes. 

Ship wake signatures are generally more distinct than the signature of the ship. 
Also information about the ship‟s heading and speed can be obtained from the 
wake pattern. The most effective underwater sensor for detection is sonar. 
Detection and tracking of surface ships using radar may be difficult due to the low 
signal to clutter ratio and wake detection using sonar may be preferable [66].  

The strong signature of ship wakes is due to bubbles found inside them. Ships 
generate bubbles by propeller cavitation, by breaking of ship generated waves, 
and by air entrapment in the turbulent boundary layer under the ship hull [6]. As 
bubbles breakup, turbulent diffusion causes bubbles to mix and fragment. 
Afterwards, turbulence decays and the bubbles of different sizes begin to rise at 
different rates towards the surface due to their buoyancy. The main physical 
processes affecting the bubbles in this phase are advection by local currents, 
turbulent diffusion, buoyant degassing, and dissolution [1, 29]. 

Ship propeller and hull design, ship speed and maneuver affect the bubble 
distribution and hence wake signature [6, 10, 15]. In various experiments, it has 
been observed that ship wakes could last for about 15 minutes [1, 15].  

As it will be detailed in the next chapter, bubbles are nonlinear oscillators. They 
act as acoustic sources giving out characteristic acoustic emissions depending on 
their entrainment procedure. Also they affect acoustic propagation such that 
acoustic waves through the bubble cloud have frequency dependent average 
sound speed and attenuation. Backscattering of the acoustic waves is observed 
due to the scattering cross sections of the bubbles. These properties of bubbles 
create the acoustic signature of ship wakes [2, 8].   

Since 1940‟s, various research have been made trying to understand the effects of 
bubble clouds and the inverse problem of characterizing the structure of bubble 
clouds [1-26, 29-31]. 

Various acoustic methods are used for probing underwater bubble clouds to 
estimate parameters like average sound speed, average attenuation, target 
strength, bubble size distribution and void fraction. Mostly used acoustic methods 
for probing bubble clouds are pulsed and continuous wave forward propagation 
measurements using separate projector and hydrophones, backscatter 
measurements using multi-beam sonars, and measurements using acoustic 
resonators. While each method has different advantages making it suitable for 
bubble clouds with specific structures, best approach seems to be using a 
combination of these methods [1, 3, 4]. 
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Generally, for both forward and inverse problems, various simplifying assumptions 
are made such as bubbles undergo linear, steady-state monochromatic 
oscillations in the free field, without interacting. In reality, these assumptions fail 
more or less especially in specific cases. 

Most of the developed theories are effective medium theories which treat two-
phase bubbly mixtures as a single, homogenized medium. Hence, it is assumed 
that the locations of the bubbles are independent from each other. In order to 
accurately describe the acoustic propagation in clustered bubble clouds with void 
fractions sufficiently high to make interactions between bubbles considerable, 
modification of these theories by including correlation functions for the relationship 
between the positions of the bubbles is necessary [1, 21]. 

Effective medium theories developed for the propagation of sound through bubble 
clouds use different approaches like multiple scattering approach, continuum 
approximation approach, and diagram approach. These theories treat the 
propagation of acoustic waves through bubble clouds in a statistical sense which 
is preferable because of the variability inherent in bubble clouds [1, 30]. 

High driving pressures make the linear bubble dynamics assumption invalid. A 
case which necessitates the use of high driving acoustic pressure amplitudes 
might be probing of a medium with high void fractions causing high attenuation. 
High acoustic pressure amplitudes may be desirable also in low void fractions, 
because they offer opportunities to gain information about the bubble cloud or to 
enhance sonar operation by the exploitation of nonlinear effects [13, 18-20].  

Adjusting various parameters of the insonifying signal, exploitation of nonlinear 
effects in bubble clouds is possible. Actually it seems that marine mammals use 
echolocation signals exploiting these nonlinear effects [13, 18, 24].   

The resonant bubble approximation depends on the assumption that only the 
bubbles at resonance with the insonifying field contribute significantly to 
attenuation. It has been shown by various studies that including the effect of off-
resonance contributions improves the results of related estimations [9, 31]. 

In literature it is possible to find various experimental and theoretical work related 
to modeling the ship wake structure [6, 7, 10, 15, 16, 17, 26, 29, 68, 90, 100, 102, 
103, 117, 125]. On the other hand, a complete model of the ship wake structure 
that includes the initial bubble distribution and the evolution of the bubble 
distribution in relation with the ship and ambient parameters does not exist in the 
open literature. 

In [102], a ship wake model is formed for acoustic propagation studies. The mean 
bubble density profile of the ship wake is constructed from the data found in the 
literature. A separate stochastic function is used to form the random structure of 
the bubble density.          

More complex wake models have also been constructed in the literature. In a 
recent work [103], it is stated that the wake of a ship is governed by the water 
current pattern in the wake. Bubbles are distributed in the water by the wake 
currents. Besides the acoustic signature created by the bubbles, the currents in 
the wake can also create an acoustic signature. 
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In [66], a detection and tracking algorithm is described to detect and track a ship. 
The strong noise created by propeller cavitation is used to estimate the bearing of 
the starting point of the wake. Then a linear feature corresponding to the wake is 
determined using a high frequency active sonar. This increases the confidence of 
target detection and also provides initial estimates of target position and velocity. 
Kalman filter is used for tracking the starting point of the wake, hence the target 
ship. 

In literature [18], exploiting the nonlinear dynamics of the bubbles stands out as a 
promising method for detecting ship wakes. The insonifying signal could be 
adjusted such that while linear scatterers give little or no response, response from 
ship wake bubbles is high enough for detection. 

There are also papers [17] dealing with modelling the echo signals of ship wakes 
insonified by an active sonar. Matched filter and energy detector are among the 
detectors used on the echo time series. The effect of parameters such as distance 
to the ship, the aspect angle, and the source frequency is investigated using the 
echo models developed. 

 

1.2 Contributions 
 

In this thesis, research is carried on ship wake acoustic detection and tracking. A 
simulation environment is developed in Matlab and results of related numerical 
experiments are given.  

The wake model described in [102] is taken as the basis for the wake profiles used 
in this thesis. Since the mean bubble density profile of the wake model in [102] 
depends on data found in the literature, it is supposed that the wake model will 
give realistic and sufficient results for the studies related to this thesis.  

The wake model described in [102] is simulated with some modifications. Mainly 
the bubble size distribution of the wake model is changed, taking into account that 
small sized bubbles last for a longer time than bigger sized bubbles.  

Receive level profiles when insonifying ship wake are obtained using this wake 
model. Some features of the ship wake echo level pattern that could be exploited 
for detection and tracking are outlined.  

Particle filter method is implemented for target tracking based on wake echo 
measurements. Particle filter method is used instead of Kalman filter method, 
since wake echo measurement is a nonlinear function of target position. 
Compared with the method in [66], it is not necessary for the target, namely the 
start point of the wake, to be inside the search range.  

Two articles have been prepared from this thesis for submission [223, 224]: 

1) Ç. Önür, K. Leblebicioğlu. “Ship Wake Acoustic Tracking Using Particle Filter”. 
IEEE Journal of Oceanic Engineering, 2013. 

2) Ç. Önür, K. Leblebicioğlu. “Wake Tracking with Particle Filter”. 21. IEEE Sinyal 
ĠĢleme ve ĠletiĢim Uygulamaları Kurultayı, 2013. 
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1.3 Thesis Plan 
 

In Chapter 2, the theoretical information found in the literature about bubble 
dynamics, acoustic propagation through bubble clouds, and backscattering and 
target strength of bubble clouds is given. In Chapter 3, ship wake structure models 
found in the literature and the model used are explained. Also, examples for wake 
echo level profile obtained using the wake model are given. In Chapter 4, the 
algorithms for ship wake acoustic detection and tracking are explained. In the 
References chapter, there is an extensive list [1-224] of literature about bubble 
acoustic behavior, ship wake measurements, and target tracking. 
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CHAPTER 2 
 

BUBBLE THEORY 
 
 
 

2.1 Bubble Dynamics 
 

For a static gas bubble in a liquid, the internal pressure intP  of the bubble which is 

formed by the pressure of the gas gasP  and the pressure of the liquid vapour vapP  

inside the bubble is equal to the sum of the liquid pressure liqP  at the bubble wall 

and the pressure resulting from the surface tension tensP  that tries to keep the 

bubble intact. In equilibrium, the liquid pressure liqP  at the bubble wall is equal to 

the pressure in the liquid P  far away from the bubble [2].  

An excess pressure inside the bubble that makes the pressure of the gas within 
the bubble greater than the dissolved gas in the liquid just outside the bubble is 
formed to balance the surface tension pressure. Hence, the bubble tends to 
dissolve. This causes the concentration of the dissolved gas in the liquid at the 
bubble wall to exceed the concentration far away from the bubble. As the bubble 
dissolves because of this concentration difference, the size of it reduces making 
the surface tension pressure increase. Hence, the general tendency of the bubble 
is to dissolve [2]. 

Bubbles are actually nonlinear oscillators. For simplicity, they are modeled as 
linear oscillators. The equation of motion for a bubble as a linear oscillator driven 
by a force can be written as 

                                                    Fs
dt

d
b

dt

d
m  


2

2

                                     (2.1) 

where m  is the mass, b  is the damping coefficient, s  is the stiffness, F  is the 

force applied on the bubble, and   is the associated radial displacement of the 

bubble wall [1, 2]. 

Mass in Eq. (2.1) is actually equal to the mass of the entrained fluid which is three 
times the mass of the fluid displaced by the bubble. So m  is given by  

                                                         34 am o   ,                                             (2.2) 

where o is the fluid density and a  is the bubble radius [1].   

If the gas inside the bubble is assumed to behave as an ideal gas, the relation 
between pressure inside the bubble and the bubble volume can be written as 

                                                      
  CVP jed 

int  ,                                          (2.3) 
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where   is the ratio of specific heats for the gas inside the bubble, d  and e  

account for the changes in  , and C  is a constant [1]. 

The damping coefficient and the stiffness for the bubble in Eq. (2.1) are given by 
[1]  

                                                        
w

ePa
b int12 
  ,                                           (2.4) 

                                                         int12 dPas   ,                                           (2.5) 

where fw 2  is the angular frequency of oscillation. 

Since the bubble is modeled as a linear harmonic oscillator, its angular resonance 
frequency is the square root of the ratio of the bubble stiffness to the mass of the 
entrained fluid which can be written as [1] 

                                                   
o

oo

dP

a
fw




 int31

2   .                                   (2.6) 

The damping constant for the linear oscillator defined by Eq. (2.1) is given by  

                                                           wmb /                                                  (2.7) 

and for the bubble, it is the summation of three components: the damping constant 

r  due to radiation, the damping constant t  due to thermal conductivity, and the 

damping constant v  due to shear viscosity. Hence it can be expressed as [2, 3] 

                                                         vtr    .                                         (2.8) 

Different formulations exist in the literature for the damping constants. In [2], under 
some assumptions, they are formulated as: 

                                                         
c

awo
r


                                                 (2.9) 

                                                   ot f41041.4                                          (2.10) 

                                                           
o

v
w

410
              .                                  (2.11) 

The energy subtracted by the bubble from the energy of an incident acoustic wave 
is represented by the extinction cross-section which is the summation of the 
scattering and absorption cross-sections of the bubble. The absorption cross-
section is the summation of the thermal dissipation and viscous dissipation cross-
sections. The ratio of the energy losses due to radiation, thermal conductivity, and 
shear viscosity, hence the ratio of the related cross-sections, are in the ratio of the 
related damping constants [2]. 
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If an oscillating force with frequency f  is applied to the bubble, according to the 

linear equation in Eq. (2.1), the bubble wall will oscillate with the same frequency. 

Hence, if 
jwtMeF   is the applied force, the radial bubble wall displacement is 

given by
jwtDe . The radially oscillating bubble creates a spherically symmetric 

radiation field. The pressure for this radiation field can be written as 

                                                      
 

r

e
Ap

krwtj

sct



  ,                                      (2.12) 

where A  is the amplitude of the scattered pressure wave at one meter distance 

from the bubble, r  is the distance from the bubble, and  /2k  is the 

wavenumber where   is the wavelength [1]. 

Using 
jwtMeF   and 

jwtDe in Eq. (2.1), the amplitude D  of the radial bubble 

wall displacement is found as 

                                            





j
w

w

aP

mw
D

o

inc



















1

41

2

2

2

2
 ,                                       (2.13) 

where incP  is the amplitude of the incident pressure [1]. 

The particle velocity for the spherical radiation field of the bubble can be written as 

                                                           jwu                                                    (2.14) 

in terms of the bubble wall displacement. 

Using the relation   

                                                    
t

u

r

psct









                                                (2.15) 

and Eq. (2.7), the scattered spherical pressure field in relation to the particle 
velocity is found as [1, 32]  

                                                    u

kr

j

c
p o

sct













1


 .                                          (2.16) 

Using Eq. (2.7), Eq. (2.8), Eq. (2.12), Eq. (2.14), and assuming that 1ka , the 

amplitude A  of the scattered pressure wave one meter away from the bubble is 
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found to be [1] 

                                               

j
w

w

aeP
A

o

jka
inc



















1
2

2
 .                                            (2.17) 

The scattering coefficient s  of the bubble is defined as the ratio of the amplitude 

of the scattered pressure wave to the amplitude of the incident pressure wave. 
Hence, the scattering coefficient is given by [1] 

                                            

j
w

w

ae

P

A
s

o

jka

inc



















1
2

2
 .                                      (2.18) 

The scattering cross section of the bubble is defined as the ratio of the total 
scattered power to the incident intensity. Therefore, it is given by [1] 

                                        

2

2

2

2

2

2

2

1

4
4
























w

w

a

P

A

oinc

s  .                             (2.19) 

Since the damping constant due to radiation is given by kar  , the absorption 

cross-section and the extinction cross-section can be written as [2, 19]   

                                                

2

2

2

2

2

1

14




































w

w

ka
a

o

a                                          (2.20) 

and 

                                               

2

2

2

2

2

1

4



































w

w

ka
a

o

e  .                                        (2.21) 

Although the linear model given above is used for simplifying the things, as 
mentioned before, bubbles are nonlinear oscillators. One of the cases where the 
necessity of using a nonlinear model arises is the case of high driving pressures. 
Since the bubble has a finite radius, increasing the amplitude of the driving 
pressure cannot increase the amplitude of the scattered pressure in proportion 
[19].  

Examining the physics of the oscillation process, various formulations giving the 
relationship between the bubble response and the driving pressure have been 
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derived. One of those formulations is the modified Herring-Keller equation given 
by 

   


















c

a
a

c

a
aa







3

1
1

2

3
1 2  

 

dt

tdp

c

a

c

a
tppp

c

a liq
incoliq





























1
1


,    (2.22) 

where a  is the bubble radius, a  is the instantaneous bubble wall velocity, a  is the 

instantaneous bubble wall acceleration, op  is the hydrostatic pressure in the 

liquid, liqp  is the liquid pressure at the bubble wall, and incp  is the driving 

pressure [2, 24]. 

The liquid pressure at the bubble wall is given as  

                                    
a

a

aa

a

a
pp l

e
oliq




422
3






















   ,                        (2.23) 

where l  is the shear viscosity of the liquid,   is the surface tension, ea  is the 

bubble radius at equilibrium, and   is the polytropic index of the gas inside the 
bubble [24]. 

Assuming that the liquid is incompressible, the scattered pressure at a distance r  
from the bubble is given by [24] 

                                      
4

42
2

22

1

r

aa
ppa

r

a
p liqsct


  








    .                      (2.24) 

If the driving pressure-bubble volume curve is plotted, the area of a loop in the 
curve is the energy subtracted from the incident acoustic wave in the time interval 
corresponding to that loop. The time-dependent nonlinear extinction cross-section 
of the bubble can be found by dividing the power loss calculated from the driving 
pressure-bubble volume curve in a specific time interval by the intensity of the 
driving pressure [20]. 

 

2.2 Acoustic Propagation through Bubble Clouds 
 

A bubble cloud changes the sound speed and attenuates the amplitude of an 
acoustic wave travelling through, in amounts depending on the frequency of the 
wave. The acoustic wave is scattered by the bubbles and the scattered waves 
interact with other bubbles. The coherent summation of these scattered waves 
with phase lags and leads results in an acoustic field with a sound speed 
fluctuating around a frequency dependent mean sound speed. The scattering of 
the acoustic wave, the thermal and viscous dissipation at the wall of the bubbles 
cause the amplitude of the wave to attenuate. The attenuation also fluctuates 
around a frequency dependent mean attenuation. The fluctuations in the sound 
speed and attenuation tend to increase as the wave travels through the bubble 
cloud. 
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Several theories have been developed modeling the propagation of acoustic 
waves through bubble clouds. Most of the developed theories are effective 
medium theories which treat two-phase bubbly mixtures as a single, homogenized 
medium. Effective medium theories use different approaches like multiple 
scattering approach, continuum approximation approach, and diagram approach. 
These theories treat the propagation of acoustic waves through bubble clouds in a 
statistical sense which is preferable because of the variability inherent in bubble 
clouds [1]. 

According to the multiple scattering theory, originally developed by Foldy, a 
particular configuration of bubbles forms a scattering chain. The pressure field at a 
point r  for an acoustic wave propagating through this scattering chain can be 
found from the equations: 

                                                i
i

i
i

io rrGrpasrprp ,                                 (2.25) 

                                            i
ii

i
i

iioi
i rrGrpasrprp 





 ,                              (2.26) 

where op  is the pressure field in the bubble-free medium,  ias  is the scattering 

coefficient for the thi  bubble,  i
i rp  is the incident pressure at the thi  bubble, and 

 irrG ,  is the free-space Green‟s function [1, 30]. 

The free-space Green‟s function where ir  is the source point and r  is the 

observation point is written as 

                                                  
i

irrjk

i
rr

e
rrG






,  .                                         (2.27) 

For most applications, acoustic wave equation is defined as a linear, hyperbolic, 
second-order, time-dependent partial differential equation [33]: 

                                                      
2

2

2

2 1

t

p

c
p




  .                                          (2.28) 

If a harmonic solution is assumed for the acoustic pressure, then Eq. (2.28) 
becomes 

                                                       022  pkp  ,                                          (2.29) 

which is the Helmholtz equation [33]. 

The following relation holds for the free-space Green‟s function: 

                                                 iio rrrrGk  4,22
 ,                              (2.30) 

where ok  is the wavenumber in the bubble-free medium [1]. 
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The average pressure field can be obtained by taking the average of Eq. (2.25) by 
multiplying it by the joint probability density function of the bubbles in the volume 
of the bubble cloud interacting with the acoustic wave and integrating over the 
domains of the random variables [1]. 

The joint probability density of the bubbles can be written as 

                                                   NN aarr ,...,,,..., 11  ,                                      (2.31) 

where N  is the number of the bubbles in the volume of the bubble cloud 

interacting with the acoustic wave, the random variables ir  and ia  are the position 

and radius of the thi  bubble. If the locations and the sizes of the bubbles are 

independent, the joint probability density of the bubbles can be written as 

                                            NN
N

arnarnarnN ,...,,/1 2211  ,                        (2.32) 

where  ii arn ,  is the average number of bubbles per unit volume at position ir  

with radius ia  [1]. 

Assuming that the locations and the sizes of the bubbles are independent and 
using Eq. (2.25) and Eq. (2.32), the average pressure field is obtained as 

                                      
V

iiiiii
i

io drdaarnrrGrpsrprp ,,  .                   (2.33) 

Assuming that the acoustic wave is scattered only once by any bubble in the 
chain, Eq. (2.33) can be written as 

                                         
V

iiiiiiio drdaarnrrGrpsrprp ,,      .              (2.34) 

If the Helmholtz operator  22
ok  is applied to both sides of Eq. (2.34), using the 

relation in Eq. (2.30), the wavenumber k  for the bubble cloud medium is found as 

[1] 

                                                  daarsnkk o ,422   .                                    (2.35) 

Expanding the scattering coefficient, Eq. (2.35) becomes 

                                    
 

 
 











 da

aj
f

af

aran
kk

o

o





1

,
4

2

22  .                           (2.36) 

The effective medium for the bubble cloud is described by the complex 
wavenumber k . Since amplitude of an acoustic wave propagating through the 

bubble cloud is proportional to jkre  which can be expressed as 
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   rkrkjjkr eee ImRe   ,                                   (2.37) 

the average sound speed and average attenuation coefficient for the bubble cloud 
as a function of frequency are given as [1] 

                                                       
  fk

f
fc

Re

2
  ,                                         (2.38) 

and 

                                                         fkf Im  .                                        (2.39) 

The pressure field is a random function of position, it can be written as the sum of 
the average pressure field and the fluctuating pressure field [25]: 

                                                         rprprp f  .                                    (2.40) 

The average field is mentioned as the coherent field and the fluctuating field is 
mentioned as the incoherent field. The coherent intensity, the incoherent intensity, 
and the average intensity of the field are defined respectively as [25]: 

                                                           
2

rprIc   ,                                        (2.41) 

                                                          
2

rprI fi   ,                                      (2.42) 

                                                     rIrIrprI ic 
2

 .                            (2.43) 

 

The variance of the pressure field is equal to the incoherent intensity: 

                                                    ppppp
2  .                                   (2.44) 

Whereas the coherent intensity decays as a result of both scattering and 
absorption, the average intensity decays as a result of absorption. Hence the 
coherent intensity decays with range, and the incoherent intensity converges to 
the average intensity [1]. 

The variance for a particular configuration of bubbles can be approximately 
calculated from [1]:   

                                       


V
iiiiieieiiii drdaarnrrGrrGrprpss ,,,  ,               

(2.45)     

where eG  is the free-space Green‟s function for the effective medium. 
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Eq. (2.25) for the pressure field at a point r  for an acoustic wave propagating 
through the bubble cloud can be expanded as [1] 

                                    i
i

ioio rrGrpsrprp ,  

                                             
1

121
12

221 ,,
i

iii
ii

ioii rrGrrGrpss  

                                 
 1 12 23

121323321 ,,,
i ii ii

iiiiiioiii rrGrrGrrGrpsss  

                                       ...  

                                             ...321 rprprprp ssso   .                             (2.46) 

Using the expansion in Eq. (2.46), the average pressure field can be written as [1] 

                          
V

iiiiiioio drdaarnrrGrpsrprp ,,  

                             
V

iiiiiiiiiiiioii drdrdadaaarrnrrGrrGrpss 21212121212221 ,,,,,  

                            ...  .                                                                                      (2.47) 

For a Poisson distributed bubble cloud, the average attenuation coefficient and the 
average sound speed versus the total number of bubbles estimated using the 
effective medium theory described by Eqs. (2.36-2.39) are given in Figure 2.1 and 
Figure 2.2 respectively. The bubble radius is taken as 100 µm and the source 
frequency is 32.675 kHz. 
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Figure 2.1 Average attenuation coefficient versus number of bubbles. 

 
 

 
Figure 2.2 Average sound speed versus number of bubbles. 

 
 

In Figure 2.3 and Figure 2.4, the average attenuation coefficient and the average 
sound speed versus the source frequency are given respectively. The bubble 
cloud is Poisson distributed, contains 5000 bubbles with a radius of 100 µm. From 
Figure 2.3 it can be seen that although the greatest attenuation is near the 
resonance frequency, there is also a considerable off-resonance contribution to 
attenuation. 
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In Figure 2.5 and Figure 2.6, the average attenuation coefficient and the average 
sound speed versus the source frequency are given respectively for a Gaussian 
bubble size distribution of 5000 bubbles with a mean radius of 165 µm. 
 
 

 
Figure 2.3 Average attenuation coefficient versus source frequency. 

 
 

 
Figure 2.4 Average sound speed versus source frequency. 
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Figure 2.5 Average attenuation coefficient for a Gaussian bubble size distribution. 

 
 

 
Figure 2.6 Average sound speed for a Gaussian bubble size distribution. 

 
 

For a Poisson distributed bubble cloud of 1 m
3
 containing 500 bubbles of radius 

100 µm, the average attenuation coefficient is also estimated using multiple 
scattering theory described by Eq. (2.46). The attenuation coefficient is calculated 
from the ratio of the pressure magnitudes at two different locations. The average 
over 1000 trials is used for the pressure magnitudes. The source frequency is 
taken as 32.675 kHz. While the average attenuation coefficient considering only 
single scattering is found as 0.0241, the average attenuation coefficient 
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considering both single and double scattering is found as 0.0233. The value found 
from Eq. (2.39) and shown in the graph in Fig. 2.1 is 0.0238. 

For clustered bubble clouds, the joint probability density of two bubbles can be 
written as 

                                     
     221121

2
,,)(/1 arnarnrrgN   ,                           (2.48) 

where )( 21 rrg   is the pair correlation function of the bubble pair. For 

uncorrelated bubble pairs, its value can be taken as one [1, 41].   

For clustered bubble clouds in which not only single scattering but also double 
scattering is effective, but triple scattering is negligible, Eq. (2.47) can be written 
as [1, 41] 

          
V

iiiiiioio drdaarnrrGrpsrprp ,,

             
V

iiiiiiiiiiiiiioii drdrdadaarnarnrrgrrGrrGrpss 2121221121212221 ,,,, . 

                                                                                                                          (2.49)                

 
Using the pair correlation function in calculation of the joint probability density 
function instead of assuming independent bubble positions gives more accurate 
results for the average pressure field calculations [1]. 

Using measurements of average attenuation and sound speed over a range of 
frequencies, Eq. (2.36) can be inverted to find the bubble size distribution  an . A 

simple inverse operator for Eq. (2.36) is not available; hence various methods 
have been developed that make some assumptions for the inverse calculation [1, 
9].      

In the resonant bubble approximation, it is assumed that only the resonant 
bubbles contribute significantly to attenuation, bubble distribution changes slowly 

about the resonance radius,  is constant, and surface tension is negligible. Then 

the bubble size distribution can be found by inverting Eq. (2.36) as 

                                              
   ffan 36106.4   ,                                     (2.50) 

where  f  is in dB/m. If the depth is included as a parameter, Eq. (2.50) 

becomes [9, 10]: 

                                             
 

 
z

ff
an

1.01

106.4 36






 
 .                                     (2.51) 

An iterative approach described in [9] can be followed to obtain the bubble size 
distribution more accurately than the resonant bubble approximation method. The 
true attenuation is denoted by t  and the true bubble size distribution by tn . The 
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resonant bubble approximation is represented by the operator RBA acting on  , 

Eq. (2.39) is represented by the operator FT   acting on n , and the inverse of FT   

acting on  , is 1FT . Then the following steps can be tracked to find the bubble 

size distribution from a given attenuation function over a range of frequencies: 

    ttto nFTRBAn    1  , 

ot nnn   , 

       nFTnnFTnFT ttoo   , 

     nFTRBAnRBAn ooo   , 

   nFTRBAn   , 

oo nnnn    , 

                            
  ooooooot nnnnnnnnnn  2  .                 (2.52) 

In [18, 20], a nonlinear model is used for calculating attenuation and sound speed 
through bubble clouds. For inversion to estimate the bubble size distribution, it is 
assumed that the bubble cloud is homogeneous and bubbles are oscillating in 
steady state.  

The bubble cloud volume is the sum of the water volume and the gas volume:       

                                                      gwc VVV   ,                                             (2.53) 

and from mass conservation: 

                                               
ggwwcc VVV    .                                        (2.54) 

The bulk modulus is defined as [2]: 

                                                       dV

dP
VB   .                                               (2.55) 

Differentiation of Eq. (2.53) with respect to the applied pressure, the following 
relation between the bulk moduli is obtained: 

                                              
gc

g

wc

w

c BV

V

BV

V

B

111
  .                                      (2.56) 
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If the bubble cloud was not dissipative, the following relation could be written for 
the sound speed through the bubble cloud: 

                                                     c

c
c

B
c


  .                                                  (2.57) 

For the dissipative bubble cloud the function c  is defined as 
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   ,                     (2.58) 

which can be approximated as 
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tBV

tVB
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gw
wc ,                                      (2.59) 

under low void fraction conditions. If the inhomogeneous bubble cloud is divided 
into volume elements in which bubbles are subject to the same pressure change, 

then for the volume element the function 
lc

  is  

                                

   

 

2/1
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j l

j

jojwwwlc
tdP

tdV
Rncc   ,                        (2.60) 

where  
joj Rn  is the number of bubbles per unit volume with an equilibrium radius 

of 
joR . The function    tdPtdV lj /  is found from the appropriate bubble dynamics 

model. 

For a nonlinear lossless bubble cloud,    tdPtdV lj /  varies throughout the 

oscillatory cycle and the locus of points in the pressure-volume plane is a line 
which is not straight. The speed of sound varies throughout the oscillatory cycle 
and is given by Eq. (2.60). If the bubble cloud is dissipative, the locus of points in 
the pressure-volume plane forms loops with finite areas. In this case, the speed of 
sound can be inferred from the spine of the loop [18, 20]. 

As mentioned before, the area of a loop in the pressure-volume curve is the 
energy subtracted from the incident acoustic wave in the time interval 
corresponding to that loop. The time-dependent nonlinear extinction cross-section 
of the bubble can be found by dividing the power loss calculated from the driving 
pressure-bubble volume curve in a specific time interval by the intensity of the 
driving pressure. 

In [20], a method of inversion of the measured attenuation over a range of 
frequencies is described to estimate the bubble size distribution. The attenuation 
measured at a number of discrete frequencies is given by the matrix 
representation: 
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                                                          Kn  ,                                                (2.61) 

where n  is the bubble size distribution giving the count of bubbles at a number of 

discrete bubble radii. The elements of the matrix K  are defined as 

                                          

   


0

, ojojjoq
ext
bqj dRRBRwK  ,                          (2.62) 

where  
joj RB  is the thj  spline function for the representation of the continuous 

bubble size distribution, and  
joq

ext
b Rw ,  is the extinction cross-section of a 

bubble with radius 
joR  when the driving frequency is qw . In equation Eq. (2.62), 

the nonlinear cross-sections calculated from the pressure-volume curves of the 
bubble are used. 

For finding the bubble size distribution, a simple matrix inversion for Eq. (2.61) 
cannot be used. Optimum distribution is given by the expression 

                                              
    TT

opt KIKKn
1

  ,                                 (2.63) 

where   is the regularization parameter [20]. 

 

2.3 Backscattering and Target Strength of Bubble Clouds 
 

For a mono-static configuration of the source and the receiver, namely the 
locations of the source and the receiver being the same, the backscattered 
pressure signal  rp  received at the receiver from the portion of a bubble cloud 

containing N  bubbles insonified by a source pressure signal can be written as 

                                                    


N

i
iiio rrGasrprp

1

,  ,                                  (2.64) 

assuming only single scattering is important [1]. 

The pair correlation function, showing the clustering in the bubble cloud can be 
found from correlation of the backscattered pressure signals from different 
locations of the bubble cloud. Correlation between backscattered pressure from 
two different locations can be written as 

                    
VV

jijijijijijoioji drdrdadarraanrrGrrGrprpasasrprp ,,,,,21  . 

                                                                                                                         (2.65) 
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Using Eq. (2.48), Eq. (2.65) can be rewritten as 

                         
VV

jijijjiijijijoioji drdrdadaranranrrgrrGrrGrprpasasrprp ,,,,21

                                                                                                                       (2.66) 

Assuming that the pair correlation function is independent of position, the following 
expression can be written from Eq. (2.66): 

                                                 
   
   rprp

rprp
dg

21

21
  ,                                      (2.67) 

where d  is the distance between the considered backscattering locations of the 

bubble cloud [1]. 

For an active sonar signal with pulse shape  tx  and spectrum  fX , the received 

signal, namely the echo from the insonified portion of the bubble cloud can be 
written as 

                                        


 



f

N

i

ftj
iii dferrGrrHasfXty

1

2,),(   .             (2.68) 

The received spectrum is [12, 17]    

                                                     


N

i
iii rrGrrHasfXfY

1

,),(  .                     (2.69) 

Signal processing like matched filtering can be applied on this received signal for a 
better discrimination of the bubble cloud.  

The target strength TS  of an underwater target refers to the magnitude of the 

echo from the target. It is defined as: 

                                                            
i

r

I

I
TS log10  ,                                      (2.70) 

where iI  is the incident intensity and rI  is the reflected intensity referred to 1 m 

from the center of the target [27].  

If V  is the insonified volume of the bubble cloud and sS  is the scattering cross-

section per unit volume, then the target strength can be written as [3]: 

                                                          
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log10  .                                 (2.71) 

 

 

21 



The scattering cross-section per unit volume is [3]: 
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For a mono-static configuration of the source and the receiver, the active sonar 
equation can be written as:  

                                                  bTLTLTSSLRL 22   ,                           (2.73) 

where RL  is the receive level, SL  is the source level, TL  is the one-way 

transmission loss, and bTL  is the one-way transmission loss caused by the bubble 

cloud. 

Transmission loss is given as 

                                                           
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o

I

I
TL log10  ,                                   (2.74) 

where oI  is the intensity at the initial point and rI  is the intensity at the arrival 

point [27]. It can be written as the sum of spreading loss and absorption loss: 

                                                   310log20  rrTL   ,                              (2.75) 

where r  is the distance travelled in meters, and   is the attenuation coefficient 

due to absorption in dB/km. 

Transmission loss caused by the bubble cloud is given as 

                                                      rSTL eb  34.4  ,                                   (2.76) 

where extinction cross-section per unit volume of the bubble cloud is 
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In [3], an iterative technique has been described for estimating the bubble size 
distribution from measurements of receive level for different source frequencies. 
Using Eq. (2.72) and Eq. (2.73), the scattering cross-section per unit volume can 
be expressed as: 

                                4log10log1022log10  VTLTLSLRLS bs  .         (2.78) 
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For the different source frequencies, Eq. (2.69) is expressed as: 

                                                      


0

daanS if
s

if
s   ,                                  (2.79) 

and an initial guess is made for  an . Using this initial guess for the bubble size 

distribution, Eq. (2.79) is calculated for the different source frequencies used in the 
measurements. Calculated scattering cross-section values are compared with the 

ones found from Eq. (2.78) and the bubble size distribution  an  is adjusted 

accordingly. 
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CHAPTER 3 
 

SHIP WAKE ECHO 
 
 
 

3.1 Ship Wake Structure 
 

Ships generate bubbles by propeller cavitation, by breaking of ship generated 
waves, and by air entrapment in the turbulent boundary layer under the ship hull 
[6]. As bubbles breakup, turbulent diffusion causes bubbles to mix and fragment. 
Afterwards, turbulence decays and the bubbles of different sizes begin to rise at 
different rates towards the surface due to their buoyancy. The main physical 
processes affecting the bubbles in this phase are advection by local currents, 
turbulent diffusion, buoyant degassing, and dissolution [1, 29]. Ship propeller and 
hull design, ship speed and maneuver affect the bubble distribution and hence 
wake signature [6, 10, 15]. 

In literature it is possible to find various experimental and theoretical work related 
to modeling the ship wake structure [6, 7, 10, 15, 16, 17, 26, 29, 68, 71, 90, 100, 
102, 103, 117, 125]. On the other hand, a complete model of the ship wake 
structure that includes the initial bubble distribution and the evolution of the bubble 
distribution in relation with the ship and ambient parameters does not exist in the 
open literature. 

In various experiments, it has been observed that ship wakes could last for about 
15 minutes [1, 15]. Usual values for ship wake length, depth and width are 
approximately 1500 m, 10 m, and 30 m respectively. Commonly, wake depth is 2 
times the ship‟s draft and width is 5 to 10 times the ship‟s beam [15]. Actually, ship 
wake can be modeled as being composed of a central wake formed by propellers 
and the hull, and left and right wakes caused by the bow waves [17].  

It is common to represent mean bubble density in the ship wake as a function of 
bubble radius with power law or quadratic equations. Using power law, mean 
bubble density can be written as 

                                                          )(an  α sa  ,                                             (3.1) 

where s  takes values between 2.5 and 4 [6, 10, 102]. 

In [102], a ship wake model is formed for acoustic propagation studies. In this 
model, the mean bubble density profile of the ship wake is constructed from the 
data found in the literature. A separate stochastic function is used to form the 
random structure of the bubble density.          

The mean bubble density ),,,( azyxN , namely the mean number of bubbles per 

m
3
 at location ),,( zyx  with radii between a  and daa   is written as 

                                      )().().().(),,,( aAzNyNxNazyxN zyx                            (3.2) 
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where )(xNx , )(yN y , and )(zN z  are separable functions giving the x, y, and z 

axes (range, cross range, and depth axes) dependence of the bubble density and 
)(aA  is the bubble size distribution. In Figure 3.1, the representation of wake 

range, wake cross range, and wake depth axes is given. 
 
 

 
Figure 3.1 Representation of wake axes. 

 
 

The void fraction )(au  is defined as the volume of air per m
3
 formed by bubbles 

with radii between a  and daa   and written as 

                                                    )(
3

4
)( 3 aNaau 








   .                                       (3.3) 

The bubble size distribution is given as 

                                                          4)(  aaA                                                 (3.4) 

for bubble radii between 50 µm and 1000 µm.   

Along-wake dependence of the bubble density is given as   

                                               
3.13)310.3(

10)(









 v

x

x xN  ,                                  (3.5) 

where v  is the speed of the ship. 
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Cross-wake dependence of the bubble density is given as 

                                                     
2)/()( y

y eyN   ,                                          (3.6) 

where the parameter   depends on the distance astern. 

Depth dependence of the bubble density is given as   

                                           











2/

).0()(
coeffD

z

zz ezNzN   ,                             (3.7) 

where the parameter D  defined as the characteristic depth of the wake depends 

on the distance astern. Varying the constant parameter 2coeff  forms a deeper or 

shallower wake. 

In order to randomize the wake profile defined by Eq. (3.2), the following steps are 
applied: A zero-mean Gaussian distribution is formed with unit variance for along-
wake and cross-wake axes. The desired correlation of the field in x and y 
directions is obtained by convolving the field in x and y directions by a suitable 

kernel. This field referred as ),( yxcorr  is scaled by the constant parameter 1coeff  

for adjusting the variance of the field and the field is biased to make the center 

value unity. The resultant field is used to scale both )(zN z  and the parameter D  

in Eq. (3.7) to obtain ),,(, zyxN randz  which replaces )(zN z  in Eq. (3.2):  

    












2/.1),(.1

, ).0(.1),(.1),,(
coeffDyxcorrcoeff

z

zrandz ezNyxcorrcoeffzyxN .     (3.8)   

In Figure 3.2, bubble density profile of the wake obtained by simulating the model 
in [102] is given. The locations of the yz-plane, xz-plane, and xy-plane are at 
x=650 m, y=6 m, and z=2 m respectively. The bubble density profile is for a bubble 
radius of 160 µm. The following values are used for the parameters: 

 30 19.1, 17.1, 15.7, 12.6, 12.1, 12.5,)( t  m, 

 1.3 2.5, 5.3, 7.0, 9.0, 8.3, 7.4,)( tD  m, 

 375 325, 275, 225, 175, 125, 75,t  s, 

5.7v  m/s, 

3.22 coeff , 

    5.11coeff , 

                                  kernel dimension for  10 10,),( yxcorr .                        (3.9) 
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Figure 3.2 Bubble density profile of the simulated wake. 
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Figure 3.2 (continued). 
 
 

For the mean bubble density profile, namely for 01coeff , void fraction values 

and bubble density values at different wake ranges and for different bubble radii 
are given in Table 3.1. Depth and cross range values are taken as 3 m and 6 m 
respectively. 
 
 

Table 3.1 Void fraction and bubble density values 

Bubble radius 
(µm) 

Distance (m) Void fraction w.r.t. 
bubble density 

Bubble density 
(#/m

3
/µm) 

160 500 3.26*10
-10

 19.00 

160 1000 2.30*10
-10

 13.41 

400 500 1.30*10
-10

 0.49 

400 1000 0.92*10
-10

 0.34 

 
 

More complex wake models have also been constructed in the literature. In a 
recent work [103], it is stated that the wake of a ship is governed by the water 
current pattern in the wake. Bubbles are distributed in the water by the wake 
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currents. Besides the acoustic signature created by the bubbles, the currents in 
the wake can also create an acoustic signature.  

In [103], two different wake models are investigated. Given an initial condition just 
behind the ship, these models describe the evolution of the far field wake currents. 
The Swanson model is intended for flows created by the movement of the hull of 
the ship through the water and the Chernykh-Loitsyanskiy model is intended for 
flows created by the propeller of the ship. 

In the Swanson model, the width of the axial wake b  is expressed as the result of 

the contributions of ship turbulence, wake turbulence, and ambient turbulence: 

      4.3/10348.110/2/2966.0.
17/4017/67215/8
  Udxddxfcdxdb tf

D ,  (3.10)   

where d is the ship beam, U is the ship speed, f is the ratio of wave drag to total 

drag, and Dc  is the total drag coefficient. 

The axial (x-direction) velocity of the wake current is given as: 
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where h  is the ship draft. Eq. (3.11) is found by equating the amount of axial 

momentum in the wake to the momentum radiated forward by the ship and 
assuming a Gaussian profile for the cross wake and vertical directions.   

A vortex pair is defined behind the ship. A mirrored virtual vortex pair above the 
water is assumed to model the free surface condition. The y-direction and z-
direction velocities of the wake current are given by the sum of the contributions of 

these four vortices. A vortex is described by a circulation  : 

                                                         )(2 rrVt  ,                                           (3.12) 

where )(rVt  is the tangential velocity due to the vortex at a distance r  from the 

vortex center. 

The circulation decays with time and the depth of the vortices vZ  and the 

separation between them vb  change with time. The initial value of the circulation 

is given as 

                                                          
h

p

f

Ulc

2
0                                                 (3.13) 

at 
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0

2
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2/2


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df
t h

 ,                                       (3.14) 
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where l  is the ship length, hf  is the ship hull form factor, and the parameter pc  

is defined as 

                                                        
2/3

5.1 







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l

d
c p  .                                        (3.15) 

The circulation )(  can be expressed as 
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with 0/ tt  and  
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with tf396.0598.0   and tfp 7.29.3   where tf  is the measure of the 

ambient ocean surface turbulence. 

The vortex pair separation is given as 

                                             2/)(1 2 Gfdb hv   ,                    for 0tf         (3.18) 
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The depth of the vortex pair is given as  

                                                 
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d
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b
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v
tv   .                                     (3.20) 

The y-direction and z-direction velocities of the wake current are given as [103, 
105]:                       
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In the Chernykh-Loitsyanskiy model, similar to the Swanson model, the velocity 
field of the wake is formed as the summation of the velocity fields of four vortices 
behind the ship. The axial, radial, and tangential velocity components for a single 
vortex field are given as: 
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where  16/3 0J , )/)(64/33( 2
00  JL ,  xr / , and   , 

with 1000  g/cm
3
, 405.0  e  cm

2
/s, 01.00 J  g/cm

2
, 01.00 L  g/cm

2
, and 

5.2  cm.s/g. 

The x, y, and z direction velocity components can be found from: 

                                                       ),(),( xrUxrVx   ,                                      (3.26) 

                                       )sin(),()cos(),(),,(  xrWxrVxrVy   ,                  (3.27) 

                                       )cos(),()sin(),(),,(  xrWxrVxrVz   ,                   (3.28) 

with 
22 zyr   and )/(tan 1 yz . 

In [103], the initial distribution of the wake bubbles behind the ship is modeled as 
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with 2a , 1b , and Rx )400/7( , where R  is the bubble radius and N  is the 

number of bubbles. It is mentioned that this model is just an assumption. 

The terminal rise velocity of the bubbles (in cm/s) is 

                                   26 )2(1042.1)2(0112.0417.0 RRVt                     (3.30) 

which is added to the zV  component of the velocity field of the wake. 

When a bubble rises, because of the pressure decrease, the volume of the bubble 
increases and the radius change is given by: 

                                     1

3/1
3

1
1

10
1

3

4

10
1

4

3























































 n
n

n
n

rise R
z

R
z

R





  .                (3.31) 

The radius change of bubbles due to dissolution is given as 

                                                      tRdiss  610  .                                      (3.32) 

The bubble distribution in the wake of a ship is simulated in [103] by using this 
initial bubble distribution and bubble evolution model and the wake current 
models.    

Since the mean bubble density profile of the wake model in [102] depends on data 
found in the literature, it is supposed that the wake model will give realistic and 
sufficient results for the studies related to this thesis. Besides, the model and the 
parameters involved are simple to implement and interpret. Hence, the wake 
model described in [102] will be taken as the basis for the wake profiles used in 
this thesis. 

In this thesis, the wake model in [102] is used with some modifications. The 
bubble radius is taken to be between 50 µm and 400 µm. It is known that small 
sized bubbles last for a longer time than bigger sized bubbles. Hence, again Eq. 
(3.2) is used for bubble density, but for each 100 m of the wake, it is assumed that 
only the bubbles with radii indicated in Table 3.2 could exist and Eq. (3.2) is scaled 
by a factor of 10. 
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Table 3.2 Bubble size distribution 

Wake range (m) Bubble radius (µm) 

0-100 150-400 

100-200 140-350 

200-300 120-300 

300-400 100-250 

400-500 80-200 

500-1000 50-200 

1000-1500 50-150 

 
 

In order to model the wake starting from the beginning of the wake range, namely 
starting from 0t  s, the values of the parameters in Eq. (3.9) are extended as 

 30 19.1, 17.1, 15.7, 12.6, 12.1, 12.5, 9, 7, 3,)( t  m, 

 1.3 2.5, 5.3, 7.0, 9.0, 8.3, 7.4, 5, 3, 1,)( tD  m, 

                               375 325, 275, 225, 175, 125, 75, 50, 25, 0,t  s.                       (3.33) 

 

3.2 Ship Wake Echo 
 

The wake model in [102] with modifications indicated in Section 3.1 is used to 
simulate the receive level profile when insonifying a ship wake. The values in Eq. 
(3.33) and Eq. (3.9) are used for the parameters of the bubble density equation 
given by Eq. (3.2). The bubble radius is taken to be between 50 µm and 400 µm 
as in Table 3.1. The maximum depth of the wake is taken as 20 m, the maximum 
width of it as 100 m, and the length of it as 1500 m. 

The wake is divided into cells having dimensions of 100 m in range, 1 m in cross 
range, and 1 m in depth. It is assumed that the bubble density in each cell is 
uniform and found by taking the average of the bubble densities corresponding to 
1 m

3
 portions of the cell. 
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The receive level for each cell is calculated using Eq. (2.73) with the source 
frequency and pressure being 30 kHz and 300 kPa respectively. The scattering 
cross-section per unit volume and the extinction cross-section per unit volume of 
the cells are found using Eq (2.72) and Eq. (2.77). Corresponding target strength 
and attenuation coefficient of the cells are found using Eq (2.71) and Eq. (2.76).   

For the figures below; the range, width, and depth of the wake corresponds to the 
x-axis, y-axis, and z-axis respectively. In Figure 3.4, the receive level profile for the 
x-y plane of the wake at 1 m of depth when insonifying each wake cell from the 
side of the wake is given. For each cell, the source-receiver pair is brought to the 
same range as the middle point of the cell and 500 m away from y=0 m, and 1 m 
depth. The diagram showing the measurement scenario is given in Figure 3.3. 
Since the receive level is in dB scale and its interval is large, different receive 
levels are not easily distinguished in Figure 3.4.      
 
 

 

Figure 3.3 Receive level profile measurement scenario. 
 
 

In Figure 3.5, a background Gaussian noise with a mean of 20 dB and a standard 
deviation of 6 dB is added to the receive level profile of Figure 3.4. It can be seen 
that due to the attenuation caused by the bubbles, the receive level obtained from 
the distant half of the wake with respect to the source is lower than the near half of 
the wake. 
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Figure 3.4 Receive level profile when insonifying the wake from the side. 
 
 

 
       Figure 3.5 Receive level profile when insonifying the wake from the side with 
       background noise added. 
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CHAPTER 4 
 

ACOUSTIC DETECTION AND TRACKING OF SHIP WAKES 
 
 
 

4.1 Introduction 
 

For acoustic detection and tracking of targets, a large literature exists. When the 
target is a ship wake, various features of the ship wake could be exploited for 
acoustic detection and tracking.      

In [66], an automatic detection and tracking algorithm is described to detect and 
track a ship based on the evolution of its wake observed in the sonar image 
sequence. The strong noise created by propeller cavitation is used to estimate the 
bearing of the starting point of the wake. Then a linear feature corresponding to 
the wake is determined from the range measurements at the estimated target 
bearing. Range normalization and clutter map processing are used to reduce the 
number of false measurements. Kalman filter is used for tracking.  

In literature [18], exploiting the nonlinear dynamics of the bubbles stands out as a 
promising method for detecting ship wakes. The insonifying signal could be 
adjusted such that while linear scatterers give little or no response, response from 
ship wake bubbles is high enough for detection. 

There are also papers [17] dealing with modelling the echo signals of ship wakes 
insonified by an active sonar. Matched filter and energy detector are among the 
detectors used on the echo time series. The effect of parameters such as distance 
to the ship, the aspect angle, and the source frequency is investigated using the 
echo models developed.  

In Section 4.2, some features of the ship wake echo level pattern that could be 
exploited for detection and tracking will be outlined. The echo level pattern of the 
ship wake model explained in Chapter 3 will be investigated for this purpose. 

In Section 4.3, particle filter method will be used for tracking instead of using 
Kalman filter method, since wake echo measurement is a nonlinear function of 
target position. 

 

4.2 Wake Features for Detection and Tracking 
 

Ship wake has a complex pattern formed by the processes explained in Chapter 3. 
It is proposed that various features of this pattern could be exploited for detection 
and tracking. Simulations have been carried out using the ship wake model 
mentioned in Chapter 3 to figure out the ship wake echo patterns for different 
conditions. Features of the ship wake echo level pattern that could be exploited for 
detection and tracking are outlined. 
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In Chapter 3, it was mentioned that due to the attenuation caused by the bubbles, 
when insonifying the wake from the side, the receive level obtained from the 
distant half of the wake with respect to the source is lower than the near half of the 
wake. This property of the ship wake is evident when insonifying the wake with 
frequencies near to resonant frequencies of bubbles.   

In Figure 4.2, the receive levels of Figure 3.5 with 30 kHz source frequency are 
summed along the wake range and the result is plotted against the wake cross 
range. 

It can be seen that the resulting plot is non-symmetric and its peak is near -10 m 
instead of 0 m. The same plot is repeated with different source frequencies and 
the results are given in Figure 4.2. The measurement configuration is shown in 
Figure 4.1. Also, in Figure 4.3 receive level at 600 m wake range and 1 m depth 
obtained with different source frequencies are given. 

For different source frequencies, the plots become more or less symmetric 
depending on the bubble size distribution of the wake portion insonified. This 
feature of ship wakes could be a distinctive property for detection. 
 
 

 
Figure 4.1 Measurement configuration for receive level summation. 
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Figure 4.2 Receive level summation along the wake range at 1 m depth. 

 
 

 
Figure 4.3 Receive level at 600 m wake range and 1 m depth. 

 
 

Since ship wakes contain various sizes of bubbles, the target strength and hence 
the echo level of the wake cells change with source frequency. In Figure 4.4, 
Figure 4.5, Figure, 4.6, and Figure 4.7, the receive levels obtained with source 
frequencies of 1 kHz, 10 kHz, 30 kHz, and 200 kHz are given respectively. The 
wake is insonified from the side with the source and receiver located at the same 
range as middle point of each cell and 500 m away from y=0 m, and at 1 m depth. 
Background noise is Gaussian with a mean of 20 dB and a standard deviation of 6 
dB. The measurement configuration is as in Figure 3.3. 
 

39 



 

 
Figure 4.4 Receive level profile with 1 kHz source. 

 
 

 
Figure 4.5 Receive level profile with 10 kHz source. 
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Figure 4.6 Receive level profile with 30 kHz source. 

 
 

 
Figure 4.7 Receive level profile with 200 kHz source. 
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When there is enough amount of resonant bubbles inside the wake, the target 
strength of the wake is high enough for detection. Also the transmission loss 
caused by the bubbles is high, decreasing the receive level of the wake cells 
behind.  

For 1 kHz and 200 kHz source frequencies which are out of the resonant 
frequency range for the wake model used, the receive level considerably 
decreases. As seen from Figures 4.4 and 4.7, also the receive level profile 
becomes more symmetric with respect to the axis of wake range. Frequency 
dependency of wake echo level is another feature that could be exploited for wake 
detection. 

Using a number of sources and receivers at different locations and with different 
frequency bands, the above features could be used to support the detection of 
ship wakes. After detection has been ensured, tracking can be maintained by 
tracing the pattern changes in the receive profiles obtained by source receiver 
pairs. A database which shows the relation between the receive level profiles and 
the wake parameters, source frequency, source range, aspect, and wake range 
would be helpful for matching the observed receive level profiles with a specific 
situation. Also a database which shows the relation between the ship parameters, 
the wake parameters and the receive level profiles could be used for classification. 

 

4.3 Tracking with Particle Filter 
 

As mentioned in the previous chapter, after detection has been ensured, tracking 
of the ship wake, hence tracking of the ship, can be maintained by tracing the 
pattern changes in the receive profiles obtained by source receiver pairs and 
matching with a database. Another alternative for tracking the target ship is to use 
Bayesian filtering methods.     

In [66], a detection and tracking algorithm is described to detect and track a ship. 
The strong noise created by propeller cavitation is used to estimate the bearing of 
the starting point of the wake. Then a linear feature corresponding to the wake is 
determined using a high frequency active sonar. This increases the confidence of 
target detection and also provides initial estimates of target position and velocity. 
Kalman filter is used for tracking the starting point of the wake, hence the target 
ship. 

In this section, particle filter method [219-222] will be used for tracking based on 
wake echo measurements. Particle filter method is used instead of Kalman filter 
method, since wake echo measurement is a nonlinear function of target position 
and the measurement noise is non-Gaussian. Compared with the method in [66], it 
is not necessary for the target, namely the start point of the wake, to be inside the 
search range.  

For the first simulation case, the area to be searched is defined as an x-y plane 
with x-axis extending from 0 m to 4000 m, and y-axis extending from 0 m to 1000 
m. Along x-axis at y = 0 m, beginning from 1500 m until 2500 m, at each 100 m, 
source-receiver pairs are located at 3 m depth. The search area is insonified with 
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a source frequency of 10 kHz. Simulation results are given for a straight going 
target and one making a triangular path. It is assumed that the wake 
characteristics of the target are known and determined by the wake model 
indicated in Section 3.2.  

1) The algorithm used for tracking is as follows (Figure 4.8):  

The existence of wake inside the search range is determined.   

Each 10 kHz source beam is made parallel to the y-axis and insonify 10 m
3
 cells of 

the search range along the beam. For each source, the echo levels from the 10 m
3
 

cells are summed. If the summation is above a predetermined threshold for 
consecutive sources, then it is likely that wake exists at that interval. The 
existence of wake can be confirmed further by using the methods described in 
Section 4.2.   

2) The orientation of the wake is found.      

For the wake model used, with 10 kHz source frequency, the echo level will be 
maximum at the axis of the wake along the wake range. For each source beam 
insonifying the wake, the maximum echo level and its corresponding location is 
determined. The location of the maximum echo levels of consecutive parts of the 
wake gives the orientation of the axis of the wake, hence the orientation of the 
wake. The direction of the target can be found by observing the evolution of the 
wake pattern and by observing the echo level pattern of consecutive parts of the 
wake.      

3) Particle filter method is used for tracking.  

After the location and the orientation of the wake are determined, the position of 
the target can be estimated using wake echo level measurements. The relation 
between the echo levels and the position of the target can be formulated using the 
wake model. The tracking of target position is made using particle filter method 
which is explained below.  

3.1) Particle sets and particle weights for x and y coordinates of the target are 
initialized.    

The state vector to be estimated is composed of x and y coordinates of the target. 
Each of the probability density functions for x and y coordinates of the target are 
represented by 100 particles which are samples of x-axis and y-axis with assigned 
weights representing the probability density. Since x and y coordinates of the 
target are uncoupled in the dynamics model of the target given by Eq. (4.4), 
separate particle sets are used for x and y coordinates. Initially x-axis and y-axis 

are sampled uniformly and the initial weight i
xw 0,  of each x-axis sample and the 

initial weight i
yw 0,  of each y-axis sample are assigned as 1/100 giving equal 

probability to the samples, where i  is the sample number.    

3.2) Measurements of the echo level are done.  

The sources are arranged to send transmit beams orthogonally to the wake axis. 
For each receiver, the echo levels from the 10 m

3
 cells are summed. The first 
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receiver that exceeds the predetermined summation threshold is identified. 
Propagation loss differences for different portions of the wake are taken into 
account when making the related calculations. The x and y coordinates 
corresponding to the maximum echo level received by the chosen receiver and 
echo level summation of cells in an interval of 20 m of the maximum echo level are 
recorded.      

The measurement function can be represented by  

                                                   NzyxfM  ,,                                          (4.1) 

where M  stands for the measurement result,  zyx ,,  is the measurement point, 

and N  is the measurement noise. 

The measurement function in Eq. (4.1) is a complex nonlinear function that 
depends on environment parameters like sea state and currents, ship parameters 
like maneuvering, and measurement parameters like source frequency. As echo 
measurement noise, besides a background Gaussian noise with a mean of 20 dB 
and a standard deviation of 6 dB, a uniform random value between [-15,15] dB is 
added to receive level of each 10 m

3
 cells. 

For the wake model used, the wake is divided into seven portions along its range. 
Also, seven intervals for the wake receive level summation is determined. The 
intervals are numbered from one to seven starting with the interval having the 

highest receive level summations. For each wake portion, probabilities )|( rMp  

are assigned for insonifying the portion of the wake at wake range r  and receiving 
echo level summation in those seven intervals.  

The difference dx  between the x-coordinate of the target x , and the x-coordinate 

of the measurement point mx  is given by cosr  and the difference dy  between 

the y-coordinate of the target y , and the y-coordinate of the measurement point 

my  is given by sinr , where   is the angle of orientation of the wake.  

The assigned probabilities which form the perception model are shown in Table 

4.1 and are found from 100 simulations. The probabilities )|( dxMp  and )|( dyMp  

are the same as the corresponding )|( rMp  value. 
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Table 4.1 Probability )|( rMp  forming the perception model 

M, r (m) 0- 100 100-
200 

200-
300 

300-
400 

400-
500 

500-
1000 

1000-
1500 

> 3850 0.13 0.48 0.02 0 0 0 0 

3750-3850 0.71 0.48 0.51 0.05 0 0 0 

3700-3750 0.11 0.01 0.30 0.22 0.02 0.01 0 

3650-3700 0.03 0.02 0.12 0.47 0.21 0.20 0 

3600-3650 0.02 0.01 0.02 0.19 0.44 0.43 0 

3500-3600 0 0 0.03 0.07 0.30 0.35 0.37 

< 3500 0 0 0 0 0.03 0.01 0.63 

 
 

3.3) Particle weights are updated according to the measurement data. 

The weights of the particles for x and y coordinates are updated as  

                                                  )|(
1,, d

i
tx

i
tx xMpww


                                       (4.2) 

                                                 )|(
1,, d

i
ty

i
ty yMpww


                                     (4.3) 

using the measurement data, namely the echo level summation received by the 
receiver chosen and x and y coordinates corresponding to the maximum echo 
level measured by this receiver. Then, the calculated particle weights are 
normalized such that the sum of particle weights is equal to one for each axis. 

3.4) Resampling of the particle sets are done. 

After the weights of the particles are updated, resampling of the particle sets are 

done, where the probability of taking sample i  is i
tw . By resampling, multiple 

copies of particles with large weights are created, whereas the particles with small 
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weights are eliminated. Again the weight i
tw  of each sample is assigned equally 

as 1/100. The densities of the particles for x and y axis reflect the probability 
density functions for x and y coordinates of the target.          

3.5) Prediction, update, and resampling steps are applied in turn for each 
insonification. 

The search area is insonified with a period T  of 12 s. At each insonification, the 
location and the orientation of the wake are determined. For each insonification; 
prediction, update, and resampling steps are applied in turn. 

In prediction step, the position of the target, namely the particles i
tx  and i

ty  are 

estimated using the dynamic model of the target and the previous values of the 

particles i
tx 1  and i

ty 1 .  

The dynamics of the target is given by 

                                                RBuXAX i
t

i
t  1.                                         (4.4) 

where the state vector is defined as 

                                                        i
t

i
t

i
t yxX ,  ,                                           (4.5) 

the system matrix A  is  

                                                          









10

01
A  ,                                              (4.6) 

 

B  is  

                                                     













1

1

sin.

cos.

t

t

T

T
B




 ,                                    (4.7) 

where   is the angle giving the orientation of the wake, u  is the target speed 

which is assumed to be known and equal to 7.5 m/s and R  is the process noise. 
Since matrix B  depends on the orientation measurement, also the corresponding 
noise can be taken into account by R . For the simulations, a Gaussian process 
noise with zero mean and 40 m standard deviation in the ship movement direction 
is used. For the intervals where the ship moves along the x direction, also a 
Gaussian noise with zero mean and 10 m standard deviation is added to the y 
direction for the filter process noise.     

The update and resampling steps are done as explained for the first 
measurement. The estimated position of the target is found by taking the average 

of the particles i
tx  and i

ty  after each resampling step. 
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Figure 4.8 Tracking algorithm. 

 
 

The first simulation is done by a straight going target along the x-axis. The initial 
position of the target is (1650 m, 500 m). In Figure 4.9, the x and y coordinates of 
the real position of the target ship, and the estimation of them are shown for an 
example run.  

For this simulation, in addition to the Gaussian process noise with zero mean and 
40 m standard deviation in the ship movement direction, also a Gaussian noise 
with zero mean and 10 m standard deviation is added to the y direction for the 
process noise. 
 
 

 
Figure 4.9 Real and estimated coordinates of the target. 
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The RMSE value for the estimated values the location of the target ship are given 
in Figure 4.10 using 5 runs. 
 
 

 
Figure 4.10 RMSE value for the target ship location estimates. 

 
 

As the ship moves, it gets out of the range of source receiver pairs. The wake 
orientation measurement is made using the wake far behind the ship, hence 
estimation error might increase after the ship gets out of range.    

The second simulation is done by a target which goes with 45° in decreasing x 
and increasing y direction for 3 periods, then goes straight in decreasing x 
direction for 3 periods, and then goes with 45° in decreasing x and decreasing y 
direction for 4 periods. The initial position of the target is (2150 m, 500 m).  

In Figure 4.11, the x and y coordinates of the real position of the target ship, and 
the estimation of them are shown for an example run. Also, the real and estimated 
x-coordinate values of the target ship and the real and estimated y-coordinate 
values of it are given in Figure 4.12 and Figure 4.13 respectively. 
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Figure 4.11 Real and estimated coordinates of the target. 

 
 

 
Figure 4.12 Real and estimated x-coordinate values of the target. 
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Figure 4.13 Real and estimated y-coordinate values of the target. 

 
 

For the second simulation case, the area to be searched is defined as an x-y 
plane with x-axis extending from 0 m to 4000 m, and y-axis extending from 0 m to 
2000 m. An underwater vehicle with sensors on each side tracks the ship using 
the echo measurements. The underwater vehicle is thrown from another ship 
towards the area of the target ship and travels with a speed of 15 m/s at 3 m 
depth. The ship wake is insonified with a frequency of 10 kHz.   

Simulation results are given for a straight going target and for a target following a 
triangular path; first along decreasing x direction, then along increasing x direction. 
Again it is assumed that the wake characteristics of the target are known and 
determined by the wake model indicated in Section 3.2. 

A similar algorithm is followed as in the first simulation case: 

1) The existence of wake inside the search range is confirmed. 

If the echo level summation is above a predetermined threshold for consecutive 
beams, then it is likely that wake exists at that interval.  

2) The orientation of the wake is found. 

The orientation of the wake is determined in a similar way as in the first case. This 
time, two beams of the source are used to determine the location of the maximum 
echo levels of consecutive parts of the wake. 
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3) Particle filter method is used for tracking. 

3.1) Particle sets and particle weights for x and y coordinates of the target are 
initialized.     

3.2) Measurements of the echo level are done. 

3.3) Particle weights are updated according to the measurement data. 

3.4) Resampling of the particle sets are done. 

3.5) The orientation and location of the underwater vehicle for the next 
insonification are calculated. 

The estimated position of the target is found by taking the average of the particles 
i
tx  and i

ty . Using the estimate of the target location, the orientation of the 

underwater vehicle and the location of it for the next insonification are calculated. 
The orientation of the underwater vehicle is calculated to be directly towards the 
estimated next position of the target. It is assumed that the vehicle changes its 
orientation instantly. 

3.6) Prediction, update, and resampling steps are applied in turn for each 
insonification. 

The search area is insonified with a period T  of 30 s. For each insonification; 
prediction, update and resampling steps are applied in turn. Using the estimate of 
the target location, the orientation of the underwater vehicle and the location of it 
for the next insonification are calculated.  

The first simulation is done by a straight going target along the x-axis. In Figure 
4.14, the x and y coordinates of the target ship and the underwater vehicle are 
shown for an example run. The initial position of the target is (1700 m, 1500 m) 
and the initial position of the underwater vehicle is (2300 m, 0 m). 
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Figure 4.14 Coordinates of the target ship and the underwater vehicle. 

 
 

The RMSE value for the estimated values of the x-coordinate, y-coordinate, and 
the location of the target ship are given in Figure 4.15, Figure 4.16, and Figure 
4.17 respectively using 5 runs. 
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Figure 4.15 RMSE value for the target ship x-coordinate estimates. 

 
 

 
Figure 4.16 RMSE value for the target ship y-coordinate estimates. 

 
 
 
 

53 



 
Figure 4.17 RMSE value for the target ship location estimates. 

 
 

For this configuration, the underwater vehicle tracks the target ship successfully 
using the particle filter method. 

The second simulation is done by a a target following a triangular path; first along 
decreasing x direction, then along increasing x direction. In Figure 4.18, the x and 
y coordinates of the target ship and the underwater vehicle are shown for an 
example run. The initial position of the target is (2000 m, 800 m) and the initial 
position of the underwater vehicle is (2400 m, 0 m). 
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Figure 4.18 Coordinates of the target ship and the underwater vehicle. 

 
 

The RMSE value for the estimated values of the x-coordinate, y-coordinate, and 
the location of the target ship are given in Figure 4.19, Figure 4.20, and Figure 
4.21 respectively using five runs. 
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Figure 4.19 RMSE value for the target ship x-coordinate estimates. 

 
 

 
Figure 4.20 RMSE value for the target ship y-coordinate estimates. 
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Figure 4.21 RMSE value for the target ship location estimates. 

 
 

For this configuration, again the underwater vehicle tracks the target ship 
successfully using the particle filter method.  

With the wake and noise models used, the implemented particle filter algorithm 
gives successful results for tracking ships using wake echo measurements. The 
results depend on the simulation configuration and the target path. 
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CHAPTER 5 
 

CONCLUSIONS 
 
 
 

Research and simulations have been carried out for detection and tracking of ship 
wakes. A simulation environment is developed in Matlab and results of related 
numerical experiments are given.  

The wake model described in [102] is taken as the basis for the wake profiles used 
in this thesis. Since the mean bubble density profile of the wake model in [102] 
depends on data found in the literature, it is supposed that the wake model will 
give realistic and sufficient results for the studies related to this thesis.  

The wake model described in [102] is simulated with some modifications. Mainly 
the bubble size distribution of the wake model is changed, taking into account that 
small sized bubbles last for a longer time than bigger sized bubbles.  

Receive level profiles when insonifying ship wake are obtained using this wake 
model. Some features of the ship wake echo level pattern that could be exploited 
for detection and tracking are outlined.  

For the wake model used, it has been observed that changing the source 
frequency, both the magnitude and the symmetry of the receive level profile of the 
wake with respect to the wake range axis changes. 

Particle filter method has been implemented with Matlab for target tracking using 
wake echo measurements. Particle filter is used instead of Kalman filter method, 
since wake echo measurement is a nonlinear function of target position.  

With the wake and noise models used, it has been observed that the implemented 
particle filter algorithm gives successful results for tracking ships using wake echo 
measurements. The results depend on the simulation configuration and the target 
path. 

Ship wake structure used in this thesis is based on the knowledge found in the 
literature. A complete model of the ship wake structure that includes the initial 
bubble distribution and the evolution of the bubble distribution in relation with the 
ship and ambient parameters is needed to obtain more realistic results for the 
scattering characteristics of ship wakes. Also, the effects of maneuvering should 
be taken into account. For a complete model like this, not only theoretical and 
numerical studies but also ocean experiments would be necessary.     

Scattering characteristics of the bubble clouds in ship wakes are modeled based 
on linear harmonic oscillator model of bubbles and multiple scattering theory. As a 
future work, nonlinear behavior of the bubbles could be taken into account in 
modeling scattering characteristics of the bubble clouds in ship wakes.  
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Forward studies could be done using advanced sonar and environment models 
which would give more precise results. Signal processing methods should be 
developed for environment with intensive noise and clutter. 

Also, for a thorough understanding of the processes related to acoustic detection 
and tracking of ship wakes, laboratory studies and ocean experiments should be 
carried out in addition to numerical experiments. 
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