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ABSTRACT 
 

TARGET GLINT PHENOMENON ANALYSIS  
AND  

EVALUATION OF GLINT REDUCTION TECHNIQUES 
 

 

Bahtiyar, Selçuk 

M. S., Department of Electrical and Electronics Engineering 

Supervisor: Prof. Dr. Sencer Koç 

 

September 2012, 87 pages 

 

 

In this thesis, target induced glint error phenomenon is analyzed and the glint 

reduction techniques are evaluated. Glint error reduction performance of the 

methods is given in a comparative manner. 

First, target glint is illustrated with the dumbbell model which has two point 

scatterers. This illustration of the glint error builds the basic notion of target 

scattering centers and effect of scattering characteristics on glint error. This simplest 

approach is also used to understand the glint reduction methods. 

In an effort to evaluate the glint reduction techniques, a model based upon the 

concept of coherent summation of scattering complexes is used. The model is also 

used for introducing the basic properties of glint phenomenon. 

Basics of the glint phenomenon and glint reduction techniques are discussed with 

particular emphasis on diversity methods. Frequency diversity and spatial diversity 

techniques are described and investigated with generated simulation data. The 

diversity selection methods which are used to eliminate the erroneous data are 

introduced and their performances are investigated.  
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Glint error reduction results of various scenarios including both reduction techniques 

and selection methods are evaluated in comparison with each other. The results 

indicate that significant reduction of glint error is possible by the appropriate 

utilization of diversity techniques in radar systems. 

 

Keywords: Target Glint, Dumbbell Model, Glint Reduction Techniques, Frequency 

Diversity, Spatial Diversity, Diversity Selection Methods 
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ÖZ 
 

HEDEF PARILTI OLGUSU ANALİZİ 
VE 

PARILTI AZALTMA YÖNTEMLERİNİN DEĞERLENDİRİLMESİ 
 

 

Bahtiyar, Selçuk 

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. Sencer Koç 

 

Eylül 2012, 87 sayfa 

 

 

Bu tezde, hedef kaynaklı parıltı olgusu analizi ve parıltı azaltma yöntemlerinin 

değerlendirmesi yapılmıştır. Parıltı azaltma yöntemlerinin performansları 

karşılaştırmalı şekilde verilmiştir. 

Öncelikli olarak üzerinde iki saçıcı bulunan dambıl modeli ile hedef parıltısı gösterimi 

yapılmıştır. Bu gösterim hedef saçıcı merkezleri olgusunun ve saçıcı 

karakteristiklerinin parıltı üzerine etkisinin temelini oluşturmaktadır. En basit haliyle 

parıltının bu gösterimi, parıltı azaltma yöntemlerinin anlaşılması için de kullanılmıştır. 

Parıltı azaltma yöntemlerinin değerlendirilmesi amacıyla, saçıcı etkilerinin eşevreli 

bir araya getirilmesi üzerine kurulu bir model kullanılmıştır. Bu model parıltı 

olgusunun temel özelliklerini göstermek amacıyla da kullanılmıştır. 

Parıltı olgusunun temelleri ve parıltı azaltma yöntemleri çeşitlilik yaratma 

yöntemlerine vurgu yaparak açıklanmıştır. Frekans çeşitliliği ve uzaysal çeşitlilik 

teknikleri açıklanmış ve üretilen benzetim verisiyle incelenmiştir. Hata içeren verileri 

ayıklamak amacıyla çeşitlilik seçim yöntemleri kullanılmıştır. Kullanılan yöntemler 

açıklanmış ve performansları incelenmiştir. 
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Çeşitlilik tekniklerini ve çeşitlilik seçim yöntemlerini içeren senaryoların parıltı 

kaynaklı hata azaltma sonuçları birbirleriyle karşılaştırmalı olarak değerlendirilmiştir. 

Sonuçlar, radar sistemlerinde çeşitlilik tekniklerinin uygun kullanımlarının kayda 

değer parıltı hatası indirgemesi yapılabileceğini göstermektedir. 

 

Anahtar Kelimeler: Hedef Parıltısı, Dambıl Modeli, Parıltı Azaltma Yöntemleri, 

Frekans Çeşitliliği, Uzaysal Çeşitlilik, Çeşitlilik Seçim Yöntemleri 
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CHAPTER 1 

INTRODUCTION 

1.1. Introduction 

The word radar is an abbreviation for RAdio Detection And Ranging. Radar is an 

electromagnetic sensor for detection of reflecting objects. Besides detecting the 

objects, it can also give information about its range, velocity, angular position and 

other identifying target characteristics. In addition, radars are also used for imaging 

of the terrain or the targets [1-3]. 

The history of radar starts with the experiments of Heinrich Hertz who showed that 

radio waves were reflected by metallic objects in the late 19th century. However, it 

was German engineer Christian Huelsmeyer who first used them in order to build a 

simple radar that detects ships in fog for avoiding them to collide [4].  

After this demonstration in 1904 by Huelsmeyer, the development of the radar is 

continued during World War II. The progress during the war was rapid and of great 

importance. After the war, the use of radar widened to various areas such as 

meteorology, speed guns for police, marine navigation. 

The radar studies and enhancements are continued in many areas with different 

perspectives. Despite the complex structure of the radar, it can be simply 

considered as transmitting electromagnetic energy into a specified volume and 

processing the energy reflected by this volume (radar returns or echoes). The 

operation of a radar system can be summarized as [2]: 
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• The radar radiates electromagnetic energy from an antenna. 

• Some of this energy is intercepted by an object or target. 

• Target reradiates the intercepted energy to many directions. 

• Some of this reradiated energy (echo) is received by the radar antenna. 

• Received energy is amplified properly. 

• Signal is processed to obtain information about the target with the help of 

signal processing algorithms. 

The block diagram of a generic radar system is given in Figure 1.1, based on the 

above mentioned operations. The display of target is the output of the signal 

processing stage. Signal processing algorithms deal with various subjects in the 

extraction of target information. The problems which are related to target such as 

presence, velocity, angular bearing or movement direction are also handled by 

signal processing.  

 

Figure 1.1 - General block diagram of radar 
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The error sources in the system may reduce the performance of the signal 

processing algorithms and cause inaccurate information about target. These errors 

can be originated from the radar itself, operating environment or target structure.  

High precision tracking radar applications need to avoid the tracking errors for high 

performance. There are many error sources in tracking and many of these sources 

can be avoided or reduced by radar design, radar operation and signal processing 

algorithms. Thus, design and construction cost of the radar is a major factor. 

However, a cost-effective system that satisfies tracking requirements can be 

designed with the knowledge of how much error can be tolerated in the system. The 

errors that are affecting the system performance can be listed as follows: 

• Radar dependent errors 

• Target dependent errors 

• Propagation errors 

Radar dependent errors can be receiver thermal noise or servo-system noise. 

Multipath and irregularities in different atmospheric layers can constitute examples 

to the propagation errors.  

Target dependent errors are amplitude fluctuation in return signal, angle glint and 

range glint. Target noise is applicable to all complex targets that are large with 

respect to wavelength of illumination [2]. At this point, the extended target concept 

becomes important. 

The most common radar targets cannot be considered as a point-like target in 

current radar applications. Thus, their spatial extents in each coordinate must be 

taken into account. Such complex targets which consist of spatially separated 

scattering elements can cause significant measurement errors.  

The errors may be large enough and deterministic about the overall accuracy of the 

radar. If this error (glint error) is not small compared to the other error components, 

the target is considered as extended [5]. It should also be noted that the same target 

may be supposed as a point-like at long ranges but extended at short ranges.  
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The glint errors and the glint reduction techniques are presented and discussed in 

the next chapters in detail. 

1.2. Motivation 

Glint error can be the dominant error source for short range targets. Homing guided 

missiles, for example, suffer glint error. For such systems, the accuracy of the target 

bearing angle is very critical. Since glint error is a target dependent error source, the 

reduction techniques are important as much as the design of the radar system. 

Although tracking filters are efficiently used in radar systems, non-Gaussian noise 

like glint can make the tracking filters inefficient. Therefore, reduction techniques for 

glint error must be employed for more accurate angle and position of the target. The 

need for the performance evaluation of the reduction techniques is the motivation for 

this thesis. 

Consequently, this thesis deals with the use of the glint reduction techniques. These 

techniques are evaluated in a comparative manner and the improvements that can 

be gained are presented. 

1.3. Thesis Objectives 

This thesis aims to examine the performance of the glint reduction techniques. The 

enhancement of improvements on reduction performance is also focused in the 

thesis. To that end, a multi-point scatterer target is used as target model for 

gathering target return signal. Simulation needs to be adoptable for acquiring 

suitable data for different reduction techniques. 

Therefore, this thesis aims to accomplish the objectives listed as follows: 

• Research of glint reduction techniques 

• Simulation of target echo signal with glint 

• Performance evaluation of glint reduction techniques 

• Investigation of the effects of target and system parameters on reduction 

• Comparison of reduction techniques 

The next section in this chapter gives the thesis outline. 
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1.4. Outline of the Thesis 

After providing an introduction to motivation and objects of this thesis, a basic 

illustration of glint will be given for two-point target in Chapter 2. Chapter 3 will 

present the literature studying glint. The direction finding methods and the simulation 

models are the other issues covered in Chapter 3. Chapter 4 investigates the basic 

principles on glint error, the glint reduction techniques and the possible reduction 

algorithms along with the use of these techniques. Chapter 5 examines the 

reduction methods, the effect of target and system parameters. Chapter 5 also 

discusses the reduction results of the techniques in a comparative manner. Finally, 

conclusions are presented in Chapter 6 and possible future work is discussed for 

prospective enhancements. 
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CHAPTER 2 

TWO POINT TARGET GLINT ILLUSTRATION 

2.1. Two Point Target 

Glint is originated from complex targets which are composed of many point 

scattering elements. The phase fronts generated by each scatterer may cause the 

phase front seen by radar to point outside the extent of target. To illustrate this 

phenomenon a two point target is used. Even with this simple target configuration, 

the glint may show itself. The target geometry is given in Figure 2.1. 

 

Figure 2.1 – Target geometry for dumbbell model 
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Two points are separated by distance ܮ.  The points are on the same plane with the 

observation point at range ݎଵ and ݎଶ. The dimension in range which can be called as 

target depth is ܦ ൌ ܮ sinሺߚሻ and the dimension in crossrange which can be called as 

target width is ܹ ൌ ܮ cosሺߚሻ since the target orientation angle is ߚ. 

2.2. Basic Glint Relations of Two Point Target 

In this section, the physical origin of glint will be presented following [5]. Glint error 

will be examined on simple two point target model which has the geometry in Figure 

2.1. 

The reflected field of a point target has a spherical phase front. Tracking radar 

antennas aim to measure the normal to the phase front. For a point target, this will 

not produce error in angular measurements. 

Since the target has two point source components in our case, two different 

spherical phase fronts will reach the observation point or the radar. These two 

phase fronts may interfere with each other and the center of target may not be 

pointed by the normal of the resultant phase front. In this case, it is called apparent 

center that is pointed by the phase front’s normal.  

The position of the apparent center is dependent on the relative phase and 

amplitudes of point source echoes. This dependence states that the change in 

phase and amplitude, for example due to the target rotation, will cause the apparent 

center to wander. Therefore, fluctuations in the measured target angle may appear 

as well as fluctuations in resultant echo amplitude. The range accuracy will also be 

affected by the interference of phase fronts. To sum up, the wandering in the 

apparent center will generate glint noise components in angle, range and velocity 

estimations for an extended target. 

Because of the physical origin of these noise components, radar systems must 

consider glint noise as a basic characteristic of targets. Therefore, it is important to 

analyze the characteristics of these noise components and their relationships.  

The analysis of the two point target assumes that the separation ܮ is small 

compared to target range. The total signal received at the observation is the sum of 
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two individual signals echoed by the point sources. The signal can be expressed as 

follows: 

ܵ௧ሺݐሻ ൌ ଵܵሺݐሻ ൅ ܵଶሺݐሻ                                                                                                                       ሺ2.1ሻ 

where ଵܵሺݐሻ and ܵଶሺݐሻ are the field intensities of individual specular points. These 

can be written as: 

ଵܵሺݐሻ ൌ  భሻ                                                                                                                ሺ2.2ሻ׎ଵ݁௝ሺ௪ሺ௧ି௧భሻାܧ 

ܵଶሺݐሻ ൌ  మሻ                                                                                                               ሺ2.3ሻ׎ଶ݁௝ሺ௪ሺ௧ି௧మሻାܧ 

where ݐଵ and ݐଶ are the two way trip time of the radiated electromagnetic energy. ׎ଵ 

and  ׎ଶ are the initial phases of the reflecting elements due to the reflection 

differences between them. Total received signal also can be expressed in a similar 

manner as: 

ܵ௧ሺݐሻ ൌ  ೟ሻ                                                                                                                         ሺ2.4ሻ׎௧݁௝ሺ௪௧ିܧ 

Let the phase offset of ଵܵ be ߮ଵ ൌ ݐሺݓ െ ଵሻݐ ൅  ଵ  and the phase offset of ܵଶ be׎

߮ଶ ൌ ݐሺݓ െ ଶሻݐ ൅  ,ଶ. Then׎

௧ܧ
ଶ ൌ ଵܧ

ଶcosଶሺ߮ଵሻ ൅ ଶܧ
ଶcosଶሺ߮ଶሻ ൅ ଶܧଵܧ2 cosሺ߮ଵሻ cosሺ߮ଶሻ                                           

൅ ଵܧ
ଶsinଶሺ߮ଵሻ ൅ ଶܧ

ଶsinଶሺ߮ଶሻ ൅ ଶܧଵܧ2 sinሺ߮ଵሻ sinሺ߮ଶሻ                        ሺ2.5ሻ 

௧ܧ ൌ ටܧଵ
ଶ ൅ ଶܧ

ଶ ൅ ଶܧଵܧ2 cosሺ߮ଵ െ ߮ଶሻ                                                                                  ሺ2.6ሻ 

After finding the amplitude of the resultant signal, the phase offset,  ׎௧, can be 

derived from the equation 

೟׎௧݁ି௝ܧ ൌ భሻ׎ଵ݁ି௝ሺ௪௧భିܧ ൅ మሻ                                                                                 ሺ2.7ሻ׎ଶ݁ି௝ሺ௪௧మିܧ                        

This equation can be reformulated as 

೟׎௧݁௝ܧ ൌ ݁௝൬௪ሺ௧భା௧మሻ
ଶ ൰ ቆܧଵ݁௝൬௪ሺ௧భି௧మሻ

ଶ ൰݁ି௝׎భ ൅ ଶ݁௝൬௪ሺ௧మି௧భሻܧ
ଶ ൰݁ି௝׎మቇ                                 ሺ2.8ሻ 

The ቀ௪ሺ௧మି௧భሻ
ଶ

ቁ term is the half phase difference due to the delay times and can be 

extracted from the geometry as: 
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ߠ ൌ ቆ
ଶݐሺݓ െ ଵሻݐ

2
ቇ ൌ

ݓ
2

ቆ
ሻߚሺ݊݅ݏܮ2

ܿ
ቇ ൌ

ߨ2
ߣ

 ሻ                                                                 ሺ2.9ሻߚሺ݊݅ݏܮ

By using this, Equation 2.8 becomes 

೟׎௧݁௝ܧ ൌ ݁௝൬௪ሺ௧భା௧మሻ
ଶ ൰൫ܧଵ݁ି௝ሺఏା׎భሻ ൅  మሻ൯                                                              ሺ2.10ሻ׎ଶ݁ି௝ሺఏିܧ

Thus, the phase of the resultant signal can be expressed as: 

௧׎ ൌ
ଵݐሺݓ ൅ ଶሻݐ

2
െ tanିଵ ቌ

ଵ׎ଵsin ሺܧ ൅ ߨ2
ߣ ሻሻߚሺ݊݅ݏܮ ൅ ଶ׎ଶsin ሺܧ െ ߨ2

ߣ ሻሻߚሺ݊݅ݏܮ

ଵ׎ଵcos ሺܧ ൅ ߨ2
ߣ ሻሻߚሺ݊݅ݏܮ ൅ ଶ׎ଶcos ሺܧ െ ߨ2

ߣ ሻሻߚሺ݊݅ݏܮ
ቍ  ሺ2.11ሻ 

The resultant phase is important to derive the glint error equations for the two point 

target. The derivations related with glint error are based on Figure 2.2. The figure 

shows the apparent center of the target and the angle with range shifts from the real 

center of target.  

 

 

Figure 2.2 – Apparent center shift of two point target 
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The apparent center is shifted by ∆ܹ in crossrange and ∆ݎ in range direction. The 

normal of resultant phase front is pointing to the apparent center. To determine the 

apparent center, gradient of resultant phase should be found. For this reason the 

phase is expressed as a function of the polar coordinates  ݎ and ߚ: 

௧׎ ൌ
ݓ2
ܿ

ݎ ൅ ሻߚሺ׎ ൌ
ߨ4
ߣ

ݎ ൅  ሻ                                                                                           ሺ2.12ሻߚሺ׎

where ݎ ൌ ሺݎଵ ൅  .ሻ is the tangent inverse term in Equation 2.11ߚሺ׎ ଶሻ/2  andݎ

The gradient of the phase front is in the same direction with the normal to the phase 

front. The direction of apparent center seen by the observation point is the opposite 

vector of the gradient of the phase vector. The wandering center of the target to the 

apparent center generates an angular error of  ߝ. The gradient of the phase front is 

,ݎ௧ሺ׎׏ ሻߚ ൌ
௧׎߲

ݎ߲
ê୰ ൅

1
ݎ

௧׎߲

ߚ߲
êβ                                                                                                   ሺ2.13ሻ 

where ê୰ and êஒ are the unit vectors for the respective polar coordinates ݎ and ߚ. 

From the geometry given in Figure 2.2, the angular error can be found as: 

ߝ ൌ tanିଵ ൮

1
ݎ

௧׎߲
ߚ߲

௧׎߲
ݎ߲

൲ ൌ tanିଵ ൬
ߣ

ݎߨ4
௧׎߲

ߚ߲
൰                                                                                 ሺ2.14ሻ 

The linear error ∆ܹ can also be given by the following: 

Δܹ ൌ ݎ כ tanሺߝሻ ൌ
ߣ

ߨ4
௧׎߲

ߚ߲
                                                                                                         ሺ2.15ሻ 

By differentiating Equation 2.11 with respect to ߚ, డ׎೟
డఉ

 can be found as: 

௧׎߲

ߚ߲
ൌ

ߨ2
ߣ

ሻߚሺݏ݋ܿܮ
ଶܧ

ଶ െ ଵܧ
ଶ

ଵܧ
ଶ ൅ ଶܧ

ଶ ൅ ଶܧଵܧ2 cosሺ߮ଵ െ ߮ଶሻ
                                                         ሺ2.16ሻ 

Therefore the angular and linear errors are derived as followings: 

tanሺߝሻ ൌ
ሻߚሺݏ݋ܿܮ

ݎ2
ଶܧ

ଶ െ ଵܧ
ଶ

ଵܧ
ଶ ൅ ଶܧ

ଶ ൅ ଶܧଵܧ2 cosሺ߮ଵ െ ߮ଶሻ
                                                           ሺ2.17ሻ 
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Δܹ ൌ
ሻߚሺݏ݋ܿܮ

2
ଶܧ

ଶ െ ଵܧ
ଶ

ଵܧ
ଶ ൅ ଶܧ

ଶ ൅ ଶܧଵܧ2 cosሺ߮ଵ െ ߮ଶሻ
                                                                ሺ2.18ሻ 

The error in the range ∆ݎ can also be expressed as  

Δݎ ൌ
ሻߚሺ݊݅ݏܮ

2
ଶܧ

ଶ െ ଵܧ
ଶ

ଵܧ
ଶ ൅ ଶܧ

ଶ ൅ ଶܧଵܧ2 cosሺ߮ଵ െ ߮ଶሻ
                                                                   ሺ2.19ሻ 

First terms in the above equations are related with the half angle and half width 

extensions of the target. Therefore, normalized angular error factor can be 

presented as: 

௡௢௥௠ߝ ൌ
tanሺߝሻ

tan ቀߙ
2ቁ

ൌ
Δܹ

ܹ 2⁄ ൌ
Δݎ

ܦ 2⁄ ൌ
ଶܧ

ଶ െ ଵܧ
ଶ

ଵܧ
ଶ ൅ ଶܧ

ଶ ൅ ଶܧଵܧ2 cosሺ߮ଵ െ ߮ଶሻ
                           ሺ2.20ሻ 

First result of the normalized error equation is that error depends on the individual 

amplitudes of the echo signals and the phase difference between them. Another fact 

is that ߝ௡௢௥௠ can take any value between െ∞ and ∞. Thus, the apparent center may 

wander far beyond the physical extent of the target. For better understanding of the 

normalized factor, the interpretation of the factor can be given by the followings 

[5,6]: 

• If  ܧଵ ൌ 0, error factor is 1 and the angular glint which is produced by only 

scattering element 2 is 2/ߙ. Thus the radar tracks the scatterer 2. 

• If  ܧଶ ൌ 0, error factor is -1 and the angular glint which is produced by only 

scattering element 1 is െ2/ߙ. Thus the radar tracks the scatterer 1. 

• If  ܧଵ ൌ ଶ and ߮ଵܧ െ ߮ଶ ൌ ט గ
ଶ

,   error factor is 0 and the angular glint is also 0. 

Thus the radar tracks the geometrical center of the target. 

• If  ܧଵ ൌ ଶ and ߮ଵܧ െ ߮ଶ ൌ  and the angular glint is also ∞ט error factor is   ,ߨט

infinite. Thus the radar cannot track the target at all. 

The normalized error factor can be reformulated as in Equation 2.21 [5]. By using 

this new expression, sample values of the normalized error factor are shown in 

Figure 2.3.  

௡௢௥௠ߝ ൌ
1 െ ଶݖ

1 ൅ ଶݖ ൅ ݖ2 cosሺ߮ሻ ݖ   ݁ݎ݄݁ݓ   ,     ൌ  ଶ                                                           ሺ2.21ሻܧ/ଵܧ
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The absolute value of the error factor is presented for simplicity. The values which 

are greater than one indicate that the apparent center is outside the target. Thus, 

tracking the target may be impossible if the magnitude of error factor is much 

greater than one. 

 

Figure 2.3 – Normalized error factor for two point target 

 

As it is seen from Figure 2.3, the glint error becomes very large especially for phase 

differences close to ߨ. If the echo amplitudes of the scattering elements are closer, 

the error tends to cause critical measurement failures in tracking the apparent center 

of the target. 

Although this model cannot represent the typical radar targets, it can simply illustrate 

how glint phenomenon is generated by the targets. It also gives information about 

the statistical properties of glint. This basic model also can be used to investigate 

glint reduction techniques. 

It is useful to consider the following reformulated normalized error factor expression: 

௡௢௥௠ߝ ൌ
1 െ ଶݖ

|1 ൅ ௝ఝ|ଶ݁ݖ                                                                                                                      ሺ2.22ሻ 



 

13 
 

The denominator of the Equation 2.22 can be regarded as the amplitude of the total 

received signal. If  ห1 ൅ ௝ఝหଶ݁ݖ
 term in the equation tends to zero and the amplitude 

ratio of scatterers is close to one, the glint error becomes noticeable to be taken into 

account. This property states that the amplitude of the received signal and the glint 

error are negatively correlated quantities. This feature will be reissued in the 

following chapters. 

The negative correlation property also provides a basic intuition on how to mitigate 

the glint error due to scattering characteristics of the target. The phase of the target 

signal can be sampled at multiple points which may generate independent samples. 

The sampled points can be used with the purpose of generating reduction 

algorithms. This feature is the basis of the diversity techniques and the diversity 

selection methods. 
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CHAPTER 3 

GLINT BACKGROUND AND SIMULATION MODEL 

3.1. Direction Finding 

Modern tracking radars need to utilize systems that generate information about the 

target’s angle and range position in both azimuth and elevation. In this section of 

this chapter, angle tracking, i.e. direction finding, techniques will be presented. One 

of the presented techniques will be used in the simulations for measuring the glint as 

the deviation from the target geometric center. In this context, the historical and 

theoretical development of the angle tracking is important, since glint is a problem 

which is related with the measuring of the target position. 

Sequential lobing, conical scan and monopulse techniques are mentioned here as 

direction finding methods. 

Sequential lobing or lobe switching can be said to be one of the first tracking 

techniques used in the early radar systems. Although its implementation is simple 

and straightforward, tracking performance is limited with pencil beam width and 

switching mechanisms, i.e. electronic and mechanic switching [3].  

Two or more switched beams are received and compared by radar in sequential 

switching. The voltage level difference between two signals is the basic concept in 

this method. If the target is on the tracking axis, difference signal will be zero. If the 

target is not on the tracking axis, the difference will be a nonzero value. The 

difference and its sign are used to move the antenna to the necessary direction. By 

doing this, it is aimed to make the difference signal zero [3]. 
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Conical scanning, on the other hand, is a logical extension of sequential lobing [2,3]. 

The beam in this method which is a pencil beam is continuously rotated about the 

tracking axis [7]. This rotation which is achieved by either antenna movement or a 

rotating feed forms a narrow cone [3,7]. This method has been used intensively 

during and after World War II [7].  

In conical scanning method, the signal received from the target is an AM modulated 

like signal dependent on the beam scan frequency and the squint angle between the 

target and the antenna’s line of sight [3]. The angle information is extracted from this 

modulated signal to drive the servo system. When the tracking axis coincides with 

the target, then the modulation on the received signal is zero. Thus, no antenna 

movement will be required in this case [3]. 

Monopulse techniques are being used in most radar systems instead of conical 

scanning. The conical scanning performance is sensitive to the amplitude 

scintillations induced by the target. There is also a limitation in the electronic and 

mechanical scan rate because of the need of minimum 2 returns per coordinate [3]. 

For this reason, simultaneous lobing, i.e. the monopulse techniques, are analyzed in 

the next sections. 

3.1.1. Monopulse Techniques 

The amplitude scintillations and the weakness against amplitude jamming properties 

of conical scanning and sequential lobing techniques have created the need for the 

monopulse techniques. This technique is developed for lobing required spatial 

volumes simultaneously for extracting the angle of arrival [2]. 

Multiple beams are used in a single pulse for generating the sum and difference 

echoes reflected from the volume. The amplitude based monopulse and the phase 

based monopulse techniques are presented in the next sections. Phase comparison 

monopulse technique is used for the simulations of glint reduction algorithms. 

Nevertheless, both are evaluated to see which one is more prone to glint error. 
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3.1.1.1. Amplitude Comparison Monopulse 

Amplitude comparison monopulse is based on the signals which have same phase 

and different amplitudes [3]. The beams used can be illustrated as in Figure 3.1 in 

one plane. The beams intersect along the tracking axis. 

 

Figure 3.1 - Amplitude monopulse antenna pattern 

 

Amplitude comparison monopulse technique generates sum and difference of the 

target echoes and this information is used to estimate the target angle. An example 

of beam patterns with sum and difference patterns is given in Figure 3.2. The 

difference pattern to the sum pattern ratio is also given in Figure 3.2. The example is 

following typically used sinc pattern for each channel. 

 

Figure 3.2 - The beam patterns, sum and difference patterns and the difference to sum 
ratio 

 



 

17 
 

The difference to sum ratio is used for angle of arrival calculation. Let EA and EB be 

the echoes returned for beams A and B. Then the target angle and the sign of the 

angle can be found with the following equations. 

argminఏ ൌ ൬ฬ
Δሺߠሻ
Σሺθሻ

ฬ െ ฬ
஺ܧ

஻ܧ
ฬ൰                                                                                                         ሺ3.1ሻ 

ߠ ൌ ߠ  כ signሺ
஺ܧ

஻ܧ
ሻ                                                                                                                             ሺ3.2ሻ 

In practice, the sum and difference patterns are generated for discrete angle values, 

thus the precision of the calculated angle is limited with the resolution of the 

generated antenna patterns. 

3.1.1.2. Phase Comparison Monopulse 

While the amplitude is important for amplitude comparison monopulse, phase 

comparison monopulse is based on the signals which have same amplitudes, but 

different phases. For this reason, multiple antennas with overlapping illumination are 

used to extract the desired information [2]. 

A simple phase comparison radar can be illustrated as in Figure 3.3. The geometry 

is given for only one plane. As it can be seen from the geometry, a phase difference 

between the echoes at different antennas will be generated in this system. 

 

 

Figure 3.3 - Phase comparison monopulse geometry 
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By assuming ݀ ا ܴ and dropping the echo amplitude, the echoes at the antennas 

can be expressed from the geometry as: 

ଵܧ ൌ ݁௝ଶగ௙ଶோ
௖ ݁ି௝ଶగ௙ௗୱ୧୬ሺఏሻ

௖ ଶܧ    ,     ൌ ݁௝ଶగ௙ଶோ
௖ ݁௝ଶగ௙ௗୱ୧୬ሺఏሻ

௖                                                      ሺ3.3ሻ 

Although the angle can be easily calculated from the phase difference between the 

signals, this method is prone to performance degradation. Thus, using sum and 

difference of the channels can generate more stable angle estimation results [3]. 

The sum, difference channels and the difference to sum channel ratio result in the 

followings: 

Σሺߠሻ ൌ ଵܧ ൅ ଶܧ ൌ ݁௝ଶగ௙ଶோ
௖ כ 2 כ cosሺ݇݀sinሺߠሻሻ                                                                      ሺ3.4ሻ 

Δሺߠሻ ൌ ଶܧ െ ଵܧ ൌ ݁௝ଶగ௙ଶோ
௖ כ 2j כ sinሺ݇݀sinሺߠሻሻ                                                                      ሺ3.5ሻ 

Δሺߠሻ
Σሺߠሻ ൌ ݆tanሺ݇݀sinሺߠሻሻ                                                                                                                  ሺ3.6ሻ 

where ݇, wave number, is 2݂ߨ/ܿ. It is seen that, the difference to sum ratio is purely 

imaginary. As a result, the target angle can be calculated from below equation. 

ߠ ൌ sinିଵ

ۉ

ۈ
ۇ

tanିଵ ቆimag ൬Δሺߠሻ
Σሺߠሻ൰ቇ

݇݀

ی

ۋ
ۊ

                                                                                          ሺ3.7ሻ 

This result is used in the simulations in the calculation of target angle as a reference 

to the glint error calculation. 

3.2. Prior Glint Investigation 

In this section of this chapter, the literature research on glint phenomenon is 

presented in chronological order. Glint has been studied over many years starting 

from late 1940’s up to the present time. Glint is majorly emphasized by the military 

applications which demand more accurate information on target position. As a 

result, much of the work is either classified or limitedly distributed. Therefore, the 

investigation presented here is comprised of the accessible work in the literature. 



 

19 
 

In the early radars, target scintillation effects were simply treated as the reason of 

target fading. This scintillation in the echo amplitude also affects the maximum 

range that can be detected by the search radar [10]. 

The effects of target scintillation in the target tracking radar were observed in the 

prewar experimental tracking radars and throughout the World War II. As mentioned 

in the previous section, early tracking radars use conical scan or lobing mechanism 

to estimate the target angle. The performance affected by the target scintillation was 

considered the result of the amplitude modulation produced by scanning or lobing. 

This thought also agrees with the effects of propeller modulation on tracking noise 

[8-10]. 

U.S. Naval Research Laboratory has started a study on noise in tracking radars in 

1947 with Hughes Aircraft Company, MIT and several governmental and private 

organizations [8-10]. The outcomes of this research were revealed by mid-fifties. 

There were two approaches on glint modeling, namely statistical and deterministic 

approaches. Delano published the first unclassified paper [11] which uses statistical 

techniques to model glint phenomenon. This paper has served as the basis for other 

glint researches. Delano derived the probability density function of a tracker output 

fluctuation.  

Single tracking channel and a linear array of isotropic scatterers which have 

independent amplitude and phase characteristic are used by Delano and the 

resultant density was Student-t distribution with two degrees of freedom. Delano 

used constant amplitudes and independent random phases, since it is enough for 

Rayleigh statistics. A significant result from his analysis was that the apparent target 

location goes beyond the target’s physical extent 13.4 percent of the time. 

By using Delano’s results and several different types of target motion, Muchmore 

studied the amplitude and glint spectra [24]. Although, both Delano’s and 

Muchmore’s results were criticized by Peters and Weimer [25], the spectra showed 

similar results with the experimental result as reported by [9] and [10]. 

Gubonin also studied glint with a different interpretation and derived statistics related 

to glint [26]. He reached the same results with Delano, but the derivations of 

Gubonin present more general results. 
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Dunn and Howard presented the scintillation noise researches in radar tracking [8] 

which are carried through analysis, measurement and simulation techniques at 

Naval Research Laboratory. The results of some classified studies are summarized 

in their paper in a historical manner. One of the main findings was that the angle 

error is by far the largest error component in tracking noise at short ranges.  

It is also mentioned that AGC may affect the target noise to the tracking system 

under certain conditions. They noted that slow-acting AGC is especially important 

for medium and/or long ranges. For this reason, they recommend a wide bandwidth 

fast-acting AGC. The effect of AGC is not studied in the context of this thesis. 

Glint error is accepted to be originated from the phase front distortion concept. 

However, Dunn and Howard showed the energy-flow tilt concept can be used 

equivalently with phase front distortion [17]. They present the method of glint 

computation by using the Poynting vector components. 

There are generally efforts for statistical glint modeling methods in the literature. 

Borden and Mumford developed a formulation for glint and RCS models with 

individual and cross statistics [27].  

Unification of two angular glint concepts, namely phase front distortion and energy 

flow tilt concepts, are discussed and compared by Yin and Huang [29]. They 

suggest using the phase gradient method to obtain angular glint in practice. 

Borden has covered the glint problem in his report [14]. He discussed some issues 

such as “What is glint” and “How can it be solved?”. His paper may be a good 

starting point for understanding glint error and glint reduction approaches. 

Angular glint modeling and simulation studies are continued with developing 

computation environments. RCS and angular glint simulations for complex targets 

are discussed in these papers [30, 31].  

The reduction of glint techniques is studied in the literature by various researchers. 

A practicable reduction research which is based on RCS weights are presented by 

Zhen-yu [32]. Synthesis of the simulation and real data experiments are discussed 

to show the effectiveness of the reduction technique. 
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The presented investigation of glint is only a summary of glint literature. Several 

conclusions can be drawn from the glint studies. However, various researchers 

argued glint phenomenon from different perspectives. The lack of unity of purpose in 

glint investigations may misguide uninitiated readers. 

The modeling, as well as conducting experiments on glint is a hard task for radar 

engineers. Hardware in the loop simulations were studied for both simple and 

detailed examination of glint [28]. 

3.3. Glint Simulation Model  

Glint phenomenon is basically a result of complex radar target scattering and the 

interfered phase front of the echoed illumination. This phenomenon is modeled in 

different ways as mentioned in previous section. The simulation model supports the 

illustration of the basic properties of glint error. In addition, the aim of reduction 

algorithms’ evaluation is taken into account in the simulation model as a major 

factor. 

The statistical models are purely analytic models which are lacking of models of the 

target centroid motion due to different parameters. Statistical models may also 

demand stationary statistics and isotropic scatterers, which is not true in many 

cases. 

Although, deterministic approach does not require any statistical stationarity and can 

keep the non-isotropic structure of scatterers, still all related information about 

individual scaterers are required for modeling. Nevertheless, the deterministic 

approach is chosen, since it reflects the nature of glint better than statistical 

techniques. 

The model used for accomplishing the thesis objects consists of multiple scatterers 

on single target. The properties and the reduction algorithms’ performance are 

presented for one target case. The target and radar are assumed to be in the same 

plane and the simulations are implemented only for x-y plane. The simulations can 

of course be extended for further analysis of multiple targets and tracking of them. 

It is assumed in the model that all scatterers used in the simulation contribute to the 

echo signal for the same resolution cell. It is also assumed that the signal power of 
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the target is enough for detection and the target is detected. Thus, noise 

components other than glint error (target noise) are not considered in the simulation. 

Coherent or non-coherent pulse integration methods are not used in the simulation 

since there is no detection in the simulation loop. Therefore, only the target signal in 

one resolution cell is considered rather than generating pulse-range matrix for the 

illuminated volume. 

Monopulse direction finding is used as the reference in the calculation of angular 

glint error. The amplitude monopulse and the phase monopulse techniques are 

implemented. The correlative vector direction finding (CVDF) is also implemented 

for further comparison of the direction finding methods. 

The scattering geometry, target return signal calculations and the target angle 

calculation are given in the next sections in this chapter. 

3.3.1. N-Point Scattering Element Geometry 

The target used in the simulations is comprised of multiple scatterers that make the 

target extended. These scatterers are placed randomly in a rectangular shaped 

region that models the target. The positions of the scatterers are uniformly 

distributed in the target dimensions. The geometry and the scatterers are shown in 

Figure 3.4. 

 

Figure 3.4 - General target and radar geometry for simulation 
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The target is placed in x-y plane at a range of R0 and at an angle of θ. This point, P, 

is the geometric center of the complex target and the mean of the scatterers’ 

position is zero with respect to this point. 

Although glint phenomenon is considered as a randomly generated target 

characteristic, it is actually a deterministic function of many parameters like aspect 

angle, radar center frequency, scattering element characteristics etc. The effects of 

the glint can be observed on a stationary target and the effects are repeatable. 

Therefore, the relative target motion is generally ignored and the basic glint 

generation mechanisms are involved in the simulations. The target motion is only 

considered for ISAR like aspect diversity reduction which will be presented in next 

chapters. 

3.3.2. Generating Target Return Signal 

This section describes the target echo signal for each of the scatterers and the 

integration of them. Each scatterer has a complex scattering characteristic which is 

related with the physical properties of the target and the operational properties of the 

radar. 

Two different return signals are generated with the purpose of target angle 

estimation. The phase monopulse technique requires two antennas which is not the 

case in Figure 3.4. The amplitude monopulse and CVDF techniques require two 

transmit/receive patterns.  

The total received echo from ݊ scatterers at radar can simply be expressed as: 

௧ܧ ൌ ෍ ܽ௜݁௝థ೔ כ ௜݁௝ଶோ೔ܣ
௖

௜ୀ௡

௜ୀଵ

                                                                                                               ሺ3.8ሻ 

ܽ௜ ൌ  ܿ݅ݐݏ݅ݎ݁ݐܿܽݎ݄ܽܿ ݎ݁ݎ݁ݐݐܽܿݏ ݋ݐ ݁ݑ݀ ݁݀ݑݐ݈݅݌݉ܽ ݉݋ܴ݀݊ܽ

߶௜ ൌ  ܿ݅ݐݏ݅ݎ݁ݐܿܽݎ݄ܽܿ ݎ݁ݎ݁ݐݐܽܿݏ ݋ݐ ݁ݑ݀ ݁ݏ݄ܽ݌ ݉݋ܴ݀݊ܽ

௜ܣ ൌ  ݊ݎ݁ݐݐܽ݌ ݊݋݅ݐܽ݊݅݉ݑ݈݈݅ ݋ݐ ݁ݑ݀ ݁݀ݑݐ݈݅݌݉ܣ

2ܴ௜

ܿ
ൌ  ݎܽ݀ܽݎ ݄݁ݐ ݋ݐ ݁ܿ݊ܽݐݏ݅݀ ݎ݁ݎ݁ݐݐܽܿݏ ݋ݐ ݁ݑ݀ ݁ݏ݄ܽܲ
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The random scattering parameters ܽ௜ and ߶௜ are chosen randomly for general glint 

error illustrations and general reduction schemes. However, these parameters 

depend on system parameters like frequency and polarization while depending also 

on the target angle and the aspect angle of the target. Although, these 

dependencies are investigated in the literature, reasonable modeling of single 

element scattering characteristic cannot be found. 

The next chapters investigate the effects of diversity methods on glint reduction. For 

this reason, scattering parameters are needed for various frequencies and aspects. 

Taking these parameters as independent random variables for all frequencies 

and/or aspects will render the diversity analysis useless. At this point, the random 

amplitude of scattering is not as important as phase in glint analysis. Delano also 

mentions that same amplitudes are enough [11]. For this reason, the random 

amplitude is dropped from the return signal in diversity analysis. Although, the 

random phase of scatterers are important, this parameter is also dropped, since 

model of this phase component cannot be found in the available literature. Actually 

the random phase is added to the model but the dependency on frequency or 

aspect angle is dropped.  

These scattering parameters will not be used as random for each center frequency 

or aspect angle in the analyses of the diversity methods. Nonetheless, illustrations 

and other analysis of glint error are still using totally random complex scattering 

characteristics. 

3.3.2.1. Return Signal With Different Antennas 

Spatially different antennas will have a phase difference for the target and this 

constitutes the basics of phase monopulse direction finding method. The antennas 

will have same patterns such that the amplitudes for each antenna and for each 

scatterer will be the same. 

The echo signal at the antennas can be expressed as: 

ଵܧ ൌ ෍ ݁௝థ೔భሺ௙,ఏሻ כ ݁௝ଶோ೔భ
௖

௜ୀ௡

௜ୀଵ

   , ௜ଵܴ ݁ݎ݄݁ݓ ൌ ඨݔ௜
ଶ ൅ ൬ݕ௜ െ

݀
2

൰
ଶ

                                    ሺ3.9ሻ 
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ଶܧ ൌ ෍ ݁௝థ೔మሺ௙,ఏሻ כ ݁௝ଶோ೔మ
௖

௜ୀ௡

௜ୀଵ

   , ௜ଶܴ ݁ݎ݄݁ݓ ൌ ඨݔ௜
ଶ ൅ ൬ݕ௜ ൅

݀
2

൰
ଶ

                                 ሺ3.10ሻ 

The scatterer random phases are taken the same for the different antennas, i.e. 

߶௜ଵሺ݂, ,ሻ is equal to ߶௜ଶሺ݂ߠ  ሻ. The dependence on frequency and aspect is droppedߠ

or taken as independent for different analysis types. 

The sum and difference signals can easily be expressed as: 

Σ୲  ൌ ଵܧ  ൅  ଶ                                                                                                                                  ሺ3.11ሻܧ

∆௧  ൌ ଶܧ  െ  ଵ                                                                                                                                  ሺ3.12ሻܧ

3.3.2.2. Return Signal With Different Transmit/Receive Patterns 

Amplitude monopulse and correlative vector direction finding methods requires two 

different patterns on either transmit or receive. The received amplitude in this case 

will be different and the phases will be the same. The patterns are chosen as simple 

sinc patterns for simulation purposes. The sinc function used in this thesis is the 

normalized form which is sincሺݔሻ ൌ sinሺݔߨሻ ሺݔߨሻ⁄ . 

The patterns are taken 30 degree shifted from the main axis as: 

ଵܲሺߠሻ  ൌ  sincሺߠ ൅ 30°ሻ                                                                                                               ሺ3.13ሻ 

ଶܲሺߠሻ  ൌ  sincሺߠ െ 30°ሻ                                                                                                               ሺ3.14ሻ 

The sum and difference pattern vectors are calculated as: 

Σሺߠሻ ൌ ଵܲሺߠሻ  ൅ ଶܲሺߠሻ                                                                                                                 ሺ3.15ሻ  

∆ሺߠሻ  ൌ ଶܲሺߠሻ െ ଵܲሺߠሻ                                                                                                                 ሺ3.16ሻ  

The ratio of the patterns that are used in direction finding is calculated as 

Γሺߠሻ ൌ  
∆ሺߠሻ
Σሺߠሻ                                                                                                                                   ሺ3.17ሻ  
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This ratio is evaluated only for the interval of  െ4/ߨ  and  4/ߨ since the pattern ratio 

is almost linear for this interval. Increasing the interval will break the monotonous 

behavior of the ratio and cause erroneous angle estimation for those angle values. 

For these antenna patterns, the echo signals can be given similarly to the previous 

case as: 

ଵܧ ൌ ෍ ݁௝థ೔ሺ௙,ఏሻ כ sincሺߠ ൅ 30°ሻ כ ݁௝ଶோ೔
௖

௜ୀ௡

௜ୀଵ

 , ௜ܴ ݁ݎ݄݁ݓ ൌ ඥݔ௜
ଶ ൅ ௜ݕ

ଶ                      ሺ3.18ሻ  

ଶܧ ൌ ෍ ݁௝థ೔ሺ௙,ఏሻ כ sincሺߠ െ 30°ሻ כ ݁௝ଶோ೔
௖

௜ୀ௡

௜ୀଵ

                                                                             ሺ3.19ሻ  

The random phases of scatterers are taken to be the same for both patterns and the 

dependence on frequency and aspect angle is used properly for different analysis. 

The sum and difference signals are evaluated with the same equations (3.11, 3.12) 

from the previous case. 

3.3.3. Target Angle Estimation 

Angular glint error is measured with the reference of the estimated angle of the 

target. Angular error results given in this thesis are in absolute form. Averaging on 

absolute error is used for representing the Monte Carlo simulation results. 

The simulations generally use the phase monopulse direction finding method, but 

amplitude monopulse and correlative vector direction finding methods are also 

investigated for comparison purposes.  

The angle estimation equations require the received signals at sum and difference 

channels which are calculated with the equations given in previous section. The 

antenna patterns are the inputs of the target angle estimation methods. 

The phase monopulse angle estimation uses Equation 3.7. The distance, ݀, should 

be sufficiently small so that it will not cause the phase to fold. Although this method 

gives more precise results than the other methods used, it is highly dependent on 

phase differences. Nonetheless, it is used in this thesis for simulation purposes. 
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On the other hand, the amplitude monopulse uses the amplitude ratios of the sum 

and difference channels. In this method, the measured ratio is compared with the 

antenna pattern ratio and the closest one is chosen as the angle of arrival. In other 

words, the angle that makes the below equation minimum is the target angle. 

argminఏ ൌ ൬|Γሺߠሻ| െ ฬ
Δ
Σ

ฬ൰                                                                                                           ሺ3.20ሻ 

This method is using the amplitude data for angle estimation; as a result the sign of 

the estimated angle may be either positive or negative. Thus, the sign, ݏఏ, is found 

by the following: 

ఏݏ ൌ  sign ൬
Δ
Σ

൰                                                                                                                                 ሺ3.21ሻ 

The angle output of the amplitude monopulse method is: 

ߠ ൌ |ߠ| כ  ఏ                                                                                                                                      ሺ3.22ሻݏ

The correlative vector direction finding (CVDF) aims to correlate the measurements 

with the antenna manifold vector. It uses both the phase and the amplitude of the 

received echo signal. This method searches the maximum correlated point of the 

resulting correlation vector [12]. The sum and difference patterns for CVDF method 

should be Euclidian sense normalized, i.e. 

Σሺߠሻ ൌ
Σሺߠሻ

ඥΣଶሺߠሻ ൅ ∆ଶሺߠሻ
   ,     ∆ሺߠሻ ൌ

∆ሺߠሻ

ඥΣଶሺߠሻ ൅ ∆ଶሺߠሻ
                                                      ሺ3.23ሻ 

With the normalized antenna manifold vectors in hand, the target angle is calculated 

with the below equation. 

argmaxఏ ൌ Σ୲
כ כ Σሺߠሻ ൅ ∆୲

כ כ ∆ሺߠሻ                                                                                          ሺ3.24ሻ 

The resolution of the amplitude monopulse and CVDF techniques are limited to the 

resolution of the generated (by theoretically or experimentally) antenna manifold 

vectors. Further resolutions can be achieved by curve fitting methods. In the 

simulations the resolution of the manifold vector used is 0.1mrad (0.0057°) which is 

small enough compared to the angle glint errors. 
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3.3.3.1. Comparison of DF Methods 

Three methods introduced in previous section are compared from the view point of 

glint errors. This analysis aims choosing one of the methods that will be used in 

simulations. For this purpose the configuration given in Table 3.1 is used. The 

scattering characteristic of each scattering element is random in this analysis, since 

special treatment on scatterers is not required. 

Table 3.1 - Simulation configuration of DF methods comparison analysis 

Target depth 5m 

Target width 5m 

Target angle 10deg 

Target range 1000m 

Random scatterers on target 10 

Center Frequency 10GHz 

Number of experiments 100 

 

The simulation results are given in Figure 3.5. The mean of errors for all methods 

are at the level of 0.08° for this simulation. CVDF and amplitude monopulse method 

results are very close to each other. The phase monopulse method can give worse 

results than the others. However, there are results that are better for phase 

monopulse method.  

The processing of phase monopulse is easier than the other two methods. CVDF 

and amplitude monopulse methods are searching the minimum or maximum for the 

corresponding vector. Although using amplitude information of signal is less fragile 

to phase induced errors, the phase monopulse DF method is chosen because of its 

simple and fast angle calculation. 
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Figure 3.5 – Comparison of DF methods 
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CHAPTER 4 

GLINT PROPERTIES AND REDUCTION METHODS 

4.1. Introduction 

This chapter aims to present the basic glint properties which explain the general 

nature of the glint phenomenon. These properties will demonstrate the glint error 

relationships with different parameters. The behavior of glint will also be supported 

with the glint simulations for better understanding of the phenomenon. 

The investigation of properties will lead the main focus to the glint reduction 

techniques. The requirement of glint reduction is also a fundamental result of the 

glint properties.  

After presenting the fundamental glint characteristics, the reduction methods that will 

be investigated in this thesis will be introduced. In addition, the main ideas of the 

reduction techniques will be presented. 

Finally, the reduction mechanisms on reduction methods will be analyzed with the 

simulated target data. The effects of the reduction mechanisms will be shown in a 

comparative manner. 

4.2. Glint Properties 

Despite the random characteristics of target glint, the description and the 

understanding of the phenomenon is simple. Glint properties related to the radar 

tracking can be presented by investigating the simple complex scattering 

mechanisms.  

A tracking radar system deals with the problem of finding normal to the phase front 

which is radiated back from the target. The examination of phase front for N-point 
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element target or a simple two-point element “dumbbell” target are used to 

investigate the properties of glint error.  

Three basic properties that will be introduced in this section can be briefly given as 

the followings: 

1) Targets that are closer to the radar are prone to angular glint error 

2) Target echo amplitude is negatively correlated with the glint  

3) Larger sized targets are prone to glint error 

Next sections will present the related information with the above materials. The 

properties will also be investigated via simulations. 

4.2.1. The relationship between glint and target range 

Target range effect is discussed earlier implicitly while describing the extended 

target concept. The extended targets become point like targets when the target is far 

away from the radar. From this point of view, it can easily be concluded that targets 

closer to the radar are more likely to generate glint. 

The phase front and phase gradient geometry is given in Figure 2.2. In Chapter 2, 

angular glint error is also formulated by the following: 

tan ሺߝሻ ൌ  
ߣ

ݎߨ4
௧׎߲

ߚ߲
                                                                                                                          ሺ4.1ሻ  

This formula claims that the angular glint is directly proportional to the aspect angle 

derivative of the total received signal phase. The expression also shows that the 

angular glint error is inversely proportional to the target range. Although angular 

error is higher for closer ranges, linear glint error is not dependent on range, i.e, 

ݎ כ tanሺߝሻ ൌ
ߣ

ߨ4
௧׎߲

ߚ߲
                                                                                                                        ሺ4.2ሻ  

Although these findings describe the general behavior of glint error, a glint error 

spike may occur for some scattering scheme and can cause large errors that can 

violate the above equations. These equations should be treated as likelihoods for 

target range dependence. 
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The dependence of glint error on target range is simulated for the given 

configuration in Table 4.1. The scattering characteristic of each scattering element 

on target is chosen randomly, since this analysis does not require special treatment 

on scatterers. 

Table 4.1 - Simulation configuration of range effect analysis 

Target depth 5m 

Target width 5m 

Target angle 10deg 

Simulated minimum target range 10m 

Simulated maximum target range 1000m 

Random scatterers on target 10 

Center Frequency 10GHz 

DF Method Phase monopulse 

Number of experiments for each range 1000 

 

The results of the simulation are shown in Figure 4.1. The results are given with the 

expected results for comparison.  

The simulation result shows that the target range is an increasing factor on angular 

glint error as expected. On the other hand, the linear error in target’s position is not 

altering very much and can be treated as constant. 

Figure 4.1 shows the average range effect on glint error; however the instantaneous 

effect may differ from this. A single run simulation result is given in Figure 4.2 to 

show spiky nature of glint error. Nevertheless, the range effect can be seen also 

from the single run simulation. 
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Figure 4.1 - Average target range effect simulation results 

 

 

Figure 4.2 - Single run target range effect simulation results 
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4.2.2. The relationship between glint and echo amplitude 

Throughout the researches on tracking problem, the amplitude fades are seen as 

one of the reasons of the tracking errors. For example, simultaneous lobing 

(monopulse) is studied against sequential lobing which generates a modulated 

signal at its output. However, it is understood that the amplitude fades can originate 

from target itself. 

The two point target discussion in Chapter 2 also simply investigates the correlation 

between the echo amplitude and glint error. The normalized error equation 2.22 

shows that the glint error tends to increase if the total echo from two scattering 

elements is decreasing. 

On the other hand, Borden [14] has developed an expression for multiple scatterer 

case. He derived the relationship given below which presents the behavior of aspect 

angle derivative of echo signal phase around the glint spike. The expression 

assumes that the change in aspect angle is small. 

߲߶௧

ߚ߲
ן  

1
,௧ሺ݇ܧ| |ሻߚ

,௧ሺ݇ܧ|߲ |ሻߚ
ߚ߲

                                                                                                        ሺ4.3ሻ  

,௧ሺ݇ܧ  ሻ is the total echo amplitude, and ߶௧ is the total echo phase. The dependenceߚ

of amplitude to wave number, ݇, is also shown.  

The dependence of glint error and the echo amplitude can be drawn by using 

Equations 4.1 and 4.3. If the echo amplitude goes to zero, the derivate term will 

increase and the 1/|ܧ௧ሺ݇,  ሻ | factor will cause the glint error to spike. Thisߚ

demonstrates the negative correlation between glint and echo amplitude [14]. 

The correlation between echo amplitude and glint error is observed also in 

simulations. Table 4.2 is used for this simulation. The target scatterer positions and 

the complex characteristic of each scatterer are random and independent in this 

simulation, since this analysis requires the general behavior of glint error. 

Figure 4.3 and Figure 4.4 are given below for better understanding the 

amplitude-glint correlation. Angular glint errors are given in absolute form for easy 

interpretation of figures. Ten of the results which have the minimum amplitudes are 

marked in both figures. 



 

35 
 

 

Table 4.2 - Simulation configuration of amplitude-glint correlation analysis 

Target depth 5m 

Target width 5m 

Target angle 10deg 

Target range 1000m 

Random scatterers on target 10 

Center Frequency 10GHz 

DF Method Phase monopulse 

Number of experiments 1000 

 

Figure 4.3 shows that higher angular errors correspond to lower echo amplitude 

values. 1/|ܧ௧ሺ݇,  ሻ | line is given as a reference to the results and angular errorߚ

seems to follow the relationship given in Equation 4.3. It can also be said that while 

the mean and the variance of angular error are not large, the error can take high 

values. 

 

Figure 4.3 - Scatter-plot of echo amplitude and absolute angular error results 
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Figure 4.4 - Angular glint errors and corresponding echo amplitude values 

 

Figure 4.4 shows the behavior of the glint spikes. The target echo signal is relatively 

small amplitude where the angular error has a spike. This characteristic of glint error 

will be revisited, since it has an importance on the glint reduction mechanisms. 

4.2.3. The relationship between glint and target size 

Similar to the discussion in previous sections, smaller targets can be treated as 

point-like targets when compared to the larger targets. This simple intuitive 

information about target size is supported by Borden in [13, 14]. An important 

formula is derived from the Titchmarsh theorem that relates the number of amplitude 

zeros to the aspect angle of target [14]. Borden presents the following equation, 

ߟ∆ ൌ
ܹ݇

ߨ
Δߚ ൌ

2݂ܹ
ܿ

Δߚ                                                                                                                ሺ4.4ሻ  

where ݇ is the wave number, ܹ is target width (crossrange extent of target) and ߚ is 

the aspect angle. This expression states that the number of amplitude fades will 

increase with increasing target size. This also implies increasing glint error spikes 

which results in dense glint noise on the average. 
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Equations 5.12 and 5.30 derived later in Chapter 5 for correlation properties also 

show the relationship between glint and target extents. The parameters expressed 

in these equations claim that the correlation of received signals within these derived 

intervals is inversely proportional to target size. Therefore, target size is an 

increasing factor for observing glint like signals. 

The dependence on target size is simulated with the parameters in Table 4.3. The 

target’s extents in range and crossrange are the same for simplicity. The scattering 

characteristic of each element is taken random for the same reasons with the 

previous analysis in this chapter. 

Table 4.3 - Simulation configuration of target size effect on glint analysis 

Target angle 10deg 

Target range 1000m 

Random scatterers on target 10 

Center Frequency 10GHz 

DF Method Phase monopulse 

Simulated minimum target size 1m 

Simulated maximum target size 20m 

Number of experiments for each size 1000 

 

Figure 4.5 shows the relationship between target size and glint error. Glint error in 

this case is given as linear error in position for better comparison with the target 

extent. Although the results in this figure can only show the error for average case, it 

is important to understand the effect of target size. 

The understanding of glint phenomenon points out that the instantaneous behavior 

of the glint error may be more critical. For this reason the single run simulation for 

the target size effect is given in Figure 4.6. The errors that go beyond the target 

extent are marked in this figure to show the importance of glint error. 
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Figure 4.5 - Average target size effect simulation result 

 

 

Figure 4.6 - Single run target size effect simulation result 

 

4.2.4. Evaluation of Glint Properties 

The characteristics of glint error and signal with glint are important for radar system 

design and glint reduction mechanisms. These properties should be taken into 

account by radar engineers. 
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The importance of glint error is different for different types of systems and different 

types of targets. For example, if a radar system deals with targets at ranges of 10km 

or far beyond this, the error due to glint may be negligible when compared with the 

errors due to radar itself. On the other hand, a homing guided missile radar may be 

exposed to high glint error levels especially in the terminal phase. 

The target type is also important for the radar system. The glint error experienced by 

homing guided missile for a tank may not be crucial. However the induced glint error 

by an aircraft carrier may be at high levels that should be accounted for by the radar 

system. 

The negative correlation of target return signal amplitude and the glint error are 

important for reduction of glint error. If echo amplitude from the target is lower 

compared to a specified level or to other amplitudes, this measurement may not be 

taken into consideration or may be considered as a low importance measurement of 

target information. This idea is the basis of glint reduction mechanisms that will be 

introduced in next sections. 

4.3. Glint Reduction Techniques 

Glint phenomenon is a type of noise that is induced by target itself. Therefore, first 

approach in order to reduce glint error effects may be to use an appropriate filter 

[14]. However, non-Gaussian characteristic of glint noise makes the filter design 

problem a difficult task for radar engineer. For this reason, preprocessing for filtering 

is studied by researchers [15, 16]. 

Filtering of glint noise may cause loss of the relevant tracking information about the 

target [14]. Instead of trying to eliminate the glint noise, the approach of producing 

additional information about target is preferred by the glint reduction researches. As 

a result, diversity techniques are studied in order to produce additional information 

about target. 

Glint phenomenon, as mentioned earlier, is a result of interfered phase fronts of 

scattering elements on the target. Glint spike can be eliminated with the use of 

diversity techniques as they change the complex scattering behavior of individual 

scatterers. 
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The diversity techniques listed below are possible methods for glint error reduction 

in radar systems: 

1) Frequency diversity 

2) Space or aspect diversity 

3) Polarization diversity 

In all diversity methods, it is aimed to collect a set of samples which are desired to 

be uncorrelated [17]. By this way, a selection algorithm can be employed in order to 

generate more accurate information about the target. The selection algorithms will 

be discussed in the next section. 

Frequency diversity, or frequency agility, employs a number of frequencies in a 

bandwidth which can be used either simultaneously or in different pulses. The 

separation of the samples should be able to produce uncorrelated echo signal 

samples. 

For a better understanding of frequency agility, the basic principle of glint should be 

revisited [14]. Single scatterers cannot produce glint. Thus, increasing the resolution 

of illumination may resolve multiple scatterers on a complex target. For this reason, 

a radar system can employ a larger frequency bandwidth to increase the resolution 

and hence the complex target can be resolved. 

Space or aspect diversity is another method that can be used for gathering 

uncorrelated signal samples to use in glint reduction mechanisms. The basic 

principle of glint is also applicable for these diversity techniques. 

SAR and ISAR imaging concepts are two easy ways to explain the space and 

aspect diversity techniques, respectively. In SAR imaging, the antenna is moved by 

the system, so that a synthetic aperture is created. By this way, the resolution of 

radar system is increased. Space diversity can also be explained by this concept, 

since increasing resolution will result in resolving the targets better.  

On the other hand, in ISAR imaging, the target is allowed to change its aspect and a 

synthetic aperture is generated by illuminating target many times. Aspect diversity 

technique also uses this concept to increase the resolution, so that the glint error will 

be reduced. 
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At this point, illustration of the glint spike change for different frequencies and 

aspects will be helpful in understanding the underlying concepts. The glint error is 

simulated for a target which extends 5m in both range and crossrange. Target 

consists of 10 scattering elements and the geometric center of the target is at an 

angle of 10°. Phase monopulse is used for reference angle generation. 

 

Figure 4.7 - Angular glint error for different frequencies and aspects 

 

Figure 4.7 illustrates the motivation in the use of diversity techniques, since the glint 

spikes are changing due to either a frequency change or an aspect change. The 

data from diverse measurements shown above may be assembled in order to 

improve information about target. 

Polarization diversity is another method that can be used to change the scattering 

characteristics of different elements on target. In this method, it is expected that 

each scattering center has different scattering properties for different polarizations. 

Therefore, the effectiveness of polarization diversity is dependent on the polarization 

characteristics of each element [17]. 

Diversity methods provide considerable improvements as various researchers have 

shown theoretically. Frequency diversity is the most promising method among these 

diversity techniques. However, bandwidth requirement of frequency diversity may 
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not be realizable for some radar platforms. In this case, space or aspect diversity is 

the second possible best choice for glint mitigation purposes. Polarization diversity 

has more limitations than other methods, since fully polarized systems are much 

more expensive than ordinary systems [14]. Therefore, frequency and spatial 

diversity methods are investigated in this thesis. Theoretical consideration related to 

these techniques and the simulation results are given in the next chapter. 

Diversity techniques need selection mechanisms that will make use of the generated 

information to reduce the glint error. These mechanisms are the object of the next 

section. 

4.3.1. Diversity Selection Methods 

Diversity selection methods are mostly based on the concept of negative correlation 

of glint error and the echo amplitude. Several weighting mechanisms can be applied 

in order to assemble a number of samples provided by diversity techniques. The 

weighting mechanism is applied on the target angle measurements. The output of 

the weighting for ܰ samples can be expressed by the following: 

௢௨௧ߠ ൌ
∑ ௞ߠ௞ݓ

∑ ௞ݓ
, ݇ ൌ 1. . ܰ                                                                                                     ሺ4.5ሻ  

The weighting scheme can be a simple averaging. However, an averaging that uses 

the signal levels returned from the target should be more suitable for glint reduction. 

There can be different weighting mechanisms for sure, but the weighting functions 

that are listed below are evaluated in this study. 

• Mean weighting 

• Linear weighting 

• Square weighting 

• Largest amplitude selection 

• Rank detector 

Among the above selection methods, rank detector is advised by Guest [18] for glint 

reduction by detecting the glint spikes. However, the weighting scheme used here is 

somewhat different in the sense of using guards and windows. Rank detector used 

here is using all of the samples in comparison process. 
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The weights for each selection method are formulated below: 

• Mean weighting 

௞ݓ ൌ 1                                                                                                                                  ሺ4.6ሻ 

• Linear weighting 

௞ݓ ൌ  ௞|                                                                                                                             ሺ4.7ሻܧ|

• Square weighting 

௞ݓ ൌ  ௞|ଶ                                                                                                                           ሺ4.8ሻܧ|

• Largest amplitude selection 

௞ݓ ൌ ൜1 ,    ݂ݎ݋  ሼሺ݇ሻ |  |ܧ௞| ൌ max ሺ|ܧത|ሻሽ 
                                     ݁ݏ݅ݓݎ݄݁ݐ݋    , 0

                                                                ሺ4.9ሻ 

• Rank detector 

௞ݓ ൌ ෍ ௞,௡݇݊ܽݎ

௡ୀே

௡ୀଵ

                                                                                                           ሺ4.10ሻ 

௞,௡݇݊ܽݎ ൌ ൜1 , |௞ܧ| ݂݅ ൐ |௡ܧ|
0 , |௞ܧ| ݂݅ ൑  ௡|                                                                               ሺ4.11ሻܧ|

General performance of these methods is illustrated for random targets with random 

scatterings in Figure 4.8. The below configuration in Table 4.4 is used for this 

purpose. 20 samples for each target will be the input of selection methods in this 

analysis. 

Table 4.4 - Simulation configuration of diversity selection method analysis 

Target depth 5m 

Target width 5m 

Target angle 10deg 

Target range 1000m 

Random scatterers on target 10 

Center Frequency 10GHz 

DF Method Phase monopulse 

Number of random scattering for each target 20 

Number of experiment 10 
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Figure 4.8 - Glint error reduction with selection methods 

The reduction results of the described simulation are given in Figure 4.8. All 

methods other than the mean weighting can make use of the negative correlation 

property. Besides that, the largest amplitude selection method may create 

erroneous results. Rest of the methods generates considerably good reduction 

results.  

 

Figure 4.9 – Mean glint error levels for different selection methods 
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Mean performance of the selection methods are compared in Figure 4.9 with a long 

run of simulation for 10000 random targets. The parameters other than “Number of 

experiment” in the simulation configuration are the same.  

The mean error values in Figure 4.9 show that the square weighting method is the 

best one of evaluated methods. Nevertheless, the linear weighting method and the 

rank detector method may be alternative methods with their low level of angular glint 

errors. 
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CHAPTER 5 

GLINT REDUCTION ANALYSIS 

5.1. Frequency Diversity 

Frequency diversity, in other words frequency agility, is one of the techniques used 

for reducing radar pointing errors. Glint error due to fluctuation of target return signal 

may be reduced by using different frequencies and this section investigates the 

frequency diversity. Sampled target signal at different frequencies used with 

diversity selection methods can give better angle and range information about the 

target.  

Among the diversity methods, frequency diversity is regarded to be relatively more 

outstanding. Frequency diversity is an initial step to reduce tracking errors due to 

target glint. In the literature, several methods are proposed in order to utilize the 

frequency diversity by various researchers [19, 20, 22, and 23]. With this motivation, 

frequency diversity to reduce glint error is examined from certain perspectives in 

detail in this chapter. 

In this chapter, statistical properties of the return signal with frequency agility will be 

given.  

• The autocorrelation function of the return signal will be found following 

Birkemeier and Wallace [21]. 

• The critical frequency change will be found and its effect will be investigated 

[19, 21]. 

After investigating the statistical properties related with frequency agility, 

improvements with diverse frequencies will be analyzed. 
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• An approximate improvement factor with frequency agility will be introduced 

following Lind [20]. 

• Simulations for diverse frequencies will be made and diversity selection 

methods will be used for reducing angular pointing errors. Evaluation of 

selection methods will be given in a comparative manner. 

• Effects of frequency agility parameters such as frequency bandwidth, sample 

of different frequencies and choice of frequencies in the specified bandwidth 

will be discussed. 

Studying on the statistical properties and advantages of the frequency agility, 

several questions will be answered concerning the implementation of frequency 

diversity method. These questions can be summarized as follows: 

• What numbers of frequency samples are needed? 

• What is the effect of bandwidth on reduction? 

• How does the frequency sequence affect the reduction? 

• Which diversity selection method is more effective compared to others? 

In order to answer the above questions, MATLAB simulations which uses return 

signal from an extended target have been conducted. The output data from the 

simulation are used to explain the properties of a frequency agile system. 

5.1.1. Autocorrelation Function of Frequency Agile Signals 

Understanding the autocorrelation will provide an insight on the sample 

characteristic. Thus, sampling of the echo signal can be made properly for efficient 

reduction of glint. 

The derivations given here are based on the model of Birkemeier and Wallace [21]. 

The target model for the derivation is the basic line target but it is time frozen. This is 

done in order to show more representative frequency dependency of the 

autocorrelation function. Target orientation angle with respect to the radar is also 

frozen at  ߠ଴. Target length is ܮ and is located at range ݎ଴. The geometry of the 

model is given in Figure 5.1. 
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Figure 5.1 - Target geometry for autocorrelation function 

 

Let the return signal be ݕሺ݂ሻ, then 

ሺ݂ሻݕ ൌ  ෍ ܽ௡݁௝ሺଶగ௙ଶ௥೙
௖ ାథ೙ሻ

௡

                                                                                                         ሺ5.1ሻ 

ܽ௡ ׷  ݎ݁ݎ݁ݐݐܽܿݏ th݊ ݉݋ݎ݂ ݊ݎݑݐ݁ݎ ݄݁ݐ ݂݋ ݁݀ݑݐ݈݅݌݉ܣ

߶௡ ׷  ݎ݁ݎ݁ݐݐܽܿݏ th݊ ݉݋ݎ݂ ݊ݎݑݐ݁ݎ ݄݁ݐ ݂݋ ݁ݏ݄ܽܲ

௡ݎ ׷  ݎ݁ݎ݁ݐݐܽܿݏ th݊ ݄݁ݐ ݂݋ ܴ݁݃݊ܽ

• Phase angles, ߶௡Ԣݏ,  are independent and uniformly distributed from 0 to 2π.  

଴ݎ ௡ can be taken asݎ • ൅ ௡ݔ  כ sin ሺߠ଴ሻ 

The autocorrelation function can be formulated as: 

ܴሺΔ݂ሻ ൌ ሺ݂ሻݕሼܧ  כ ሺ݂כݕ ൅ Δ݂ሻሽ                                                                                                 ሺ5.2ሻ 

ܴሺΔ݂ሻ ൌ ܧ  ൝෍ ܽ௡݁௝ሺଶగ௙ଶ௥೙
௖ ାథ೙ሻ

௡

෍ ܽ௠݁ି௝ሺଶగሺ௙ା୼௙ሻଶ௥೘
௖ ାథ೘ሻ

௠

ൡ                                          ሺ5.3ሻ 
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ܴሺΔ݂ሻ ൌ  ෍ ෍ ሼܽ௡ܽ௠ሽ݁௝൬ଶగ௙ଶሺ௥೙ି௥೘ሻܧ
௖ ൰݁ି௝ቀଶగ୼௙ଶ௥೘

௖ ቁ ܧሼ݁௝ሺథ೙ିథ೘ሻሽ
௠௡

                            ሺ5.4ሻ 

Expected values of the random variables, amplitude and phase angle, are 

൛݁௝ሺథ೙ିథ೘ሻൟܧ ൌ  ቊ
൛݁௝థ೘ൟܧ൛݁௝థ೙ൟܧ ൌ 0  ,   ݊ ് ݉
൛݁௝଴ൟܧ ൌ 1                     ,   ݊ ൌ ݉

                                                                 ሺ5.5ሻ 

ሼܽ௡ܽ௠ሽܧ ൌ ௔ߤ 
ଶ        ݂ݎ݋   ݊ ൌ ݉                                                                                                 ሺ5.6ሻ  

Thus, autocorrelation function reduces to: 

ܴሺΔ݂ሻ ൌ ௔ߤ 
ଶ ෍ ݁ି௝൬ଶగ୼௙ଶሺ௥బା ௫೙כୱ୧୬ ሺఏబሻሻ

௖ ൰

௡

                                                                             ሺ5.7ሻ  

ܴሺΔ݂ሻ ൌ ௔ߤ 
ଶ݁ି௝ቀଶగ୼௙ଶ௥బ

௖ ቁ ෍ ݁ି௝൬ଶగ୼௙ଶ ௫೙כୱ୧୬ ሺఏబሻ
௖ ൰

௡

                                                              ሺ5.8ሻ  

Summation in the above equation can be interpreted as integration over ݔ which is 

the distance from the middle of target. This makes the line target composed of 

infinite scatterers.  

න ݁ି௝൬ଶగ୼௙ଶ ௫כୱ୧୬ ሺఏబሻ
௖ ൰ ݔ݀

௅/ଶ

ି௅/ଶ

ൌ  
݁ି௝൬ଶగ୼௙ଶ ௫כୱ୧୬ ሺఏబሻ

௖ ൰

െ݆ ൬2ߨΔ݂ כ 2 sin ሺߠ଴ሻ
ܿ ൰

ተ

ି௅/ଶ

௅/ଶ

ൌ
sinሺ2ߨΔ݂ ܮ sinሺߠ଴ሻ

ܿ ሻ

Δ݂ߨ2 sin ሺߠ଴ሻ
ܿ

  ሺ5.9ሻ 

Finally, the autocorrelation function can be expressed as: 

ܴሺΔ݂ሻ ൌ ௔ߤ 
ଶ݁ି௝ቀଶగ୼௙ଶ௥బ

௖ ቁ  
sinሺ2ߨΔ݂ ܮ sinሺߠ଴ሻ

ܿ ሻ

Δ݂ߨ2 sin ሺߠ଴ሻ
ܿ

                                                                  ሺ5.10ሻ 

Consequently, autocorrelation function is expressed in a compact form for a simple 

target geometry. The sinc structure in the autocorrelation may create uncorrelated 

target signals for higher frequency differences. Therefore frequency difference, ∆݂, 

has importance on the glint error with frequency agility.  

Next section of this chapter investigates the autocorrelation function and the effects 

of this frequency difference. 
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5.1.2. Critical Frequency Change 

The properties of autocorrelation function are examined in order to understand the 

signal properties of return signal with frequency agility. The period of exponential 

term is greater than the sinusoidal term. Thus, the envelope is enough to consider 

since target range, ݎ଴, is much greater than the extent of the target. The envelope of 

autocorrelation function which follows a sinc structure is given by: 

|ܴሺΔ݂ሻ| ൌ  
sin ൬2ߨΔ݂ ܮ sinሺߠ଴ሻ

ܿ ൰

Δ݂ߨ2 sinሺߠ଴ሻ
ܿ

                                                                                               ሺ5.11ሻ 

The illustration of this envelope is important for the derivation of critical frequency 

change. Therefore, an example of autocorrelation function is given in Figure 5.2 for 

a target length of 1 meter and orientation angle of 90଴. The autocorrelation function 

envelope is given for a bandwidth of 1GHz. 

 

Figure 5.2 - Example of target signal's autocorrelation envelope for frequency change 

 

Figure 5.2 shows that two pulses can be treated as decorrelated for a certain 

frequency difference. This frequency difference, the critical frequency change, Δ ௖݂, is 

found from the first zero of the autocorrelation envelope. 
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Δ ௖݂ ൌ  
ܿ

ܮ2 sinሺߠ଴ሻ ൌ  
ܿ

ܦ2
 , ܦ ݁ݎ݄݁ݓ ൌ ܮ sinሺߠ଴ሻ  ሺ5.12ሻ                   ݄ݐ݌݁݀ ݐ݁݃ݎܽݐ ݄݁ݐ ݏ݅ 

Although large targets produces more glint induced angle tracking error, the above 

equation shows that the increasing target depth can supply more uncorrelated 

sample in a fixed bandwidth. Thus, efficient sampling is important to reduce the 

higher glint error for larger targets. 

5.1.3. Improvement with Frequency Agility 

In this section of the chapter, an approximate improvement factor will be presented 

following the results of Lind [20]. Then frequency agility method will be applied to the 

simulation environment.  

Firstly improvement factor defined by Lind can be derived with the below steps: 

ܵிி ൌ  
ܩ

ீܤ
                                                                                                                                         ሺ5.13ሻ 

ܵி஺ ൌ  ஼ܲܵிி ൅ ሺ1 െ ஼ܲሻ
ܩ2

௣݂
                                                                                                       ሺ5.14ሻ 

ܵிி ׷  ݕܿ݊݁ݑݍ݁ݎ݂ ݀݁ݔ݂݅ ݄ݐ݅ݓ ݐ݈݊݅݃ ݂݋ ݕݐ݅ݏ݊݁݀ ݈ܽݎݐܿ݁݌ܵ

ܩ ׷  ݎ݁ݓ݋݌ ݐ݈݊݅ܩ

ீܤ ൌ  ݄ݐ݀݅ݓܾ݀݊ܽ ݐ݈݊݅ܩ

ܵி஺ ׷  ݕݐ݈݅݅݃ܽ ݕܿ݊݁ݑݍ݁ݎ݂ ݄ݐ݅ݓ ݐ݈݊݅݃ ݂݋ ݕݐ݅ݏ݊݁݀ ݈ܽݎݐܿ݁݌ܵ

஼ܲ ൌ  ݌݉ݑ݆ ݕܿ݊݁ݑݍ݁ݎ݂ ݈ܽܿ݅ݐ݅ݎܿݎ݁݀݊ݑ ݂݋ ݕݐ݈ܾܾ݅݅ܽ݋ݎܲ

௣݂ ൌ  ݕܿ݊݁ݑݍ݁ݎ݂ ݊݋݅ݐ݅ݐ݁݌݁ݎ ݁ݏ݈ݑܲ

Since the spectral density are measure of powers, the improvement factor is 

expressed as 

ܫ ൌ ඨ
ܵிி

ܵி஺
                                                                                                                                          ሺ5.15ሻ 

There is a probability that the frequency jump of frequency agility may not be 

enough for decorrelation of two pulses. This is the probability of undercritical 

frequency jump and can be expressed as 
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஼ܲ ൌ  
2Δ ௖݂

ி஺ܤ
                                                                                                                                       ሺ5.16ሻ 

where ܤி஺ is the bandwidth of frequency agility and Δ ௖݂ is the previously found 

critical frequency difference. ஼ܲ can also be expressed as 

஼ܲ ൌ  
2 כ ሺc 2Dሻ⁄

ி஺ܤ
ൌ  

ܿ
ி஺ܤܦ

ൌ  
ி஺ߣ

ܦ
                                                                                            ሺ5.17ሻ 

ி஺ߣ ׷ ݄ݐ݈݃݊݁݁ݒܽݓ ݕݐ݈݅݅݃ܽ ݕܿ݊݁ݑݍ݁ݎܨ ൌ  
ܿ

ி஺ܤ
 

At typical radar frequencies, ஼ܲ ا 1, and we may assume that 1 െ ஼ܲ ൌ 1. 

Therefore, ܵி஺  and the improvement factor can be expressed as: 

ܵி஺ ൌ
ி஺ߣ

ܦ
ܵிி ൅  

ܩ2
௣݂

                                                                                                                     ሺ5.18ሻ 

ଶܫ  ൌ  
ܵிி

ܵி஺
ൌ  

1
1

ܦ ⁄ி஺ߣ ൅ 1
௣݂ ⁄ீܤ2

                                                                                                  ሺ5.19ሻ 

As a result, the improvement factor can be approximated by 

ଶܫ ൌ  

ە
۔

ۓ ௣݂

ீܤ2
 ,   ݂݅  ௣݂ ⁄ீܤ2 ا ܦ  ⁄ி஺ߣ

ܦ
ி஺ߣ

ܦ ݂݅    ,  ⁄ி஺ߣ ا   ௣݂ ⁄ீܤ2
                                                                                       ሺ5.20ሻ 

This result can be interpreted such that the square of improvement factor is the 

smallest of the two ratios above. Generally the smallest one is the latter, and it 

determines the improvement for frequency diversity. Thus, the frequency agility 

bandwidth is an important factor and improvement is proportional to the square root 

of this bandwidth. 

ן ܫ  ඥܤி஺                                                                                                                                        ሺ5.21ሻ 

An approximate improvement table can be given using Equation 5.20. The 

improvements are given in Table 5.1 for the latter ratio in Equation 5.20. 
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Table 5.1 - Approximate improvement with frequency diversity 

Improvement factor  

table 

Frequency Agility 
Bandwidth(MHz) 

200 500 1000 

Target 
Depth(m) 

2 1.15 1.83 2.58 

5 1.83 2.89 4.08 

10 2.58 4.08 5.77 

 

Thus one can expect that 500MHz bandwidth is required for a 5 meter target 

extending in range in order to reduce glint error by a factor of 3. Nevertheless, this 

table can only give an intuition to a rough improvement estimate but may be helpful 

in the design of frequency agile radar system. 

5.1.4. Simulation Results of Frequency Agility 

Target model for frequency agility processing is composed of fixed number of point 

scattering elements. The positions of scatterers are random within a rectangular 

region. Therefore the phase of scatterers could be considered as randomly 

distributed for the signal model used in this chapter for the derivation of 

autocorrelation function.  Furthermore all scatterers have the same amplitude in the 

simulation, which is enough for the model [11].  

The analyses are made up by setting the parameters like the frequency agility 

bandwidth, the number of samples. The target dimension is also changed to see the 

relationship between the frequency agility bandwidth with target extent. Target 

dimension is known to be an increasing factor on glint from Chapter 4, so the 

frequency agility effect on the glint of larger targets should be investigated. The 

parameter effects will be presented with the outputs of Monte Carlo simulations. 

Selection methods for signal processing will also be under examination. 

5.1.4.1. Effect of Sample Number in a Fixed Bandwidth 

The target echo cannot be sampled at higher number or at desired frequencies due 

to the limitations of the radar system which can be both hardware and software 
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related. If the system needs a large number of samples, system may not be able to 

serve intensive processing requirements of these samples. Therefore, sample 

number should be at acceptable levels for processing.  

This section of the simulation results aims to develop an insight for choosing sample 

number or frequency interval of samples. Table 5.2 shows the simulation 

configuration which is used to illustrate the importance of the frequency spacing of 

the samples. 

Table 5.2 - Simulation configuration of sample number analysis 

 Target 1 Target 2 

Target depth 5m 1m 

Target width 5m 1m 

Target angle 30deg 

Target range 1000m 

Random scatterers on target 10 

Frequency agility bandwidth 
100MHz  

500MHz 

100MHz 

500MHz 

1000MHz 

Frequency spacing regime Linear 

Maximum number of samples 20 

Starting Frequency 9GHz 

DF Method  Phase Monopulse 

Number of experiments 1000 

 

Simulation results for Target 1 are given below in Figure 5.3 and Figure 5.4. 

Sampled target return signal at different frequencies are combined with the selection 

algorithms which are mentioned before in Chapter 4. In this target configuration, we 

expect the return signal to be decorrelated when the frequency difference is 30MHz. 

Although a bandwidth of 100MHz will be enough for acquiring uncorrelated samples, 
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only a few samples taken can be uncorrelated. Therefore, getting more samples in 

this relatively small bandwidth will not affect the reduction much. 

Figure 5.3 shows that 4 or 5 samples are enough for a target depth of 5m and 

100MHz bandwidth. After this sufficient number of samples, it can be said that glint 

error becomes steady at an achievable level for each selection method. Square 

weighting seems to be the most appropriate selection method for this target and 

frequency agility configuration. However, there is a slight increase in the pointing 

error for square weighting, linear weighting and rank detector methods with 

unnecessarily taken samples. 

 

Figure 5.3 - Target 1 simulation results for 100MHz bandwidth 

 

Figure 5.4 shows that glint error is decreasing with increasing number of samples in 

500MHz bandwidth. In this configuration, getting more samples becomes important 

in this fixed bandwidth. This can be easily understood when the ratio of bandwidth 

and critical frequency difference ratio is considered. This ratio is theoretically 500/30 

while the ratio of previous configuration is 100/30. Obtaining a higher ratio could be 

interpreted such that gathering more samples will be more advantageous. 
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Figure 5.4 - Target 1 simulation results for 500MHz bandwidth 

 

The frequency spacing of samples is 25MHz for 20 samples. Thus, all samples 

taken can be considered as uncorrelated. By this way, correction of the 

measurements with selection algorithms can produce more accurate target angle 

estimates. For this satisfactory bandwidth, the most suitable selection algorithm is 

again the square weighting method. Though, the linear weighting method and the 

rank detector method can be considered as equally effective on the reduction of glint 

error.  

Simulation results for Target 2 are given below in Figure 5.5 and Figure 5.6. In this 

target configuration we expect the return signal to be decorrelated when the 

frequency difference is 150MHz. Thus, 100 MHz bandwidth is not suitable for 

sufficiently uncorrelated samples.  

Maximum frequency difference will be 100 MHz for 2 sample case. Other cases will 

provide more correlated samples. Therefore, those samples may introduce extra 

error in the mean. Figure 5.5 shows the reduction result for 100 MHz frequency 

agility bandwidth. The error increases for sample numbers greater than 3. 
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Figure 5.5 - Target 2 simulation results for 100MHz bandwidth 

 

The most successful method in this insufficient bandwidth is the largest amplitude 

selection method. Linear and square weighting methods and rank detector method 

lose their superiority on largest amplitude method. Nonetheless, they are still 

advantageous up to 3 samples which can be considered as generating relatively 

uncorrelated samples. The bandwidth to critical frequency change ratio is 100/150 

for this target and bandwidth settings. As mentioned earlier, this ratio should be 

greater for higher glint error reduction. However, a ratio which is smaller than unity 

makes the frequency agility useless. When we consider increasing this ratio to 

500/150 and 1000/150 by setting bandwidth to 500MHz and 1000MHz, frequency 

agility uses the samples more effectively.  

Firstly, for 500MHz bandwidth, a few uncorrelated samples can be taken. With 

increasing sample number, the frequency difference between samples will be 

getting smaller than critical frequency change. The reduction results shown in  

Figure 5.6 also agree with the above considerations. After 5 samples, the selection 

methods do not improve angle estimations and the angle error becomes steady. 

When we compare the selection methods, it is seen that square weighting is again 

the most suitable method. This of course is due to sampling in a sufficient 

bandwidth. 
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Figure 5.6 - Target 2 simulation results for 500MHz bandwidth 

Secondly, for 1000MHz bandwidth, more uncorrelated samples can be gathered. 

This makes the angle error reach its steady level for larger number of samples. In 

this bandwidth, it becomes more beneficial to sample the target return signal at a 

greater number of points. The simulation results can be seen in Figure 5.7. 

 

Figure 5.7 - Target 2 simulation results for 1000MHz bandwidth 
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5.1.4.2. Effect of Agility Bandwidth for Fixed Number of Samples 

Frequency agility bandwidth is known to be a positive factor in glint reduction. 

However, radar systems have limited bandwidths due to various reasons like cost, 

physical size or capability of hardware units. Thus, effective usage of bandwidth 

should be investigated. If a radar system employs frequency agility to measure 

target angle more precisely, then the system must be able to utilize reduction 

algorithms at full capacity. Therefore, this part of the frequency diversity simulations 

investigates the effective usage of the bandwidth. 

The below simulation configuration in Table 5.3 is used to illustrate the importance 

of the frequency diversity bandwidth. 

Table 5.3 - Simulation configuration of frequency agility bandwidth analysis 

 Target 1 Target 2 

Target depth 5m 1m 

Target width 5m 1m 

Target angle 30deg 

Target range 1000m 

Random scatterers on target 10 

Sample number 10 samples  

30 samples 

Frequency spacing regime Linear 

Maximum bandwidth 1000MHz 

Diversity Selection Method Square weighting 

Starting Frequency 9GHz 

DF Method Phase Monopulse 

Number of experiments 1000 

 

Simulation results for Target 1 are given below in Figure 5.8 and Figure 5.9. Square 

weighting method is used to process the samples for error reduction. The results are 
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compared with the approximate improvement factor which is given before in this 

chapter.  

The improvement factor was given in Equation 5.21 as proportional to square root of 

the bandwidth. The theoretical angle error line represents the expected error with 

the improvement factor. Theoretical line is calculated using the reciprocal of 

bandwidth square root. This can be formulated as ݁௧ ൌ  ݁௜ ඥܤி஺⁄  ,  where ݁௧ is error 

in theory and ݁௜ is an initial error. In the simulation results, ݁௜ is taken as the angle 

error result for the first bandwidth used. 

 

Figure 5.8 - Target 1 simulation results for 10 samples in bandwidth 

 

Firstly, 10 samples case is given in Figure 5.8. The figure shows that the frequency 

agility cannot reduce glint error after 300MHz bandwidth. At this point the critical 

frequency difference for Target 1 which is 30MHz becomes important. For 300MHz 

bandwidth, 10 samples make the frequency spacing between samples 30MHz. 

Thus, the samples can be treated as uncorrelated and all of the samples will 

contribute the reduction process.  After 300MHz bandwidth, 10 samples will be 

again uncorrelated; nevertheless more uncorrelated samples can be taken for 

higher bandwidth. Thus, 10 samples are not enough to utilize the bandwidth fully 

and the glint error remains steady after 300MHz for this simulation configuration. 
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Secondly, 30 samples are taken for effective use of high diversity bandwidths. The 

reduction results are given in Figure 5.9. The results show that high bandwidths 

require more samples to reach higher reduction rates. Actually, the spacing of 

samples and the critical frequency change relation determines the efficiency of 

frequency diversity.  

 

Figure 5.9 - Target 1 simulation results for 30 samples in bandwidth 

 

At this point, a ratio will be introduced to estimate the total performance of frequency 

agility better. The below ratio can be regarded as an important factor that influence 

the total performance of frequency agility. Let this performance factor be 

௙݌ ൌ
௦ݏ

Δ ௖݂
                                                                                                                                           ሺ5.22ሻ 

where ݏ௦ is the sample spacing and Δ ௖݂ is the critical frequency difference. This 

factor can be interpreted for different intervals as: 

1) If ݌௙ ൐ 1, bandwidth cannot be used efficiently. 

- Number of samples may be increased to decrease pf. 

2) If ݌௙ ൏ 1, number of samples in the band is unnecessarily high. 

- Processing capacity of the system can be enhanced. 
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3) If ݌௙ ا 1, frequency agility cannot reach the maximum improvement level. 

- Correlation of samples can be broken by increasing the frequency 

spacing. 

Therefore, the second choice will be a better way to use frequency agility. Radar 

systems which can provide extra processing capabilities have the chance to employ 

more beneficial frequency agile unit. 

After examining a relatively large target with fixed sample number, a small target is 

examined. The simulation results for Target 2 are given below in Figure 5.10 and 

Figure 5.11. Target 2 has a critical frequency difference value of 150MHz. 

 

Figure 5.10 - Target 2 simulation results for 10 samples in bandwidth 

 

Firstly, 10 samples case is given in Figure 5.10. Performance factor introduced 

above is increasing from 0.133 to 0.667 for this target and sampling configuration. 

Therefore, we can say that this configuration falls in the second interval. Although 

we sampled the frequency bandwidth unnecessarily, the improvement with 

frequency diversity is attained. 

Secondly, 30 samples case is given in Figure 5.11. Performance factor is increasing 

from 0.044 to 0.222 for this target and sampling configuration. As a result this 

configuration can be considered in third interval for lower bandwidths and in second 

interval for higher bandwidths. Therefore, glint error suffers a separation from 
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theoretical error line for lower bandwidths. However, simulation results reach the 

theoretical line for higher bandwidths when the performance factor moves to the 

second region. 

 

Figure 5.11 - Target 2 simulation results for 30 samples in bandwidth 

 

 

Figure 5.12 - Simulation results for 50 samples in bandwidth for target of 0.5m 
extending in range and crossrange 
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An extra simulation is made for a target of 0.5m depth and width. 50 samples are 

taken in a maximum bandwidth of 1GHz. This simulation shows the worst case for 

the performance factor. Performance factor is increasing from 0.013 to 0.066 for this 

target and sampling configuration. As a result, the error line of simulation cannot 

reach the theoretical error line for all bandwidths used in the simulation. Simulation 

results are given in Figure 5.12. 

5.1.4.3. Frequency Spacing Regime Effect on Reduction 

Spacing of samples is important for the return signal statistics. Linearly spaced 

samples are used in the simulations up to this part of the chapter. This part aims to 

examine the effect of random spacing of samples in the bandwidth. Thus, the below 

simulation configuration in Table 5.4 is used for this purpose. The simulation 

parameters cannot be broadened to higher bandwidths or higher number of runs 

because of the high processing and memory requirements of the MATLAB program. 

Table 5.4 - Simulation configuration of sample spacing regime 

Target depth 5m 

Target width 5m 

Target angle 30deg 

Target range 1000m 

Random scatterers on 
target 10 

Sample number 20 samples 

Frequency spacing regime Linear Random 

Maximum bandwidth 700MHz 

Diversity Selection Method Square weighting 

Starting Frequency 9GHz 

DF Method Phase Monopulse 

 

50 Monte Carlo simulations are used in order to figure out the average performance 

of the random spacing of samples in the bandwidth.  



 

65 
 

Although random spacing cannot guarantee the uncorrelated samples, it may 

provide samples with lower angle error. The reduction results at 700MHz bandwidth 

are presented for all averaging methods in Figure 5.13. Although the diversity 

selection methods produce smoother reduction results for random spacing regime, 

the linear spacing regime can still mitigate the glint error better. The square 

weighting method is also the best averaging algorithm for random spacing of 

samples in the frequency agility bandwidth. 

 

Figure 5.13 - Sample number effect in both spacing regime 

 

 

Figure 5.14 - Frequency agility bandwidth effect for both spacing regime 



 

66 
 

Figure 5.14 shows the reduction results with random spacing. The square weighting 

method is used as the diversity selection method since it gives better results than 

the other methods. The glint error with averaging methods is smaller for linear 

spacing regime in all agility bandwidths. 

5.2. Spatial Diversity 

Space or aspect diversity, i.e. spatial diversity, is another technique that can be 

employed in radar systems for glint mitigation. Space diversity can easily be 

understood by considering the main reason of glint.  

The main reason of glint was the phase interference of different scatterers on the 

target. Thus, glint induced by the target can be reduced by changing the phase 

characteristic of the individual scatterers’ returns at the point where the radar is 

located.  

Space diversity technique aims to change the relative phases of scatterers by 

moving the position of the antenna. In this reduction technique, target return signals 

which are sampled at different radar positions are the outputs of the first stage. The 

first stage outputs are combined with diversity selection methods in the second 

stage. The diversity selection methods will produce better angle estimations using 

the spatial samples. 

Although the frequency diversity is a prominent technique in the literature, space 

diversity is also investigated by researchers for the glint problem.  Therefore, space 

or aspect diversity is examined in this chapter. 

Firstly, the statistical properties of the target signal with space diversity will be 

analyzed. Formulation of the parameters will be made similar to the frequency 

diversity analysis. 

• The autocorrelation function of the return signal with varying aspect angle 

will be found.  

• The critical antenna movement will be found and its effect will be 

investigated. 
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After presenting the arguments related with aspect diversity, angle estimation 

performance of the technique will be analyzed.  

• Simulations for different target and antenna movement configurations will be 

made. The performance of averaging algorithms will be discussed by 

inspecting the reduction results of each. 

• Effects of space diversity parameters such as distance between samples 

and total movement of the antenna will be introduced. 

Studying on the statistical properties and advantages of the frequency agility, 

several questions will be answered concerning the implementation of frequency 

diversity method. These questions can be summarized as: 

• What numbers of spatial samples are needed? 

• What is the effect of total antenna displacement? 

• Which diversity selection method should be used for estimation? 

In an effort to answer the above questions, space diversity simulations are carried 

out in MATLAB. The properties of a radar system which employs space diversity are 

presented by using the simulation outputs. Methods will be proposed for the 

effective usage of the space diversity. 

5.2.1. Autocorrelation Function of Signals with Spatial Diversity 

The target model for this derivation is the same with the one in the frequency agility 

chapter. Although the target geometry is the same, the target movement changes 

the nature of the model. The new target and radar geometry is given in Figure 5.15. 

In this model target is rotated from ߠଵ to ߠଶ. 
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Figure 5.15 - Simple target geometry with aspect diversity 

 

Let the return signal, ݕሺߠሻ, be 

ሻߠሺݕ ൌ  ෍ ܽ௡݁௝ሺଶగ௙ଶሺ௥బା ௫೙כୱ୧୬ ሺఏሻሻ
௖ ାథ೙ሻ

௡

                                                                                 ሺ5.23ሻ 

The autocorrelation function can be formulated as: 

ܴሺΔߠሻ ൌ ሻߠሺݕሼܧ  כ ߠሺכݕ ൅ Δߠሻሽ                                                                                               ሺ5.24ሻ 

ܴሺΔߠሻ ൌ  ෍ ෍ ሼܽ௡ܽ௠ሽ݁௝ଶగ௙ଶ௫೙ୱ୧୬ ሺఏሻܧ
௖  ݁ି௝ଶగ௙ଶ௫೙ୱ୧୬ ሺఏା୼ఏሻ

௖ ሼ݁௝ሺథ೙ିథ೘ሻሽܧ
௠௡

                ሺ5.25ሻ 

Similarly to the frequency diversity autocorrelation, 

ܴሺΔߠሻ ൌ ௔ߤ 
ଶ ෍ ݁௝ଶగ௙ଶ ௫೙

௖ ሺୱ୧୬ሺఏሻିୱ୧୬ ሺఏା୼ఏሻሻ

௡

                                                                         ሺ5.26ሻ 
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At this point, if the target is assumed to be composed of infinite scatterers, the 

summation over the scatterers can be calculated as an integral over the distance 

from the middle of the target. 

න ݁௝௫௄݀ݔ ൌ 

௅/ଶ

ି௅/ଶ

2 sin ቀܮܭ
2 ቁ

ܭ
ܭ ݁ݎ݄݁ݓ         , ൌ ݂ߨ2

2ሺsinሺߠሻ െ sinሺߠ ൅ Δߠሻሻ
ܿ

                  ሺ5.27ሻ 

The sinusoid terms in the above equation can be reformulated for small ߠ߂ 

assumption as 

sinሺߠሻ െ sinሺߠ ൅ Δߠሻ ൌ െsin ሺΔߠሻcos ሺθሻ                                                                             ሺ5.28ሻ 

Then the autocorrelation function reduces to 

ܴሺΔߠሻ ൌ ௔ߤ 
ଶ  

sinሺ2݂ߨ ሻcos ሺθሻߠsin ሺΔܮ
ܿ ሻ

݂ߨ2 sin ሺΔߠሻcos ሺθሻ
ܿ

                                                                              ሺ5.29ሻ 

To summarize, an understandable expression of autocorrelation function is 

formulated for a simple line target. The autocorrelation function describes the nature 

of the target signal samples that are acquired at ߠ߂ radian separations. The sinc 

structure in the expression is also similar to the frequency diversity analysis.  

The correlation of the samples depends on the change in the aspect angle. For this 

reason, the angle change between the samples may affect the glint error totally. 

Next section of the chapter examines the autocorrelation function and makes the 

interpretation of the aspect angle change. 

5.2.2. Critical Angle Change 

The properties of the autocorrelation function are investigated to make effective 

reduction on glint. To begin with, the autocorrelation function of a 1m length target is 

given in Figure 5.16. Target orientation angle is 0଴ and radar center frequency is 

10GHz. 
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Figure 5.16 - Example of target signal's autocorrelation envelope for aspect changes 

 

Figure 5.16 shows that samples for higher angle changes can be considered as 

uncorrelated. To determine a critical angle change, the first zero of the 

autocorrelation function can be used. The first zero occurs at Δߠ௖ which satisfies the 

below equation. 

sinሺΔߠ௖ሻ ൌ
ܿ

cos ሺθሻܮ2݂
ൌ  

ܿ
2݂ܹ

 , ܹ ݁ݎ݄݁ݓ ൌ ܮ cosሺθሻ  ሺ5.30ሻ     ݄ݐ݀݅ݓ ݐ݁݃ݎܽݐ ݄݁ݐ ݏ݅ 

5.2.3. Critical Antenna Movement 

The critical angle change derived above can occur with the rotation of target itself. 

The radar system can benefit this rotation. However, the target rotation may not be 

sufficient to produce uncorrelated samples at the radar side. In this situation, the 

radar can move its antenna and may create an artificial angle change with its 

changing aspect with respect to the target.  

Figure 5.15 also shows the new target geometry after ݔ߂ movement of the radar. 

The target orientation angle with respect to the radar is altering from ߠଵ to ߠଶ after 

shifting the antenna. Thus, the radar creates an artificial orientation angle change by 

the amount of  ߠଵ െ   .ଶ. In this geometry the below equation can be introducedߠ 
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Δߠ ൌ ଵߠ  െ ଶߠ ൌ  ሺ5.31ሻ                                                                                                                         ߚ

The angle ߚ can now be considered as the critical angle change. Since the radar 

movement is too small compared to the target range, ߚ can be expressed as 

sinሺߚሻ ൌ
Δx
଴ݎ

                                                                                                                                     ሺ5.32ሻ 

The radar movement which produces this critical angle change, ߚ, can now be 

regarded as critical antenna movement. By using the above equations, the critical 

antenna movement, Δxୡ, can be expressed as 

Δxୡ ൌ  
଴ܿݎ

2݂ܹ
                                                                                                                                     ሺ5.33ሻ 

5.2.4. Improvement with Spatial Diversity 

An approximate improvement factor will be derived with similar approaches 

presented in frequency diversity. Probability of undercritical frequency jump is now 

can be considered as probability of undercritical space jump. In the context of space 

diversity, this probability can be expressed as 

஼ܲ ൌ  
2Δݔ௖

݉ௌ஽
ൌ

଴ܿݎ
݉ௌ஽݂ܹ

                                                                                                                  ሺ5.34ሻ 

where ݉ௌ஽ is the total antenna movement of space diversity system. Improvement 

factor can be expressed as 

ܫ ൌ ඨ
ܵிௌ

ௌܵ஽
                                                                                                                                          ሺ5.35ሻ 

ܵிௌ ׷  ݁ܿܽ݌ݏ ݀݁ݔ݂݅ ݄ݐ݅ݓ ݐ݈݊݅݃ ݂݋ ݕݐ݅ݏ݊݁݀ ݈ܽݎݐܿ݁݌ܵ

ௌܵ஽ ׷  ݕݐ݅ݏݎ݁ݒ݅݀ ݁ܿܽ݌ݏ ݄ݐ݅ݓ ݐ݈݊݅݃ ݂݋ ݕݐ݅ݏ݊݁݀ ݈ܽݎݐܿ݁݌ܵ

ܵிௌ corresponds to ܵிி and ௌܵ஽ corresponds to ܵி஺ in the frequency agility case. 

ଶܫ ൌ
1

ீܤ2
௣݂

൅ ஼ܲሺ1 െ ீܤ2
௣݂

ሻ
                                                                                                             ሺ5.36ሻ 

Then we can assume ൬1 െ ଶ஻ಸ
௙೛

൰ as 1 since  ଶ஻ಸ
௙೛

ا 1. Thus, the improvement factor 

reduces to 
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ଶܫ ൌ  
1

1
1 ஼ܲ⁄ ൅ 1

௣݂ ⁄ீܤ2
                                                                                                                    ሺ5.37ሻ 

Then similar to frequency agility case, the improvement factor for a system with 

space diversity can be approximated by 

ଶܫ ൌ  

ە
ۖ
۔

ۖ
ۓ ௣݂

ீܤ2
       ,    ݂݅  ௣݂ ⁄ீܤ2 ا  ݉ௌ஽݂ܹ ⁄଴ܿݎ

݉ௌ஽݂ܹ
଴ܿݎ

 ,    ݂݅ ݉ௌ஽݂ܹ ⁄଴ܿݎ ا   ௣݂ ⁄ீܤ2
                                                                    ሺ5.38ሻ 

Therefore the smallest of the two ratios above is the square of the improvement 

factor. Generally, the latter ratio is smaller and determines the improvement. To 

understand better a numerical example is given below. The example data and the 

ratios are 

௣݂ ൌ , ݖܪ5000 ீܤ ൌ , ݖܪ25 ݂ ൌ , ݖܪܩ10 ܹ ൌ 5݉ , ଴ݎ ൌ 1000݉ , ݉ௌ஽ ൌ 20݉          ሺ5.39ሻ 

௣݂

ீܤ2
ൌ 100   ܽ݊݀    

݉ௌ஽݂ܹ
଴ܿݎ

ൌ 2.66                                                                                          ሺ5.40ሻ 

The limiting factor in the example is the second ratio. Thus, the improvement factor 

depends on the total antenna movement for space diversity. In this case, 

improvement in glint reduction or target tracking is proportional to the square root of 

spatial shift in antenna position. 

ן ܫ  ඥ݉ௌ஽                                                                                                                                        ሺ5.41ሻ 

The second ratio can also be interpreted as higher spatial shift is needed for targets 

at higher ranges or the system should let the target to maneuver.  

By using the above findings, an approximate improvement can be presented. A 

radar system can mitigate glint error by a factor of two with 25m displacement of 

antenna position for a target extending 5m in crossrange. The operating frequency 

of the radar is 10GHz and the target range is 1000m in this calculation. 

Although this calculation is a rough estimate to improvement factor, it can still be a 

good point for starting the design of a radar system with space diversity. 
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5.2.5. Simulation Results of Spatial Diversity 

The target model used in the simulations is the same with the model used in 

frequency diversity analyses. The center of the antennas used for direction finding is 

shifted with certain amounts in the simulation. Samples are acquired at each shifted 

antenna center point. Sample number in a space diversity system has great 

importance since the processing capacity and the antenna movement capabilities 

can be limited. Thus, the sample number effects are investigated in the simulation 

results. The total antenna movement can also be a limitation for the radar system. 

The artificial aspect change need in the space diversity should be satisfied by 

changing the center of the antennas. Therefore, the spatial shift is examined with 

the MATLAB simulations too. 

5.2.5.1. Effect of Sample Number for a Fixed Spatial Shift 

Sample number can be a critical factor in the implementation as mentioned above. 

Other than the processing burden to the system, physically extending the radar with 

desired amount may not be realizable. Therefore, the simulations are conducted for 

developing a notion on the selection of the sample number.  

Table 5.5 - Simulation configuration of sample number analysis 

 Target 1 Target 2 
Target depth 5m 1m 

Target width 5m 1m 

Target angle 5deg 

Target range 1000m 

Random scatterers on target 10 

Shift in positions of the DF antennas 
10m 

40m 

10m 

40m 

Maximum number of samples 20 

Center frequency of the radar 10GHz 

DF Method Phase Monopulse 

Number of experiments 1000 
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The simulation configuration shown in Table 5.5 is used for the examination of the 

sample number effect on glint error reduction for a fixed antenna movement. The 

spacing of the samples is linear from 0 to total antenna shift. 

The simulation results for Target 1 which is a relatively larger target are given in 

Figure 5.17 and Figure 5.18. From the simulation configuration parameters, the 

critical spatial shift in radar position, Δxc, results in 3m for Target 1. This means that 

3m shift of the antenna can give uncorrelated samples of target return signal. Thus, 

both 10m and 40m total space used in diversity is sufficient. 

 

 

Figure 5.17 - Target 1 simulation results for 10m antenna movement 

 

Firstly, the simulation results are shown for 10m total length for space diversity in 

Figure 5.17. The uncorrelated sample number which can be taken in this interval is 

10/3 theoretically. As a result of this ratio, it is expected that 3 or 4 samples are 

enough for the diversity selection techniques to reduce the glint error.  

The reduction results show that this is the case for all reduction techniques except 

for the largest amplitude selection method. However this method gives also steady 

error levels after 10 samples. The linear and square weighting and the rank detector 

methods give slightly increasing error for higher sample numbers since the samples 

become correlated. The largest amplitude selection method can give better results 
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for the correlated samples case which is also seen in the frequency agility analyses. 

However, taking unnecessarily extra samples in a limited space diversity length may 

be an undesirable situation for the radar considering the motion requirements. 

Consequently, one can speak of a tradeoff between the sample number and the 

achieved reduction level. 

Secondly, the simulation results are shown for 40m total length for space diversity in 

Figure 5.18. The uncorrelated sample number which can be taken in this interval is 

40/3 theoretically. Therefore, gathering more samples becomes more meaningful. 

By taking more uncorrelated samples, reduction methods have the opportunity to 

decrease the pointing angle error. The square weighting method is the best method 

for this configuration since the total movement interval is enough for the desired less 

correlated samples. However, the radar system should move the DF antennas 40m 

to improve the angle estimation of the target. This much movement is not realizable 

for most radars. 

 

Figure 5.18 - Target 1 simulation results for 40m antenna movement 
 

The simulation results for Target 2 are given in Figure 5.19 and Figure 5.20 in order 

to provide better understanding of the space diversity reduction technique 

mechanisms. Figure 5.19 and Figure 5.20 respectively show the reduction results of 

the space diversity with movement of 10m and 40m. 
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The critical antenna movement is 15m for this target and the current simulation 

environment. Thus, 10m movement case seen in Figure 5.19 is not enough for 

taking uncorrelated samples. This yields a weak square weighting method 

performance. The largest amplitude selection method is the best method for this 

insufficient antenna shift interval for all number of samples. The correlated samples 

make the output of the reduction process worse for other diversity selection 

methods. 

 

Figure 5.19 - Target 2 simulation results for 10m antenna movement 

 

 

Figure 5.20 - Target 2 simulation results for 40m antenna movement 
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On the other hand, the case of 40m antenna movement is only enough for 3 or 4 

uncorrelated samples. The return signals for higher number of samples become 

correlated. Therefore, a slight increase in error starts after 4 samples. Pointing error 

for the largest amplitude selection method stays steady for high sampled reduction 

scheme. As a result, it becomes the best diversity selection method. 

5.2.5.2. Effect of Spatial Shift for a Fixed Number of Samples 

In this section, the effect of the antenna movement interval will be examined. The 

performance of using space diversity in a radar system is investigated and the 

reduction results are presented. For better understanding of the simulation results, 

we can speak of a performance factor as mentioned in the frequency agility chapter. 

This performance factor is the ratio of the spacing of the samples in the movement 

interval and the critical spatial shift (Δݔ௖), i.e. 

௙݌ ൌ
௦ݏ

Δݔ௖
                                                                                                                                          ሺ5.42ሻ 

This performance factor may be a helpful factor in the design process of a radar 

system which employs space diversity for the reduction of angle errors due to the 

target glint. The interpretation of this factor is similar to the frequency diversity 

analysis. The intervals are given by using the reduction results of square weighting 

method. 

1) If   ݌௙ ൐ 1, total spatial shift cannot be used efficiently. 

- Spacing of the samples and number of samples may be increased to 

decrease   ݌௙. 

2) If   ݌௙ ൏ 1, total spatial shift is unnecessarily much sampled. 

- Processing capacity of the system can be enhanced. 

3) If   ݌௙ ا 1, space diversity cannot reach the maximum improvement level. 

- Correlation of samples can be broken by increasing the spatial spacing. 

Number of samples will decrease in this case. 

The second choice can be regarded as the most advantageous compared to others. 

The other intervals will suffer unsuccessful reduction levels. This factor and the 
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space diversity are analyzed with the simulation configuration presented below in 

Table 5.6. 

Table 5.6 - Simulation configuration of antenna movement analysis 

Target depth 10m 

Target width 10m 

Target angle 5deg 

Target range 1000m 

Random scatterers on 
target 5 

Maximum shift in positions 
of the DF antennas 60m 

Number of samples 15 

Center frequency of the 
radar 10GHz 

DF Antenna spacing 2.5mm 

Number of experiments 1000 
 

The simulation results are given for the square weighting and the largest amplitude 

selection methods, since both can be the best method for different spatial shift 

values. The improvement factor line which is normalized to the square weighting 

method corresponds to the theoretically reduced angle error. The performance 

factor line for the simulation parameters is also given to evaluate the reduction 

performance. These results are illustrated in Figure 5.21. 

Figure 5.21 includes various situations related to the space diversity reduction 

performance. Before evaluating the results, it should be noted that the critical spatial 

shift for this simulation is 1.5m. The performance factor is increasing from 0.044 to 

2.67 and spanning all three intervals mentioned above. 
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Figure 5.21 - Antenna movement effect on the reduction 

 

The best possible diversity selection method is altering with increasing total spatial 

shifts. The correlation of the samples is strong when the total antenna movement is 

small. For this relatively strong correlation case, the largest amplitude selection is 

better than the square weighting. However, the square weighting method becomes 

superior with weakened sample correlation due to larger antenna movement values. 

Performance factor is also approaching to 1 while the best possible diversity 

selection method is changing from one to another. The square weighting method is 

better for   ݌௙ ൐ 1. 

The square weighting method and the improvement factor line should be 

investigated to understand how the performance factor is influencing the angle 

estimation error. The reduction output has a separation from the theoretical error 

line for  ݌௙ ൏ 1 where the correlation of samples is relatively strong. The reduction 

results can reach the theoretically calculated error line for  ݌௙ values that are closer 

to one. Although uncorrelated samples are gathered for  ݌௙ ൐ 1, reduction results 

cannot catch the expected reduction level. However, the reduction performance in 

this interval can be improved by taking more samples. 
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5.2.5.3. ISAR like Reduction Results 

The space diversity aims to create an artificial aspect change to weaken the 

correlation of the samples. However, the radar may allow the target to rotate as in 

inverse synthetic aperture radar (ISAR) imagery and create this decorrelation itself.  

The reduction procedure is repeated by allowing the target to maneuver. The 

rotating target model illustrated in Figure 5.22 is used for this purpose. The 

illustration is for only one scatterer, but the simulation contains a multi-point 

scatterer target. 

 

Figure 5.22 - Target geometry with rotating element 

 

Rotation of the target will create new scatterer position with respect to the radar. It is 

assumed that target is rotating around the geometric center of the scatterers. As a 

result, new scatterer positions corresponding to “ߙ” radian rotation are calculated 

with the below equations 

ᇱݔ ൌ ݔ כ cosሺߙሻ െ ݕ כ sinሺߙሻ                                                                                                       ሺ5.43ሻ 

ᇱݕ ൌ ݔ כ sinሺߙሻ ൅ ݕ כ cos ሺߙሻ                                                                                                      ሺ5.44ሻ 

The samples of the target return signal are taken at linearly spaced points between 

0 and the total angle of rotation. The simulation configuration is given in Table 5.7 

and the results are given in Figure 5.23. 
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Table 5.7 - Simulation configuration of ISAR like reduction 

Target depth 10m 

Target width 10m 

Target angle 5deg 

Target range 1000m 

Random scatterers on 
target 

5 

Maximum rotation of 
target 

60mrad 

Number of samples 15 

Center frequency of the 
radar 

10GHz 

DF Antenna spacing 2.5mm 

Number of experiments 1000 

 

 

 

Figure 5.23 - Glint reduction with the usage of target maneuver 
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The critical angle change is 1.5mrad for this target and simulation parameters. The 

performance factor can be expressed as the ratio of rotation angle between 

consecutive samples (spacing of samples) and the critical angle change. This factor 

can be interpreted in the same manner presented in Section 5.2.5.2. The 

performance factor is increasing from 0.044 to 2.67. These values of performance 

factor cover all three intervals.  

The reduction results and the performance factor effects are shown in Figure 5.23. 

The diversity selection method behavior is the same as the artificial spatial shift 

simulation. Performance factor which is closer to 1 makes the reduction 

performance reach the theoretical improved error line. Performance factor which is 

greater than 1 results in insufficient usage of the target rotation. Therefore, the 

output of the reduction algorithm stays steady for this interval. 

The investigation and simulation on reduction by usage of target rotation as ISAR 

imagery shows that both artificial space diversity and ISAR like reduction are the 

same. The reduction results shown in Figure 5.21 and Figure 5.23 are very similar.  

As a result of these discussions, the radar system can choose either the artificial 

space diversity reduction technique or ISAR like reduction technique. If the radar 

system deals with a high maneuvering target, it may be more suitable to choose the 

ISAR like reduction. 
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CHAPTER 6 

CONCLUSION 

In this thesis, mainly the performances of glint reduction techniques are investigated 

along with the effects of system parameters. For this reason, the main generating 

mechanisms of glint are discussed. By understanding the basics of the 

phenomenon, the characteristics of glint error are presented with analytical 

discussions. 

The glint phenomenon is firstly demonstrated with the simple dumbbell model which 

can even generate glint errors that can go far beyond the physical extents of the 

target. After demonstration of simple glint generation scheme, general cases of 

target scattering interference are discussed. 

Simple two target method put forward the scattering amplitude and phase 

dependences of glint error. For this reason, diversity methods are advised in 

literature for glint reduction purposes. As a result, frequency diversity and spatial 

diversity techniques are studied in detail in this thesis. 

The analytical studies on glint error are also presented for different purposes. The 

basic properties of glint show that the glint error is only important under certain 

circumstances such as closer target ranges and larger target sizes.  As a result, glint 

error can be treated as a problem for some specific systems like homing guided 

missiles. 

To accomplish the objects of the thesis and to support the demonstration of glint 

properties, discrete modeling of glint is chosen. Simulations that integrate the 

echoes from each scattering elements of complex target are built up. In the 
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simulation model, the complex characteristics of each scattering elements are 

chosen randomly for general demonstrations. 

The simulations of frequency diversity analyses use the same random complex 

scatterring for all frequencies. This approach in this model may not be realistic. 

However, the dependence of the complex scattering characteristic on frequency 

could not be found in the literature. Nevertheless, a dependence can be introduced 

in the simulations easily and the effects can be simply predicted by analyzing the 

correlation properties of the scattering characteristics. Similar discussions are also 

valid for spatial diversity. 

The frequency diversity with the applied model is shown to be effective for glint error 

reduction. The frequency agility bandwidth is an increasing factor on reduction 

performance as both theoretically and experimentally demonstrated. Although the 

simulation results are only illustrated for 10GHz neighborhood, the correlation of the 

samples does not depend on frequency at all, but solely depends on the dimension 

of the target along the range direction. Therefore, the reduction of glint error with 

frequency diversity can be applied for all frequency bands. 

The spatial diversity, on the other hand, depends on frequency band that is used for 

illumination. This property of the spatial diversity may be a limiting factor in utilization 

of the method for some systems. Nonetheless, the correlation requirements of both 

methods do not contradict with each other. As a result of this property, combination 

of the methods can be employed in radar systems. 

Although, the diversity methods are shown to be effective on glint noise reduction by 

simulations and theory, the models for complex scattering characteristics of 

scattering elements are needed to be developed. Especially, hardware in the loop 

simulations may be promising for further understanding and analysis of glint errors 

with diversity techniques. 
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