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ABSTRACT

A METHOD FOR PRODUCT DEFECTIVENESS PREDICTION BY USING PROCESS
ENACTMENTT DATA IN A SMALL SOFTWARE ORGANIZATION

Sivrioglu, Damla
M.Sc., Department of Information Systems
Supervisor: Prof. Dr. Onur Demir6rs

Co-Supervisor: Dr. Ayg¢a Tarhan

June 2012, 170 pages

As a part of the quality management, product defectiveness prediction is vital for small software
organizations as for instutional ones. Although for defect prediction there have been conducted a
lot of studies, process enactment data cannot be used because of the difficulty of collection.
Additionally, there is no proposed approach known in general for the analysis of process
enactment data in software engineering.

In this study, we developed a method to show the applicability of process enactment data for
defect prediction and answered “Is process enactment data beneficial for defect prediction?”,
“How can we use process enactment data?” and “Which approaches and analysis methods can our
method support?” questions. We used multiple case study design and conducted case studies
including with and without process enactment data in a small software development company. We
preferred machine learning approaches rather than statistical ones, in order to cluster the data
which includes process enactment informationsince we believed that they are convenient with the

pattern oriented nature of the data.

By the case studies performed, we obtained promising results. We evaluated performance values

iv



of prediction models to demonstrate the advantage of using process enactment data for the
prediction of defect open duration value. When we have enough data points to apply machine
learning methods and the data can be clusteredhomogeneously, we observed approximately 3%
(ranging from -10% to %17) more accurate results from analyses including with process enactment
data than the without ones.

Keywords: software defect prediction, machine learning, software measurement, defectiveness,
software process enactment.



Oz

KUCUK BIR KURUMDA URUN HATALILIK TAHMINI ICIN SUREC
ISLETME VERISININ KULLANILDIGI BIR METOT

Sivrioglu, Damla
Yiiksek Lisans, Bilisim Sistemleri Bolimii
Tez Yoneticisi: Prof. Dr. Onur Demirors

Ortak Tez Yoneticisi: Dr. Ayga Tarhan

Haziran 2012, 170 sayfa

Kalite yonetiminin bir pargasi olarak iiriin hataliligi tahmini kurumsal sirketlerde oldugu kadar
kiigiik yazilim kurumlar1 i¢in de hayati onem tasir. Hata tahmini ile ilgili pek c¢ok g¢alisma
yiiriitiilmiis olmasina ragmen siire¢ isletme verisi, toplama zorlugu nedeniyle kullanilamamaktadir.
Buna ek olarak siire¢ isletme verisinin yazilim miihendisliginde analizi i¢in Onerilen ve genel

olarak bilinen herhangi bir yaklagim yoktur.

Biz bu ¢alismada, siire¢ igletme verisinin hata tahmini i¢in uygulanabilirligini gosteren bir metot
gelistirdik ve “Siire¢ isletme verisinin kullanimi hata tahmini i¢in yararli midir?”, “Siire¢ isletme
verisini nasil kullanabiliriz?” ve “Bizim gelistirdigimiz metot hangi analiz metotlarin
destekleyebilir?” sorularimi cevapladik. Coklu durum ¢alismasi tasarimini kullandik ve kiigiik bir
yazilim sirketinde siire¢ isletme verisinin kullanildigi ve kullanilmadigi durumlar dahil olmak
lizere dort durum calismasi igin analizler gergeklestirdik. Siire¢ isletme bilgisini igeren verinin
gruplamasi igin istatistiksel yaklasimlar yerine makine 6grenmesi yaklasimlarmi tercih ettik.
Cinkii Oriintli tamima amagl olan makine &grenmesi yontemlerinin, Oriintilye yonelik dogasi

geregi siireg igletme verisi i¢in elverigli oldugunu degerlendirdik.
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Yaptigimiz durum caligmalari ile imit verici sonuglar elde ettik. Hata agik kalma siiresi degerinin
tahmini i¢in siire¢ isletme verisinin kullaniminin avantajini géstermek i¢in tahmin modellerinin
performanslarini degerlendirdik. Makine Ogrenmesi metotlarini uygulamak igin yeterli veri
noktamiz oldugunda ve veri homojen olarak gruplanabildiginde, siire¢ isletme verisinin dahil
edildigi analiz sonuglarinin, dahil edilmemis olanlara gore yaklasik 3% (-10% ile 17% araliginda)

daha dogru oldugunu gozlemledik.

Anahtar Kelimeler: yazilim hata tahmini, makine 6grenmesi, yazilim 6l¢iimii, hatalilik, yazilim

siireg igletme.
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CHAPTER1

INTRODUCTION

As stated in Weinberg’s definition “Software quality is conformance to customer
requirements.”. Neverthless, software quality is a very crucial feature of a product
to gain acceptance from the customer. In this viewpoint, software quality needs
continuous monitoring and controlling through the software project. The
defectiveness of software is an important quality measure to interpret the status of
the product quality. Therefore, software defectiveness should be focus point of
researches and quality models. For example, process reference models such as
CMMI [1] proposes defect metrics for measurement and analysis activities to
achieve multiple process areas.

In this context, we first performed a case study for searching for analysis
techniques to understand product defectiveness and affecting factors in a small
organization [2]. We applied various statistical and machine learning analysis
methods to our product data. By doing this, we collected defect related and
product related metrics in different data sets. At the end, we presented our
inferences in three categories based on their confidence. According to our
evaluation findings, the statistical analysis used for product data results could be
considered as confident if supported by new studies. In addition, Apriori machine
learning analysis used for defect data results could also be considered as
confident, since we observed 90% “correctly classified instances” value in Weka
tool. In contrary to this, C4.5 decision tree and logistic regression machine
learning analyses used for defect data results had approximately 50% “incorrectly

classified instances” value.



We have argued as one of the reasons of this low accurateness rate, process
enactment information had not been used for analysis. The CMMI mentioned
above suggest after second maturity level the mapping between the product and
process data and also suggest to take into account this mapping for process

improvement.

Since obtaining process traces and combining them with defect data are not easy,
the analyses together with defect and process enactment data are not applied.
Machine learning techniques are commonly used for prediction purposes, whereas
process enactment data is slightly used. Our proposal is that machine learning
approach can interpret more accurate performance results when the process

enactment data is used together with product data.

To validate this proposal, we used a method for defect prediction by using
machine learning classification [3]. The method clusters the data by using defect
data with the context of defect management process before building the prediction
model. The data of a small software company, Simsoft, was used for validation.
This thesis explains the method in detail and provides its results from four case

studies in two different projects.

1.1 Importance of Defect Data and Process Enactment Information

Analysis

In all software projects correcting of detected software errors in an attentive and
timely manner is vital. If defect correction cannot be completed on time and as it
should be, it causes some risks such as giving poor quality products to the
customer and / or exceeding the project budget due to error correction labor costs
called as rework effort in literature. To minimize these risks, analysis of defect
data is required. Besides defect data investigation provides quality improvement
and prevents injection of new defects by application of preventive actions to the
quality [4]. CMMTI’s Causal Analysis and Resolution support process area at
maturity level 5 suggests selecting defect data for cause analysis [1, 5]. Percentage

of defects removed, defect escape rates and number, and density of defects are
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suggested to be used as process-performance attributes in CMMI’s Organizational
Process Performance process area at maturity level 4. Historical defect data is
suggested to be used for estimation of project planning parameters in CMMI’s
Integrated Project Management process area at maturity level 3. And finally,
defect density derived measure is suggested to be used to address quality
measurement objectives in CMMI’s Measurement and Analysis process area at
maturity level 2. On the other hand, percentage of defects is suggested to express
process performance objectives in ISO/IEC 15504’s performance management
attribute [6]. Using defect density is suggested as process measurement attribute in

ISO/IEC 15504’s process measurement attribute.

Since software is different from other engineering disciplines, the information
about executed software process during development constitutes importance for
the quality and defectiveness of output product. What is the difference from other
disciplines? Software production processes are not in a regular and static format as
in a fabric production. For software development there are many ways for the
production of process artifacts. And the results of applied processes show
differences in different environment circumstances. Because of these reasons,
evaluation of process knowledge with defect data might be so beneficial. In other
words, without knowledge about the processes executed during developing the
product, analyzing only defect data may not be sufficient to make decision and
take preventive action. Process reference models like CMMI and assessment
models like 1ISO 15504 address this issue over the concept of organizational
maturity and process capability, and recommend applying prediction models at
higher maturity/capability levels. But, we believe this should not be the only way

to use such models.

1.2 Difficulty of Collecting Defect Data With Process Enactment

In recent years software defect data analysis has been a common research area [7,
8, 9]. But analysis and interpretation of software development process data are
hard since software engineering is an area which is affected from multiple factors.
For example, in some prediction studies [7, 10], authors suffer from the difficulty

3



of collecting process-related data and taking into account all relevant evidences to

generate a prediction model.

In order to understand the context of the product development traces, the traces
throughout process practices must be recorded and the analysis of these tracks is
required. However, since the nature of software process is abstract and dynamic,
and there are too many variables which affect software process directly or
indirectly, the measurement of software process is not easy especially in emergent
contexts. This difficulty has supported the assessment insight by measuring the
performance of software process using the characteristics of the developed
product [11].

Since the process related data (e.g. the activities performed, the roles taken, the
experience of the process performers) is not stored in the same tools with defect
data, the accessibility to the product data and the mapping of process enactment
are difficult. The collection of data from a tool’s database is categorized as a third
degree data collection technique since collection by extracting data from database
is independent of real development time [12]. Since this situation causes some
issues in mapping product data into process data which will be analyzed to
understand the software development process, the most of the organizations can
not use these data for prediction models. The organizations which use models or

not, need guiding and methods about defectiveness evaluation and prediction.

1.3 Aims of This Study

The data of some process factors such as test type and project phase are stored in
the defect tracking tool databases and analyzed by companies [2]. But the data of
process enactment can not be provided in most of the cases. We aim to analyze
product data with process enactment and show the benefits, if any, of this way in
our study.

To do that we investigated the difference in machine learning prediction results
with process enactment data and without enacment data. We chose machine

learning analysis because of its pattern oriented nature. We believe that the
4



patterns between software processes executed during development and related

defect data from a product can be recognized with machine learning techniques.

1.4 Approaches Used in This Study

In this study, we intended to answer the questions; “Is process enactment data
beneficial for defect prediction?”, “How can we use process enactment data?”” and

“Which approaches and analysis methods can our method support?”.

We used defect open duration metric as dependent variable in our analyses since
defect open duration metric could easily be calculated according to the created
date and closed date information of the defect obtained from the issue tracking
tool. That is to say, we set open duration attribute as class attribute in Weka Tool
[13] during machine learning classification operation.

To answer the questions, we first decided which indicators and metrics would be
useful for this study. Therefore, the Goal-Question-Metric (GQM) [14] method
was applied. The GQM goal was set as follows: to understand the effect of

process enactment on software product defectiveness.

We used data of two completed projects in an emergent organization. We grouped
defect data used in three categories.

1. Defect data detected during test activities: This data set was obtained from issue
tracking tool database.

2. Product version and product size data: This data was obtained from
configuration management tool and combined with the defect data. After
combination, we had one data set that shows which defect is detected in which
product version and how much size the product version has.

3. Process enactment data of defect management process: This data shows the
features of each execution of the defect management process. In other words,
inputs, outputs, performed process steps (activities) from the start to the end of the

process, personnel roles which work for the process, and tools
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andtechniquesinformation for each detected defect in software during tests and
created in issue trackin tool is process enactment data of defect management
process. This data set was manually obtained by using Process Execution Record
(PER) and Process Similarity Matrix (PSM) assets.

PER (Process Execution Record) forms [16] was filled by interviewing with
process experts. PSM (Process Similarity Matrix) was filled by

manuallyreviewing issue tracking tool.

WEKA tool's [13] clustering facility (on cluster tab) was used to cluster the whole
dataset obtained by combination of two categorized datasets, and classification

facility (on classify tab) was used to conduct machine learning prediction.

We evaluated and compared the accuracy of the analysis results from the data sets
with process enactment and without process enactment in the case study A and
case study B separately.

1.5 Roadmap

The remainder of this thesis is organized as follows. Section two provides an
overview of studies about the techniques used for software defect analysis and
prediction, and explains the most known analysis methods. Section three gives the
organization of the case studies and their results. Section four discusses the effect
of process enactment in defect management process by comparing the
performance results of the case studies with process enactment data and without
process enactment data. Section five provides overall conclusions and future

work.



CHAPTER 2

BACKGROUND

Defect prediction models do not only predict how many latent defects the software
contains, but also in which parts of the software they are. In addition to that, they
give clues on how to improve the quality of software development processes such
as design and implementation. In other words, they aim to show project attributes

that are related to better quality or reliability.

According to process reference models defect prediction can be used as an
indicator of cause prevention. Therefore, the detection of cause and its place are

visualized for process stakeholders.

2.1 Defect Prediction Basics

A "mistake” or "fault” can be committed to the software at any stage during
development [15]. When it cannot be detected, it causes unintended work of the

software product.

Defect is a stage of the “mistake” cycle. In most cases defects cause fault and

failures but this is not a must.

Defects are crucial for the quality of the product since it shows the
nonconformance to the customer requirements [17, 18]. Less defective software is

more reliable and reliability is an attribute of quality.
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Defect detection, correction and verification have cost in the project, because
some effort is spent to find, resolve and verify detected defects. These activities
are required for quality management. The cost of defect correction and re-testing
has positive relation with the latency of the detection [19]. In other words, how
much late the defect is detected, that much more defect correction and re-testing
cost is. Therefore, defect prevention and the analysis of remaining defects are two

important terms for software quality management.

For the defects, open duration metric is important because it gives information
about the cost of the defect and makes us understand the trend in process with
respect to time. Defect prevention is important to take actions before a flaw does
not occur. That not only decreases rework effort, but also establishes an improved

quality management system.

One of the defect prevention methods is defect prediction [5]. Defect prediction
provides estimating number, type of the defects and their place in the software. In
software development projects, planning of quality assurance and test activities,
personnel allocating and training, process improvement can be done according to
defect prediction results.

In this study we chose to answer our questions in a way that we try to predict
defect open duration by using it as a class attribute in machine learning
classification techniques for defect prevention.

The meanings of the terms mentioned in this study are below;

Case study: A research strategy, an empirical investigation technique that
investigates a phenomenon within its real-life context [20]. This research

technique is commonly used in software related studies.

Class attribute:Dependent variable in statistics that is used for classification, you

have to select one of your attributes manually before executing classification
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analysis. Your data is classified according to your dependent variable and the tool
gives you a model to be used for the prediction purpose with its performance

evaluation values. Class attribute is called as classifier in some studies (i.e. [21]).

Defect:Software bug that causes an incorrect or unexpected result, or causes

product to behave in unintended ways.

Defect open duration: The period that elapses from the detection and recording

of the defect to the closure of it. It is in number of day unit.

Defect prediction: The analysis to forecast the behaviour of the defects in
software product in future by various quantitative methods.

Defect prevention:The approach that avoids the defects from injection to the
software. Defect prediction is only one of the activities that provide defect
prevention [5].

Failure:The inability of software that does not perform its required functions

within specified performance limits [18, 22].

Fault:An incorrect step, process, or data definition in a computer program which

causes the program to perform in an unintended or unanticipated manner [23].

Machine learning:A scientific data mining discipline that concerns with the
design and development of algorithms that allow computers to evolve behaviors
based on empirical data, such as from sensor data or databases [24]. Machine
learning aims to recognize patterns and learn. Then, make intelligent decisions
based on data after learning. For this purpose some part of whole data is separated
as training data and remaining data is kept for test.

Machine learning classification: The techniques that are called as supervised. A

classifier is identified for classification.
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Machine learning clustering: The techniques that are called as unsupervised. A

classifier is not identified for clustering.

McCabe cyclomatic complexity:A software product complexity size measure

computed with the number of decision nodes in software product.

Metric: The quantitative indicator of the measurement. In software engineering
we can categorize the metrics in three classes: product metrics, process metrics
and project metrics [17]. Product metrics are directly measured from software
such as size, complexity and defect density. Process metrics are measure of
performance of software processes such as testing time, and reviewing time.
Project metrics give information about project characteristics such as earned

value, and number of skilled project personnel.

Nonconformance: Lack of meeting specified requirements.

Performance evaluation values: The values evaluated in order to determine the

accuracy and reliability of a technique.

Process: The series of activities to transform inputs to outputs. In software

engineering, processes constitute software development life-cycle.
Process Enactment Data:The workflow of activities that are performed during
process execution. The elements of the workflow are inputs, outputs, activities,

roles, and tools and techniques.

Source lines of code (SLOC):A measure that shows the lenght of the software

product which is computed by counting of the code lines.

Software configuration unit (SCU): The each part of the software product

identified in order to to provide management easiness.
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Software reliability: The probability of successful operation ofa computer

program for a specified time in a specified environment.

Quality assurance: Systematic activities that are performed to determine whether

product meets customer requirements.

Test:The software quality assurance activity that evaluates by running the code
whether product meets customer requirements. This activity provides dynamic

verification and validation of the software product.

2.2 Quantitative Analysis Methods Utilized for Defect Prediction

Both statistical and machine learning methods are used for the purpose of defect
analysis and prediction. In addition to these studies there are reviews that assess
the features and the technical characteristics of defect related measurement studies
in literature. Before giving information about these previously performed studies,

the analysis method commonly used in these researches are given in this section.

2.2.1 Statistical Methods

Before the discovery of data mining techniques, statistical methods are commonly
used in software measurement and analysis like every other science. However, it
is thought that statistical methods are insufficient to resolve complex patterns in
high number of datasets. Common statistical methods used for defect analysis and

prediction are given in the subsections below.

2.2.1.1 Reliability Models

Software reliability is a commonly used attribute of software quality for defect
prediction. Software reliability models are based on defect data and the time
between defect detected and resolved. They might be categorized in two types.
One is called Rayleigh model which depicts the software development process
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beginning from project initiation to the end of maintenance phase. Second is
called software reliability growth models and given with Jelinski-Moranda,
Littlewood, Goel-Okumoto, Musa-Okumoto and S models in literature [17]. These
second type models are based on exponential distribution approach.

Reliability models deal with several assumptions given below;

1. There are N unknown software faults at the start of testing.

2. Failures occur randomly (times between failures are independent).

3. All faults contribute equally to cause a failure.

4. Fix time is negligible.

5. Fix is perfect for each failure; there are no new faults introduced during
collection.

6. Testing intervals are independent of each other.

7. Testing during intervals is reasonably homogeneous.

8. Numbers of defects detected during nonoverlapping intervals are independent
of each other.

9. Test process is effective.
The accuracy of method is assessed according to the good-of-fit test results[25].

After data collection, below steps are performed.

Step 1: A model is selected.

Step 2: The parameters of the model are estimated.

Step 3: Fitted model is obtained by substituting the estimates of the parameters
into the chosen model.

Step 4: A goodness-of-fit test is performed.
2.2.1.2 Hypothesis tests

The statistical method compares distribution characteristics such as mean and
variance of two samples. Besides, whether there is the impact of an attribute on

another attribute are searched with this analysis. According to the characteristics
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of our data set, t-test, Z-test, Chi-square, ANOVA tests are some of the applied

statistical techniques [26].

During analysis, below steps are performed [26];

Step 1: Null hypothesis and alternative hypotheses are stated.

Step 2: Significance level is set.

Step 3: The probability value are obtained by using a statistical package program.
Step 4: The probability value is compared with significance level. If probability

value is higher that significance level, null hypothesis is accepted.

2.2.1.3 Univariate analysis

With this analysis technique, defect classification and defect count understanding
is easy. By analyzing representations, defect progress in future can be predicted,

decision making are performed, and defect prevention is achieved [27].

Univariate analysis is carried out with the description of a single variable and its
attributes of the applicable unit of analysis. If the variable defect data was the
subject of the analysis, the researcher would look at how many subjects fall into a
given defect data attribute categories. This analysis provides understanding with
examined attribute of an object. Therefore, it is used for descriptive purposes.
Variables could be either categorical or numerical.

A basic way of presenting univariate data is to create a frequency table which
involves presenting the number of attributes of the variable studied for each case
observed in the sample. Furthermore, graphical representation can be used to
visualize data. Some of the mostly used graph types for defect data are Pareto

Diagram, Histogram, Scatter Diagram and Control Chart.

Moreover, some quantitative measures called central tendency (mean, mode,
median and dispersion) range, variance, max, min, quartiles, and standard

deviation give information about the distribution of the attribute.
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2.2.1.4 Bivariate Analysis

Bivariate analysis involves the analysis of two variables in order to determine the
empirical relationship between them [27].

Bivariate analysis can be helpful in testing
simple hypotheses of association and causality (checking to what extent it
becomes easier to know and predict a value for the dependent variable if we know
a case's value on the independent variable).Whereas the purpose of univariate
analysis is describing, the purpose of bivariate analysis is explaining. It looks for

the correlations, comparisons, relationships and causes between two variables.

During bivariate analysis, the steps given below are applied [28];

Step 1: The nature of the relationship whether the values of the independent

variables relate to the values of the dependent variable or not is defined.
Step 2: The type and direction, if applicable, of the relationship are identified.

Step 3: It is determined if the relationship is statistically significant and

generalizable to the population.

Step 4: The strength of the relationship is identified, i.e. the degree to which the
values of the independent variable explain the variation in the dependent variable.

According to the measurement scales of our variables, statistical techniques that
should be used are given below to understand the relationships between pairs of
variables in a data set. When we called two variables as X and Y;;

oIf measurement scales of X and Y are interval and interval, and they are

independently distributed, Pearson’s correlation is used.

oIf measurement scales of X and Y are ordinal and ordinal, and they are
independently distributed, Kendall’s Tau Spearman’s Rho Wilcoxon Signed Test
or Mann-Whittney Test are performed.
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oIf measurement scales of X and Y are nominal and nominal, and they are

independently distributed, Chi- square Lambda Test is performed.

o|f measurement scales of X and Y are interval and interval, and one of them is

dependent, simple linear regression is used.

oIf measurement scales of X and Y are nominal and interval, and Y is
independent, regression with dummy

variables and one way analysis of variance are used.

2.2.1.5 Multivariate Analysis: Regression Models, PCA, DA, CA

Multivariate analysis involves observation and analysis of more than two
statistical variables at a time.

Several mostly used multivariate analysis approaches are given below.

Linear Regression Analysis

In multivariate linear regression, several independent variables are used to predict

one dependent variable. The relationship between dependent variable and

independent variables are investigated [29].

Principal Component Analysis (PCA)

PCA decomposes a data table with correlated measurements into a new set of
uncorrelated variables [30]. The importance of each component is expressed by

the variance (i.e., eigenvalue) of its projections or by the proportion of the

variance explained.

Discriminant Analysis (DA)

DA is used to predicting a nominal variable. The prediction of dependent variable
is performed by looking for the relationships with the independent variables [29].
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Correlation Analysis (CA)

Correlation analysis combines dependent variables to find pairs of new variables
which have the highest correlation. However, new variables, even when highly
correlated, do not necessarily explain a large portion of the variance of the original

tables. This makes the interpretation of the new variable sometimes difficult [29].

2.2.2 Machine Learning Methods

Commonly used machine learning methods for defect prediction are given below.

2.2.2.1 K Nearest Neighbor (KkNN)

There is no explicit training phase. K nearest neighbor algorithm searches for
minimum distance from the query instance to the training samples to determine

the K-nearest neighbors [31].

There is no assumption with data distribution [32]. KNN assumes that the data is
in a feature space and the data points are in a metric space. The data can be scalars
or possibly even multidimensional vectors. Since the points are in feature space,
they have a notion of distance. This need not necessarily be Euclidean distance

although it is the one commonly used.

During analysis, the steps given below are applied [33];

Step 1: Euclidean or Mahalanobis distance from target plot to those that were

sampled is computed.
Step 2: Samples taking for account calculated distances are ordered.

Step 3: Optimal k-nearest neighbor according to performance value done by cross
validation technique is heuristically chosen.
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Step 4: An inverse distance weighted average with the k-nearest multivariate

neighbors is calculated.

Its advantages arerobustness to noisy training data and effectiveness if the training

data is large.

Its disadvantages areneed to determine value of parameter k (number of nearest
neighbors), distance based learning is not clear which type of distance to use and
which attribute to use to produce the best results, computation cost is quite high
because of the need to compute distance of each query instance to all training
samples.

2.2.2.2 C4.5 Decision Tree

Given a set S of cases, C4.5 first grows an initial tree using the divide-and-
conquer algorithm as follows [34]:

« If all the cases in S belong to the same class or S is small, the tree is a leaf
labeled withthe most frequent class in S.

* Otherwise, choose a test based on a single attribute with two or more outcomes.
Makethis test the root of the tree with one branch for each outcome of the test,
partition S intocorresponding subsets S1, S2, . . . according to the outcome for
each case, and apply thesame procedure recursively to each subset.

1. Check for base cases for each attribute a,

2. Find the normalized information gain (difference in entropy) from splitting
on a,

3. Let a_best be the attribute with the highest normalized information gain,
4. Create a decision node that splits on a_best,

5. Recurse on the sublists obtained by splitting on a_best, and add those nodes as
children of node.

Its advantages are creating decision trees need no tuning parameters [35], no

assumptions about distribution of attribute values or independence of attributes,
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no need for transformation of variables (any monotonic transformation of the
variable will result in the same trees), the method automatically finds a subset of
the features that are relevant to the classification, decision trees are robust to
outliers as the choices of a split depends on the ordering of feature values and not
on the absolute magnitudes of these values, and it can easily be extended to handle

samples with missing values.

Its disadvantages are the need to construct a good classifier is proportional to the

number of regions, complex view, and not a solution for all problems.

2.2.2.3 Multilayer Perceptron (MLP)

A learning rule is applied in order to improve the value of the MLP weights over a

training set T according to a given criterion function [36].

This network has aninput layer(on the left) with three neurons, onehidden layer(in
the middle) with three neurons and anoutput layer(on the right) with three
neurons. There is one neuron in the input layer for each predictor variable. In the
case of categorical variables,N-1 neurons are used to represent the N categories of

the variable.

Step 1: The number of hidden layers to use in the network is selected.

Step 2: The number of neurons to use in each hidden layer is decided.

Step 3: A globally optimal solution that avoids local minima is found.

Step 4: It is converged to an optimal solution in a reasonable period of time.
Step 5: The neural network is validated to test for overfitting.

Its advantages are generalization and fault tolerance.
Its disadvantages are being computationally expensive learning process, giving no

guaranteed solution, not scaling up well from small research systems to larger real

systems.
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2.2.2.4 Bayesian Belief Networks

A Bayesian belief network is a model that represents the possible states of a given
domain. A Bayesian belief network also contains probabilistic relationships

among some of the states of the domain [37].

Its steps are;

1. Gather information regarding the way in which the topic under discussion is
influenced by conducting interviews

2. ldentify the factors (i.e. nodes) that influence the topic, by analyzing and coding
the interviews

3. Define the variables by identifying the different possible states (state-space) of
the variables through coding and direct conversation with experts

4. Characterize the relationships between the different nodes using the idioms
through analysis and coding of the interviews

5. Control the number of conditional probabilities that has to be elicited using the
definitional/synthesis idiom [38]

6. Evaluate the Bayesian belief network, possibly leading to a repetition of (a
number of) the first 5 steps

7. ldentify and define the conditional probability tables that define the
relationships in the Bayesian belief network

8. Fill in the conditional probability tables, in order to define the relationships in
the Bayesian belief network

9. Evaluate the Bayesian belief network, possibly leading to a repetition of (a

number of) earlier steps

Its advantages are providing knowledge in the form of causal structures [39],
understandable and extensible network, used easily with missing data.

Its disadvantages are fixed sized hypothesis space [40], underfit or overfit of the

data that may not contain any good classifiers if prior knowledge is wrong.
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2.2.2.5 Apriori

Apriori mines for associations among items in a large database [41].

Its steps are;

Step 1: It mines a set of execution traces where each has a support value greater
than the minimum support threshold [42].

Step 2: It extracts the traces which are a superset of all generator traces.

Step 3: It filters the non-generator traces away, leaving behind a set of generator

traces.

Its advantages are usage of large itemset property, easily parallelization, easiness

of implementation.

Its disadvantages are assuming transaction database is memory resident, requiring

many database scans.

2.3 Defect Prediction Studies

We categorized studies in five categories as using process enactment data or not,
using statistical methods or machine learning ones, using assets to collect process

enactment data.

2.3.1 Prediction Models without Process Data by Statistical Analysis Methods

Koru and Tian [43] have validated the relationship between complexity and defect
count metrics by using statistical hypothesis tests. They have investigated in their
study how high complexity affects defect count.

Salman [44] has presented a measurement framework for component oriented
software systems as his PhD thesis. He has generated statistical regression models
to predict size and effort metrics. The independent variables of his models are
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component oriented metrics such as number of components, number of

connectors, and number of interfaces.

Sivrioglu and Tarhan [2] have prepared a case study by analyzing same dataset
with both statistical and machine learning techniques but dataset has not included
process enactment data. The dataset is the data of a completed software project. At
the end of the study they have suggested to use contextual data for more accurate

results.

Manzoor [45] has tried code metric to estimate defect fix time. But the estimation
results have not been found promising. Manzoor has explained the reasons of this
inaccurate estimation. He has given 14 factors which affect badly parametric
estimation methods performed by using size metrics such as SLOC and FP
(function points). His factors are pointed out to the dependence of analysis results

to development environment and applied processes.

Ohlsson et al [46] have built prediction models by using Principal Component
Analysis (PCA) and Discriminant Analysis (DA) methods. They have used
product design metrics for prediction. And they have divided software modules
into two categories called as fault-prone and not-fault-prone.

This type studies ignore process related data while analyzing software defect and
product data, and their generated models have no process knowledge scraps.
Because development environment has high impact on these models,they are
specific to the examined project.

2.3.2 Prediction Models without Process Data by Machine Learning Methods
Boetticher [47] has suggested nearest neighbor machine learning method to group

data. He has used product related metric data to predict the class in terms of its

defectiveness status in the software.

21



Sivrioglu and Tarhan [2] have analyzed defect data with both statistical and
machine learning methods. They have mentioned that the results of machine
learning techniques are more accurate than the ones of statistical techniques,
because machine learning gives better results when number of data is high than

statistical hypothesis tests when sufficient data is supplied.

Sandhu et al [48] have recommended genetic algorithm technique to predict fault
proneness of software modules. He has used requirements and code metrics called

as product related metrics for his research.

Catal and Diri [49] have reviewed software defect prediction studies in a
systematical way. They have separated the studies to categories before review.
The review states that the studies with using class-level, process-level and
component-level measures are not sufficient. Besides, machine learning methods
are suggested because they give better results than statistical analysis and expert

view methods.

Ahsan et al [50] have conducted a study to estimate bug fix effort. R (Pearson
correlation coefficient), MAE (Mean Absolute Error), RMSE (Root Mean Square
Error), MMRE (Mean Magnitude of Relative Error) and RRSE (Root Relative
Square Error) performance values of five machine learning methods are compared
at the end of the study. Because the defect fix effort data are not available, defect
fix days metric is used as independent variable for prediction. Product metrics
such as number of functions, number of changed operators, SLOC and complexity
are included in analysis as input attributes.

When number of data is high, machine learning techniques can give promising

results for prediction. But without process enactment obtained, models can not be
used for other projects or other development teams of same project.

22



2.3.3 Prediction Models with Process Data by Statistical Analysis Methods

It is slightly possible to find studies by using process data in literature. Jalote et al
[51] have explained a defect prediction approach by performing quantitative

quality management and statistical process charts.

Wahyudin et al [9] have presented a defect prediction model by using statistical
hypothesis with a combination of product and process measures.

Dhiauddin [8] has generated a prediction model for testing phase in his master
thesis. With this model he discovers the strong factors that contribute to the
number of testing defects by using statistical methods such as regression analysis.

Gokhale and Mullen [52] have hypothesized a Laplace Transform of the
Lognormal distribution model with defect repair times data in day unit. At the
same time, they give several factors which are considered affecting defect repair
time and causing a lognormal distribution in repair rates because of the factors’

multiplicativeness.

Schneidewind [53] has explained the delay between fault detection and fault
correction times with exponential distribution. To obtain this statistical empirical
result, MSE (Mean Square Error) values of three operational increments have
observed in a project. Failure rate, test time parameters are used as input attributes

in model.

As mentioned in introduction section, process measures can not be used in most
cases because of the collection difficulty. However, the studies which includes
process related metrics and analyzed product metrics together with process

metrics gave more reliable results for software projects.

If we use process enactment by taking a step forward of process related metrics,
the models are going to give more reliable results and predictions can be used for

similar projects or development teams with similar environment.
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2.3.4 Prediction Models with Process Data by Machine Learning Methods

Fenton and Neil [54] have evaluated defect oriented software metrics and
statistical models. They have specified that reliability can not be computed by
using defect density because the defects which cause not working of software (its
fault) can not be parsed and user oriented defects cannot be chosen. They have
stated some inconsistent results that while there is positive correlation between
number of defects and other metrics such as software size, in some studies there
are negative regression. Regression models provide information only about the
past and it does not indicate a prediction model for new data. To analyze average
values in data does not explain raw data; therefore it does not give realistic results.
The relationship between size and defect is so complex that simple models are
insufficient to present these complicated relations. They suggest probabilistic
methods such as Bayesian Belief Network (BBN) to present complicated relations

between defect and the factors which affect it.

Leey et al [7] have developed a prediction model with micro interaction metrics
which are supposed as process-related metrics. In this study, they have made
comparisons between the accuracy results of the model of code metrics, the model
of history metrics, and the combination of them. They use machine learning

classification and regression techniques.

Fenton et al [55] have suggested Bayesian Belief Networks machine learning

technique as prediction model. Process data is given for this model, again.

He et al [56] have generated models with J48 (C4.5), Naive Bayes and SVM
(Support Vector Machines) by using same metrics with previously mentioned two
studies. The performance of the models has been evaluated by MAE, MMRE and

comparison between minimum MAE and median values of data groups.
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Song et al [57] have suggested association rule mining for defect correction effort
prediction. Apriori accuracy values such as mean, median and standard deviation
have compared with the ones of PART, C4.5 and Naive Bayes approaches. Defect
type metric has been used as input data. Also, false negative rate, false positive

rate performance values have been reviewed for evaluation.

Zeng and Rine [58] have estimated defect fix effort by using dissimilarity matrix
and Self Organizing Maps (Kohonen Networks) which is a type of Neural
Networks method. With this data mining technique the data have been clustered
for prediction. Model performance has been evaluated by magnitude of relative
error (MRE) values of 6 grouped data sets. The input attributes of the model are
defect fix time in hour unit, defect severity, the activity during which the defect is
detected, system mode, defect category and SLOC (source lines of code) changed.
Defect severity, detection activity, system mode and defect category attributes can

be considered as contextual metrics.

Thaw et al [59] have performed a similar study with Zeng and Rine. They have
concluded their study that prediction model gives accurate results for the projects

which have same software development processes like product line projects.

Menzies et al [60] have presented a case study that compares defect analysis
results between machine learning and manual analysis used human expertise.
ODC (Orthogonal Defect Classification) technique has been used. They have
found that manual domain expertise gives more accurate results than treatment
learning. But manual analysis is insufficient when we have a complex and large
dataset. They have specified that the application of both manual and machine

learning analysis gives the most accurate results.

Weiss et al [61] have used the defects life-time phases gone through issue tracking
tool as the attributes for defect fix effort prediction. They compared two types of
Nearest Neighbor approaches called as with (a-kNN) and without thresholds
(KNN). They used text mining for grouping the data before kNN analysis.
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Hassouna and Tahvildari [62] have improved Weiss’ study by adding 1. data
enrichment to infuse additional issue information into the similarity-scoring
procedure, 2. majority voting to exploit many of the similar historical issues
repeating effort values, 3. adaptive threshold to automatically adjust the similarity
threshold to ensure that they obtain only the most similar matches and 4. binary

clustering to form clusters when the similarity scores are very low phases.

Hewett and Kijsanayothin [63] have penned down a comprehensive study
regarding defect repair time prediction. Firstly, they have applied five different
empirical machine learning approaches to two individual data sets with and
without attribute selection. AUC (Area Under the ROC Curve), TPR (True
Positive Rate, Recall, Sensitivity, Hit Rate), PREC (Precision), FPR (False
Positive Rate, False Alarm Rate), ACC (Accuracy) and RMSE (Root Mean
Square Error) values have been evaluated for performance. Secondly, they have
applied three analytical models: S (Schneidewind) model [53], GM (Gokhale and
Mullen) [52] model, their own proposed model and compared the results. Defect
detected testing phase, defect severity, defect state and defect state update dates

have been used as input attributes for prediction models.

Menzies et al [64] have pointed the importance of the models of similar regions
than global ones in empirical studies. Two tools called WHERE to cluster
algorithm that divides the data and WHICH learner to find treatments in clusters

used to compare the treatments learned from global or local contexts.

It is seen that researchers’ insight has been changing as clustering data before
modeling. Therefore, we can obtain more local (specialized) results and accurate
models for prediction. We will provide this clustering by using process enactment
data in our study before applying machine learning techniques. The performance
results of clustered dataset and not clustered will be compared.

2.4 Methods to Collect Process Enactment Data

Tarhan and Demir6rs [65, 66] have emphasized the importance of process

differences in software projects. They have defined and applied some assets such
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as Metric Usability Questionaire (MUQ), Process Execution Record (PER), and
Process Similarity Matrix (PSM) for data collection.They used MUQ for the
decision of usable metrics, PER and PSM for collection and verification of

process enactment data.

It is seen that researchers claim the benefits of process measures, machine
learning methods, some data collection and grouping methods for defect
prediction models one by one. However, none of them use several of these
methods together for empirical studies. Combining defect data with process
enactment and generating a model from combined data by using above

quantitative measurement techniques, we believe, is a promising research topic.

2.5 Validation Methods in Machine Learning and Weka Tool

Machine learning validation methods provide assessing the performance of the
models by estimating their accuracies. In other words, it can be evaluated how

well the mining models perform against real data.

The descriptions of commonly used validation methods are given below.

Training and Testing Data Sets

In this method, the data set are separated into two sets for training and test.
Mostly, training data set is bigger than the portion of the test set. After a model
has been processed by using the training set, the model is tested by making
predictions against the test set. Since, the data in the testing set already contains
known values for the attribute that you want to predict, it is easy to determine
whether the model's guesses are correct [72]. The splitting 66% of the data set for

training set and remaining for test is a commonly used technique.

Cross Validation

The original data set is randomly partitioned into k sets. Of the k sets, a single set
is retained as the validation data for testing the model, and the remaining k — 1

sets are used as training data. The cross-validation process is then repeated k times

27



(the folds), with each of the k sets used exactly once as the validation data.
The k results from the folds then can be averaged (or otherwise combined) to
produce a single estimation. The advantage of this method over repeated random
sub-sampling is that all observations are used for both training and validation, and
each observation is used for validation exactly once [72]. 10-fold cross-validation

is commonly used type of cross validation.

In Weka tool, the models are validated by selecting one of the three options given
below;

¢ Using all data set file classified as training set,

¢ Using another supplied data set file from classified data set as test data,

e k-fold cross validation,

® 66% percentage split.

At the end of classification and clustering executions some performance values
are given as output in Weka. These performance values are “correctly classified
instances”, “incorrectly classified instances”, kappa statistic, mean absolute error,
root mean squared error, relative absolute error, root relative squared error, TPR,

FPR, recall, precision, F-measure and ROC area.
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CHAPTER3

DESIGN OF CASE STUDIES

As seen from literature search, previous studies generally do not include process
metrics. Even though number of them is low, process metrics which measure test
performance, defect resolution timeliness and reliability are analyzed in several
studies. But, in this study we do not focus on process metrics directly. Instead of
this, we assume that process enactment data give detailed information about
process tracks. Therefore, we can investigate the advantages of process related
data usage for analysis and prediction. Our motivations to choose process

enactment to understand and predict defect data are detailed below;

1. Since the nature of the metric is subsequent, process metrics can be collected
only after application of the process. They are performance values. In other words
you cannot collect test effectiveness metric, before running any test. This situation
causes late feedback in most cases. It means that we are late to prevention; we can
only apply corrective action items. However, enactment data can be collected
before process execution according to our planning, by taking into consideration

previous similar project process applications or company process assets.

2. Process performance metric results are specific to product and project, because
they are affected from many factors. These factors can be skills of the project
staff, customer experience in domain area, programming language, number of
personnel, suitable tool usage etc. On the other hand, process enactment data is
more usable to generalize the analysis results. We can use the analysis results of

one project for the prediction of other projects that apply same process attribute
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patterns.

3. Process metrics cannot be collected and recorded automatically by tools. We
need manual calculations after process implementations even though we gather
data from databases. But enactment data that is used by this study had been

recorded in real time while process was being implemented.

Our base questions waiting to be answered in our study are “Is process enactment
data beneficial for defect prediction?”, “How can we use process enactment data?”

and “Which approaches and analysis methods can our method support?”.

We applied case study method from empirical investigation techniques. There are
four types of case studies according to objective aspect [12]: exploratory,
descriptive, explanatory, or improving. Other categorization related with case
study attributes are: 1) Single-case vs. multiple-case, and 2) Holistic vs.
embedded.

In these case studies we have four cases and we do not have multiple units within
a case since we can say that our case study design is compatible with multiple-
case and holistic one. The purpose is descriptive in Case Study 1A and Case Study
2A since we give machine learning analysis results with the only defect data
metrics’ analysis results as is. On the other hand, the purposes of Case Study 1B
and Case Study 2B are “exploratory” since We investigate what will happen when
we use process enactmentmetrics together with defect metric. All four case studies
are performed for an improving purpose. We intend to improve machine learning

defect prediction aspect.

According to data collection aspect there are three categories of methods [12]:
Direct (e.g. interviews), indirect (e.g. tool instrumentation) and independent (e.g.

documentation analysis).

We used all of the three data collection approaches. Fully structured interviews

were performed with process experts by filling Process Executions Records

30



(PER). Issue tracking tool and configuration management tool were used as third
degree archival data. The data had already stored in tools while the process was
being executed. The quality of the data has improved by the support from expert

opinions.

We analyzed data quantitatively with machine learning classification techniques.
We interpreted results on comparative basis. We compared the validity results of
the project data with process enactmentwith the one without process enactment.
Also, the performance values which show classification model prediction

accuracy in Weka output were evaluated for validation.

The variations between four case studies are listed below;
Case Study 1A: Project-1 data was collected based on defined metrics. We

ignored process enactmentdata in this case study concept.
Case Study 1B: Project-1 data wascollected based on defined metrics. We took
into account process enactmentdata in this case study concept and we included it

in the analysis.

Case Study 2A: Project-2 data wascollected based on defined metrics. We

ignored process enactmentdata in this case study.
Case Study 2B: Project-2 data wascollected based on defined metrics. We took
into account process enactmentdata in this case study and we included it inthe

analysis.

Our proposed method consists of the sequential steps below(Figure 3.1);
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Figure 3.1 Proposed Method

3.1 Goal-Question-Metric (GQM) Tree Approach

GQM [14] approach proposes a top-down measurement definition. The approach
states that a goal-based measurement way provides opportunity to the
organizations for specifying themselves and their project’s goals, tracing the goals
to the questions that ask what they should wonder for that goal and finally

specifying the interpretation of metrics collected for those questions.
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Figure 3.2 The Goal-Question-Metric Hierarchy [14]

In this study before analysis phase, to make analyses in terms of our goals, Goal-
Question-Metric (GQM) method was applied. Firstly, our aims wereset; secondly
the questionsweredefined for each goal; thirdly to answer the question, related
metrics and analysis methods werespecified (Table 3.1).

Table 3.1 GQM for This Study

BASIC
QUESTION ANALYSIS | DERIVED METRIC CASE STUDY
GOAL NO QUESTION METHOD METRIC NO BASIC METRIC NO
Defect and Product
Data: detected
Defect module name, closed
Data: open date, created date, Case Study 1A
duration 311 detected test type, (Project-1),
(closed o product version, Case Study 2A
date-created product SLOC, (Project-2)
date) product complexity,
To Bayesnet, reproducibility,
understand if r'nsr\:\;é?trjlcaz Logistic, detected project phase
there is effect process C4.5 Tree, Defectand Product
ercimenton | 31| emmenton | 2 Data: detected
defect open ! module name, closed
software duration Machine date, created date,
product prediction? Learning Defect detected test type,
defectiveness. Techniques | pata: open product version, Case Study 1B
duration 312 product SLOC, (Project-1),
(closed o product complexity, Case Study 2B
date-created reproducibility, (Project-2)
date) detected project phase
Process Enactment
Data: defect
management process
attributes

3.2 Metric Usability Questionnaire (MUQ)

MUQ is a form filled according to metric usability attributes [16]. Each form is
filled for one metric. The questions and ratings are different for basic metrics
(Figure 3.3) and derived metrics (Figure 3.4). Rating is quantitatively calculated

according to metric usability factors (MUF) by dividing “Yes” answers to the all
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number of questions. Obtained percentage value is qualitatively categorized
according to the rules below.

o If the percentage value of factor is between %86-100, MUF is qualitatively
categorized as fully statisfied (F).

o If the percentage value of factor is between %51-85, MUF is qualitatively
categorized as largely statisfied (L).

o If the percentage value of factor is between %16-50, MUF is qualitatively
categorized as partially statisfied (P).

o If the percentage value of factor is between %16-50, MUF is qualitatively

categorized as not statisfied (N).

In rating phase, metric usability attributes (MUA) are ordered sequential to their
criticality: 1) data metric identity, 2) data existence, 3) data verifiability, and 4)
data dependability. If the regarding values of MUA-1 and MUA-2 are F and F; and
MUA-3 and MUA-4 are F or L, the basic metric is “usable”.
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Please rate each attribute in four
scales, based on answers to
guestions as indicators:

Metric F: Indicators of the attribute are fully
Name: satisfied (%86-100)
Conceptual L: Indicators of the attribute are largely
Definition: satisfied (%51-85)
Assessed P: Indicators of the attribute are
on: partially satisfied (%16-50)
Assessed N: Indicators of the attribute are not
By: satisfied (%0-15)
Attributes Answers Rating | Expected
Answers
Indicators
Measure ldentity MUF-1 F
Q1 | Which entity does the measure measure?
Q2 | Which attribute of the entity does the measure measure?
Q3 What is the scale of the measurement data? (nominal, Ratio,
ordinal, interval, ratio, absolute) Absolute
Q4 | What is the unit of the measurement data?
Q5 | What is the type of the measurement data? (integer, real,
etc.)
Q6 | What is the range of the measurement data?
Data Existence MUF-2 F
Q7 Is measurement data existent? Available >
20
Q8 | What is the amount of overall observations?
Q9 | What is the amount of missing data points?
Q10 | Are data points missing in periods? (If yes, please state
observation numbers for missing periods)
Q11 | Is measurement data time sequenced? (If no, please
state how measurement data is sequenced)
Data Verifiability MUF-3 F
Q12 | When is measurement data recorded in the process? (at
start, middle, end, later, etc.)
Q13 | Is all measurement data recorded at the same place in O Yes
the process? (at start, middle, end, later, etc.)
Q14 | Who is responsible for recording measurement data?
Q15 | Is all measurement data recorded by the responsible O Yes
body?
Q16 | How is measurement data recorded? (on a form, report,
tool, etc.)
Q17 | Is all measurement data recorded the same way? (on a O Yes
form, report, tool, etc.)
Q18 | Where is measurement data stored? (in a file, database,
etc.)
Q19 | Is all measurement data stored in the same place? (in a O Yes
file, database, etc.)
Data Dependability MUF-4 F
Q20 | What is the frequency of generating measurement data?
(asynchronously, daily, weekly, monthly, etc.)
Q21 | What is the frequency of recording measurement data?
(asynchronously, daily, weekly, monthly, etc.)
Q22 | What is the frequency of storing measurement data?
(asynchronously, daily, weekly, monthly, etc.)
Q23 | Are the frequencies for data generation, recording, and O No
storing different?
Q24 | Is measurement data recorded precisely? O Yes
Q25 | Is measurement data collected for a specific purpose? O Yes
Q26 | Is the purpose of measurement data collection known by O Yes
process performers?
Q27 | Is measurement data analyzed and reported? Yes
Q28 | Is measurement data analysis results communicated to Yes
process performers?
Q29 | Is measurement data analysis results communicated to Yes
management?
Q30 | Is measurement data analysis results used as a basis for Yes
decision making?
Data
Normalizability
Q31 | Can measurement data be normalized by parameters or
measures? (If yes, please specify them)
Data Integrability
Q32 | Is measurement data integrable at project level?
Q33 | Is measurement data integrable at organization level?

(a) Metric Usability Questionnaire
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Metric Name:

Conceptual Definition:

Assessed On:

Assessed By:

Metric Usability Attributes Rating Expected Rating

Metric Identity (MUA-1) F F

Data Existence (MUA-2) F F

Data Verifiability (MUA-3) F LorF

Data Dependability (MUA-4) F LorF

Metric Usability Result F L or F (Usable) -- Not Usable otherwise

(b) Metric Usability Rating

Figure 3.3 Metric Usability Questionnaire and Rating for Basic Metrics

The difference of the derived metric rating from basic metric one is that MUF

3&4 values of the basic metrics should be F or L for a derived metric to be an

“usable” derived metric.
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Please rate each attribute in four
scales, based on answers to
questions as indicators:

Metric F: Indicators of the attribute are fully
Name: satisfied (%86-100)
Conceptual L: Indicators of the attribute are largely
Definition: satisfied (%51-85)
Assessed P: Indicators of the attribute are partially
on: satisfied (%16-50)
Assessed N: Indicators of the attribute are not
By: satisfied (%0-15)
Attributes Answers Rating | Expected
Answers
Indicators
Measure ldentity MUF-1 F
Q1 Which entity does the measure measure?
Q2 Which attribute of the entity does the measure
measure?
Q3 What is the scale of the measurement data? (nominal, Ratio, Absolute
ordinal, interval, ratio, absolute)
Q4 What is the unit of the measurement data?
Q5 What is the type of the measurement data? (integer,
real, etc.)
Q6 What is the range of the measurement data?
Data Existence MUF-2 F
Q7 Is measurement data existent? Available > 20
Q8 What is the amount of overall observations?
Q9 What is the amount of missing data points?
Q10 Are data points missing in periods? (If yes, please
state observation numbers for missing periods)
Q11 Is measurement data time sequenced? (If no, please
state how measurement data is sequenced)
Data Verifiability MUF-3 F
Q12 When is measurement data recorded in the process?
(at start, middle, end, later, etc.)
Q13 Is all measurement data recorded at the same place in O Yes
the process? (at start, middle, end, later, etc.)
Q14 Who is responsible for recording measurement data?
Q15 Is all measurement data recorded by the responsible O Yes
body?
Q16 How is measurement data recorded? (on a form,
report, tool, etc.)
Q17 Is all measurement data recorded the same way? (on O Yes
a form, report, tool, etc.)
Q18 Where is measurement data stored? (in a file,
database, etc.)
Q19 Is all measurement data stored in the same place? (in O Yes
a file, database, etc.)
Data MUF-4 F
Dependability
Q20 What is the frequency of generating measurement
data? (asynchronously, daily, weekly, monthly, etc.)
Q21 What is the frequency of recording measurement
data? (asynchronously, daily, weekly, monthly, etc.)
Q22 What is the frequency of storing measurement data?
(asynchronously, daily, weekly, monthly, etc.)
Q23 Are the frequencies for data generation, recording, and O No
storing different?
Q24 Is measurement data recorded precisely? O Yes
Q25 Is measurement data collected for a specific purpose? O Yes
Q26 Is the purpose of measurement data collection known O Yes
by process performers?
Q27 Is measurement data analyzed and reported? Yes
Q28 Is measurement data analysis results communicated Yes
to process performers?
Q29 Is measurement data analysis results communicated Yes
to management?
Q30 Is measurement data analysis results used as a basis Yes
for decision making?
Data
Normalizability
Q31 Can measurement data be normalized by parameters
or measures? (If yes, please specify them)
Data Integrability
Q32 Is measurement data integrable at project level?
Q33 Is measurement data integrable at organization level?

(a) Metric Usability Questionnaire

37




Metric Usability Attributes Rating Expected Rating

Metric Identity (MUA-1) F F

Data Existence (MUA-2) F F

Data Verifiability (MUA-3) F LorF

Data Dependability (MUA-4) F LorF

MUF-3&4 for basic metric-1 F LorF

MUF-3&4 for basic metric-2 F LorF

MUF-3&4 for basic metric-n F LorF

Metric Usability Result F L or F (Usable) -- Not Usable otherwise

(b) Metric Usability Rating

Figure 3.4 Metric Usability Questionnaire and Rating for Derived Metrics

In this study after defining the metrics, metric usability analysis for each basic
metric has been performed to determine if the metric is applicable and available
for our study. MUQ form was filled for each basic metric and the derived metric
“defect open duration”. During the examination of filled MUQ forms it was
determined not to use number of requirements based on product version metric.
Because “number of requirements” metric was collected on monthly basis instead

of product version basis, this period was not applicable for our analysis goal.

3.3 Data Collection

In this study the two projects’ data of Simsoft company is used. Simsoft Computer
Technologies Co., Ltd. is a software development company established in 2006. It
is especially experienced in simulation systems. Simsoft is conducting business as
a university - industry Cooperation Company in Technology Development Center
at Middle East Technical University Technopolis in METU Campus. It has 30
personnel, including Software Engineers, Modeling and Graphics Designers, and
Quality Assurance Supporters. The company has developed software projects for
a large number of institutes especially for defense industry by now. The
organization has already 1SO 9001 [67] certificate and executes documented
process assets in compatible with CMMI Level 3. The company has a specific
measurement process, in this concept obeying policies for analyzing the monthly
data and reporting the results to high level management.
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The projects whose defect data is used are listed below;

Project-1: The software product developed in the project has 2 Software
Configuration Units (SCU) with 4 module types, and 6 personnel worked for 7
months project duration. At the end of the development, C++ source lines of code
are 23 KLOC, number of requirements is 955, and the number of defects detected
during tests is 296. This project’s development phase was completed in January
2012.

Project-2: The product has 14 Software Configuration Units (SCU), and 15
personnel worked for 8 months project duration. At the end of the development
C# source lines of code is 188 KLOC, number of requirements is 1492, and the
number of defects detected during tests is 425. This project’s development phase

was completed in June 2011.

3.3.1 Defect and Product Size Data Collection

Since software testing is a must and a part of development, resolution of detected
defects is a necessity. With this aspect for the tracking of defects in software, a
tracking tool is used by lots of institutions contemporarily.With these tools a
detected defect during any quality activity can be recorded and assigned to related
personnel for resolution. After assignment; monitoring, verifying and closing
activities are tracked over these tools. In addition to the tracking of defect status,
the detailed information regarding the defect such as software module, product
version where the defect is detected, test type and source project phase during
which the defect is detected can be accessed at any time since defect information
is stored with its history in the database. These tools store descriptions of the
defects detected on software, detection dates and resolution status of defects.

While using issue tracking tool for the monitoring of the status of the defects
detected in software product, in order to perform the updates on product in a
controlled manner, organizations need configuration management tool.

Configuration management tools provide a common environment to the
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developers to track the modifications in product. These tools do not allow multiple
personnel to modify the product at the same time. The personnel can access whole
update information beginning from first creation of the product in the tool. With
the aid of configuration management tool, the important information about
software product can be obtained historically since it stores all product versions in

a historical manner and anyone can access versioned product at any time.

The defect related basic metrics’ data;detected software configuration unit (SCU)
name, created date, closed date, test type, product version and reproducibility
were extractedfrom issue tracking tool database. Besides, the defect related
derived metric called as“defect open duration” was manually calculated as the

difference between the closed and the created dates.

The project phase process metric data is manually collected by filling “Project

Phase” column in Excel sheet while directly interviewing with the process expert.

The product size basic metrics’ data; product version size (logical source lines of
code) and complexity (McCabe cyclomatic complexity), however, are obtained
indirectly from the tool. We say “indirectly” because these metrics are calculated
with LOCMietrics tool [71] by using the product version where the defect is
detected from the information recorded in the tool. In other words, to collect
SLOC and McCabe cyclomaticcomplexity, configuration management tool was
used together with the product version information in issue tracking tool, and the
total SLOC was counted by LOCMetrics and recorded manually. Metric

descriptions are given in Table 3.2.
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Table 3.2 Defect and Product Related Metric Descriptions

Measurement
Metrics Metric Description Scale

The time starting with the creation of the
defect and finishing with the closure of the
defect. Calculated by the difference of defect
closed date and defect created date. Unit is
number of days. Absolute

Remaining
Open Duration

The name of the software configuration unit
(SCU) where the defect is detected. Entered by
developer to the issue tracking tool. Nominal

Detected SCU
Name

The date when the defect is detected. Filled by
Created Date | the issue tracking tool automatically when the
tester record the defect. Interval

The date when the defect is closed. Filled by
the issue tracking tool automatically when the

Closed Date project manager change the status of the defect
as "Closed". Interval
The name of test type during which the defect
Test Type is detected. Entered by tester to the issue
tracking tool. Nominal
Product The version of the software product which the
. defect is detected. Entered by tester to the
Version . . .
issue tracking tool. Ordinal
SLOC The size of the product version where the
(Source Lines |defect is detected. Collected from
of Code) configuration tool by using Locmetrics tool. Absolute
The McCabe complexity of the product
. version where the defcet is detected. Collected
Complexity . : : i
from configuration tool by using Locmetrics
tool. Absolute
.| The repetability of the defect detected. Entered
Repr I i )
eproducibility by tester to the issue tracking tool. Nominal
Project Phase The project phase where the plefect detected.
Collected manually by domain expert. Nominal

The raw data of regarding metrics are gathered in an Excel sheet.

3.3.2 Process EnactmentData Collection

Process Execution Record (PER) and Process Similarity Matrix (PSM) assets are

utilized to gather process traces [16]. First, you decide on which process data is

needed for your analysis. Then, PER is filled out for your regarding process and

process attributes such as inputs, outputs, activities and tools. This knowledge
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isthen entered to PSM Excel sheet for each process executions. For example,
process execution might be each product version release for a configuration

management process.
3.3.2.1 Process Execution Record (PER) Asset

PER is a form in Word file format (Figure 3.5) used to define all actual process
values in process attributes basis. Inputs, outputs, roles, tools and techniques all
are process attributes and with the help of PER form, all alternative values of them

for process executions are recorded. Prepared list in PER are used to fill PSM.

Proq

Process Name: Recorded On:
Process Execution No: Recorded By:

1. Inputs: Please list the inputs to the process execution.
No | Name Description
1

2. Outputs: Please list the outputs from the process execution.

No | Name Description
1
2
3. Activities: Please list in sequence the activities that were performed while execuiting the process.
No | Name Description
1
2
3
4
4. Roles: Please list the roles that were allocated responsibilities in process execution.
No | Name Description
1
2

5. Tools and Techniques: Please list the tools and techniques that are used to support process execution.
No | Name Description

Figure 3.5 Process Execution Record (PER)

In this study the collection of defect management process enactment data was

aimed in order to capture the traces of defect management process and combine it

42



with defect related process data and product data for prediction analysis. PER

forms were collected with expert opinions by interviewing.

3.3.2.2 Process Similarity Matrix (PSM) Asset

PSM is a spreadsheet in Excel file format (Figure 3.6) used to gather process
attribute values for all process executions. Horizontally there are process attributes
specified in PER before, vertically there are numbered process executions. The
cells in matrix is filled by entering a circle sign if the process attribute is
applicable for regarding process execution. After PSM is completed, the

differences in columns are examined and clustering is manually performed.

Process Executions

Process

. PE|PE|PE|PE|PE|PE|PE|PE|PE| PE|PE|PE|PE|PE|PE|PE|PE|PE|PE|PE| PE| PE
Attributes 1]l2]|3]4a]s5 |6 | 7|8 ]9 10] 11| 12]13]|14]|15]| 16 |17 | 18 | 19 | 20 | 21 | 22
1.1 <Input 1> O|O

1.2 <Input 2> 0| O

2.1 <Output 1> O| O

2.2 <Output 2> [¢]

3.1 <Activity 1> 0| O

3.2 <Activity 2> 0| O

3.3 <Activity 3> 0| O

3.4 <Activity 4> [¢]
4.1 <Role 1> o|o
4.2 <Role 2> o|oO

5.1 <Tools and
Techniques 1> O| O

5.2 <Tools and
Techniques 2> (o}

Figure 3.6 Process Similarity Matrix (PSM) In Literature

In this study we used PSM a little bit different from the utilization in literature
(Figure 3.7). We transposed the matrix vectors. The process executions were
horizontally collected since this structure was more convenient to combine with

collected defect and product data. In other words, this way provided
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straightforwardness since also in the spreadsheet that consisted of the defect and
product data, the metric attributes were in column vector against which regarding
process executions exist. Besides, we entered “1” or “0” instead of “0” or “ ”.
Thus, “1” and “0” scaling could be identified in numeric measurement scale by
Weka tool. Process enactment data identified as numeric could be clustered by
machine learning clustering technique. PSM sheets were collected from issue
tracking tool by extracting historical defect management process data such as
defect status updates and the roles of the personnel who had updated the defect

status.
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Figure 3.7 Process Similarity Matrix (PSM) In This Study
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3.4 Data Cleaning and Preprocessing

In this phase the redundant data and attributes whether there are in data set are
removed from data set to avoid from overfitting and multicollinearity during
machine learning analysis techniques. The redundant data might be the rows that
have missing values or attribute columns that give same information. Removing of
redundant attributes is called as data reduction. Some approaches such as Principal
Component Analysis (PCA) can be used for data reduction too [68]. By using
PCA, redundant attributes are composed and attribute number decreases by
providing new attributes, andat the end more meaningful and explanatory
attributes can be obtained. Otherwise overfitting [69] problem is common in

machine learning techniques.

In numeric scale, attribute data should be discretized before analysis to obtain
more meaningful analysis results. Some machine learning classification
approaches such as C4.5 decision tree does not accept a numeric scaled attribute
as class attribute for classification analysis. There are several techniques used for
discretization such as equal-width or equal-frequency [68] in Weka. Applying
clustering before discretization is another way to determine discretized bin
number. Because of these reasons data cleaning and preprocessing phase is

important for machine learning techniques.

Since in this study we needed only data in “Defect” category for prediction model,

the issues recorded as “Change” were removed from data set.

All defects detected during test activities are recorded to issue tracking tool
although all defects detected during review activities are not stored in tool.
Therefore, the detected defects except during test activities were removed from
data set. Only defect data detected during tests was taken into account after data

cleaning.

We had to discretize defect open duration attribute to set as class attribute in
machine learning classification. We discretized this attribute by using equal-width
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method before (i.e. 0-5, 5-10, 10-15). Before discretization operation, we clustered
open duration data by using K-Means with Euclidean distance technique to
display how many clusters would be better to contain. Screenshots of analysis

views are provided in Appendix-C and Appendix-E.

3.5 Clustering According to Process EnactmentData Approach

In machine learning if the user has no idea about data set, s/he should use
unsupervised methods for grouping of data. Since s/he does not know which
attribute can be considered as independent variable to set as class attribute. One
example of unsupervised methods is clustering. In clustering method, the user do

not have to set an attribute as class attribute.

In this study the process enactment data was examined in Weka and by clustering,
similar process attribute columns were removed. With Weka tool the row data
regarding process executions that had same process attributes was separated in
different clusters.SimpleKMeans approach was used and the difference between
process executions was obtained. According to cluster number automatically
given by Weka, the separate Excel sheets were manually prepared for each cluster.
Clustering according to process enactment approach was applied only in case
studies 1B and 2B since they were the only case studies that contain process
enactment data for analysis. Screenshots of analysis views are provided in

Appendix-C and Appendix-E.

3.6 Analysis

When evaluated with the presence of high volume data stored in software
engineering tools, it has been observed that data mining applications over the

software data are being increased especially in recent years [12].

Machine learning classification approaches are utilized for the purposes of
generating prediction models. Mostly used techniques are Bayesian Belief
Networks (BBN), Multilayer Perceptron, Logistics Regression and Decision

Trees. Despite the fact that there are a lot number of divergent studies related with
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using machine learning techniques for building prediction models, there is not any
model technique defined as the best prediction approach or any way to apply in
sequential manner described as the best method. Therefore, the studies in
literature can be successful only by comparing their selected techniques among
themselves and assuming the one that has the most accurate results as the best

model.

Weka gives performance evaluation values for model validation. In addition, there
are other validation methods such as using cross-validation or separating the data

into training and test data sets [68].

In this study we chose defect open duration metric as dependent variable for
classification analysis since this metric was directly related with defect

management process and product quality status.

Bayesnet, Multilayer Perceptron, Logistic and C4.5 Tree machine learning
analysis approaches [68] were performed by keeping defect open duration metric
as class attribute (dependent variable). By selecting these approaches for analysis,
we paid attention to apply machine learning techniques from different categories.
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CHAPTER4

CASE STUDIES

4.1 Case Study 1 (Project-1 Data)

Case Study 1A was conducted with the data of Project-1 (for the characteristics of
Project-1 please refer to Section 3.3). In this case study firstly, only defect and
product data were used for analysis. After case study 1A had been completed, we
performed case study 1B with applying same analysis approaches but this time we

used both defect and product data, and process enactmentdata of Project-1.

4.1.1 Case Study 1A (Project-1)

GQM Tree was prepared as shown in Table 4.1 after the data fields which the
basic metrics were tracing to our goal in issue tracking tool database had been

examined. The metric descriptions are provided in Table 4.2.

Table 4.1 GQM for Case Study 1A

BASIC
QUESTION ANALYSIS DERIVED METRIC
GOAL NO QUESTION METHOD METRIC NO BASIC METRIC
To . )
understand if What :Zgzgtware Bayesnet, Logistic, Zgﬁgigﬁqugg;cizgz‘
there is effect def[e)ctiveness C4.5_Tree, Defect Da_ta: date createdpdate Ejetected
of enactment L Multilayer open duration ' ' .
4.1 prediction accuracy 411 test type, product version,
context on without using Perceptron (closed date- product SLOC, product
software rocess enactment Machine Learning | - created date) complexity, re| rt;ducibilit
product P o Techniques plexity, rep Y,
defectiveness. data? project phase
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Table 4.2 Defectand Product Related Metric Descriptions for Case Study 1A

Measurement
Metrics Metric Description Scale

The time starting with the creation of the
defect and finishing with the closure of the
defect. Calculated by the difference of
defect closed date and defect created date.
Unit is number of days. Absolute

Remaining Open
Duration

The component name of the defect detected.
Component name can be component-A,
component-B, component-C, component-D
or component-E. Filled by the issue
tracking tool automatically when the tester

Source Component

record the defect. Nominal
The date when the defect is detected. Filled

Created Date by the issue tracking tool automatically
when the tester record the defect. Interval

The date when the defect is closed. Filled
by the issue tracking tool automatically

Closed Date when the project manager change the status
of the defect as "Closed". Interval
The name of test type during which the

Test Type defect is detected. Entered by tester to the
issue tracking tool. Nominal

The version of the software product which
Product Version the defect is detected. Entered by tester to

the issue tracking tool. Ordinal
SLOC The size of the product version where the
(Source Lines of defect is detected. Collected from
Code) configuration tool by using Locmetrics tool. | Absolute

The McCabe complexity of the product
version where the defect is detected.
Collected from configuration tool by using
Locmetrics tool. Absolute

Complexity

The repeatability of the defect detected.

Reproducibilit . .
P y Entered by tester to the issue tracking tool. | Nominal

The project phase where the defect
Project Phase detected. Collected manually by domain
expert. Nominal

We filled MUQ shown in Figure 3.3 and 3.4 for basic and derived metrics (filled
questionnaires are provided in Appendix-B). Afterrating results, we had idea

about the usability of the metric. According to MUQ results, all basic metrics and
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derived metrics of Project-1 were classified as “partially usable”. Since MUA-1 is
N, MUA-2 and MUA-3 are F, and MUA-4 is P.

Detected project phase data manually collected by using project’s archival data
such as project meeting minutes, and expert opinions. Source component, closed
date, created date, test type, product version and reproducibility metrics’ data had
already been stored in issue tracking tool. These data directly extracted from tool
database. Source lines of code (SLOC) and complexity metrics’ data are
calculated by LocMetrics and manually entered into spreadsheet that includes
defect data. Open duration metric data was calculated in the one column of the
spreadsheet. All defect and product data were recorded in an Excel file
(Appendix-B).

Data Excel file converted to .csv file format to be analyzed in Weka.

Open duration attribute had to be discretized, in other words the continuous scale
of this attribute had to be transformed to discrete scale to identify as class attribute
(classifier). Before discretization operation, we clustered open duration data with
K-Means technique to display how many clusters it contains. After trials with 3, 4,
5 and 6 number of clusters, we observed that the 5-clustered data set denotes the
most frequency equivalent within clusters than others. Therefore, we discretized
open duration data to five equal-width clusters as “0-277, “27-54”, “54-81”, “81-
1087, and “108-135" days. Screen views of the operation implemented in Weka

are provided in Appendix-B.

After we transformed class attribute to nominal scale by discretization, we used
Weka classification techniques by choosing defect open duration attribute as
dependent attribute (class attribute). We applied Multilayer Perceptron, Bayesian
Belief Networks, Logistic Regression and C4.5 Decision Tree (J48) machine
learning techniques. We used 10-folds validation technique because of its high
accurateness rate. Screen views of the operation implemented in Weka are

provided in Appendix-B.
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Findings from the study:

We observed that 296 data points are sufficient to obtain confident prediction
results. Since Project-1 is newly completed and all personnel who had developed
the project software still exist in company, expert opinions increased the reliability

of the data and results.

Correctly classification performance values of the generated models are given

below. The other performance values of the models are provided in Appendix-B.

Multilayer perceptron gave the best performance values compared with other

machine learning approaches.

¢ Multilayer perceptron machine learning technique validated with 10-folds gives
95% correctly classified instances value.

¢ Bayesian networks machine learning technique validated with 10-folds gives
85% correctly classified instances value.

e Logistic machine learning technique validated with 10-folds gives 82% correctly
classified instances value.

¢ J48 decision tree machine learning technique validated with 10-folds gives 92%

correctly classified instances value.

To complete this case study, we spent 5 person-days. The effort includes applying
the approach, performing the analyses, and interpreting the results. If the product
size and complexity metrics had previously been collected in the same Excel sheet
with defect data and project phase metric had been recorded in real time during
creating defect in issue tracking tool, spent effort for this case study could have
been lower than now. The complete set of Weka outputs are provided in

Appendix-B.

4.1.2 Case Study 1B (Project-1)

GQM Tree was prepared shown in Table 4.3.
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Table 4.3 GQM for Case Study 1B

BASIC
QUESTION ANALYSIS DERIVED | METRIC
GOAL NO QUESTION METHOD METRIC NO BASIC METRIC
To Defect and Product Data:
understand if Bayesnet, Logistic source component, closed date,
there is effect What is software yC 4 51Treg " | Defect Data: created date, detected test type,
of process product defectiveness MLiItiIa e? open product version, product
enac‘t)ment on 4.1 prediction accuracy Perce t?/on duration 4.1.2 SLOC, product complexity,
software with using process Machine pLearnin (closed date- reproducibility, project phase
enactment data? - 9 | created date) Process Enactment Data:
product Techniques
defectiveness defect management process
' attributes

We filled out PER to identify all alternative process attributes of the process

executions (shown in Figure 3.5). PER form was filled by interviewing with

Configuration Management Responsible personnel of the company. Defect

management process is performed by issue tracking tool and with the monitoring

and control of Configuration Management Responsible personnel in company.
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Process Name: Is5ue Management Recorded On: 26.03.2012
Process Execution Mo NIA Recorded By: Damla Sivringly
1. Inputs: Flease list the inputs to the process execution.
Mo | Name Description
1 Defects
2 Change requests
2. Qutputs: Please list the outputs fromthe process execution.
Mo | Name Description
1 Updated product version
3./ Activities: Please listin sequencethe activitiesthat were performedwhile executingthe process.
Mo | Name Description
1 Assign defect
2 Defectresolution (Fixissues)
3 Motverifiedfor secondtime
4 Defectverification
5 Close defect
4. Roles: Pleaselistthe rolesthat were allocated responsibilities in process execution.
No | Name Description
1 ProjectManager Trackissues, Fixissues
2 Configuration Manager Trackissues
3 Developer Fixissues
4 | Modelling and Graphics Designer Fixissues
5 Tester Openissues
5. Tools and Techniques: Flease listthe tools andtechnigues that are usedto support process execution.
No | Name Description
1 | Redming Issue tracking tool
2 Excel Version Description Listisin Excel format.
3 SVN Configuration managemerttool

After completing PER form, same process attributes were entered into PSM
columns and process execution values were filled in PSM shown in Figure 3.7 for
each defect. Process attributes were given with abbreviations starting with “dm”
phrase, which means “defect management”, in PSM in order to ease reading of

data file when opened in Weka. Because of place constraint, only 21 of the 296

Figure 4.1 PER for Case Study 1B

data points could be shown in Figure 4.2.
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Process Attributes
2
Outp 5 Tools and
1 Inputs | uts 3 Activities 4 Roles Techniques
5.1 5.2 5.3
<Tools | <Tools | <Tools
11| 1.2 3.1 3.2 3.3 34 35 |41|42 |43 |44 (45| and and and
<In | <In 2.1 <Acti | <Acti | <Acti | <Acti | <Acti | <R | <R | <R | <R | <R | Techni | Techni | Techni
put | put | <Outp | vity | vity | vity | vity | vity [ ole | ole | ole | ole | ole | ques ques ques
1> | 2> ut 1> 1> 2> 3> 4> 5> 1> (2> | 3> | 4> | 5> 1> 2> 3>
Proce
ss Def
Execu | ect | dml | dml dmA | dmA | dmA | dmA | dmA [ dm [ dm [ dm | dm | dm
tions | No | 1 2 | dmO1 1 2 3 4 5 R1 | R2 | R3|R4|R5 | dmTl | dmT2 | dmT3
PE1 1 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE2 2 1 0 0 1 1 0 0 1 1 0 1 0 1 1 1 1
PE3 3 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE4 4 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PES 5 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1
PE6 6 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE7 7 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE8 8 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE9 9 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1
PE10 | 10 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE11 11 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE12 | 12 1 0 0 1 0 0 0 1 1 0 1 0 1 1 1 1
PE13 | 13 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE14 | 14 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE15 | 15 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE16 | 16 1 0 0 1 0 0 0 1 1 0 1 0 1 1 1 1
PE17 | 17 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE18 | 18 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE19 | 19 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE20 | 20 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE21 21 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
PE22 | 22 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1
....... 23 1 0 0 1 0 0 0 1 1 0 1 0 1 1 1 1

Figure 4.2 PSM for Case Study 1B

To prevent multicollinearity during the analysis in Weka, we should remove
redundant process attributes, if exists, from spreadsheet. When we examined
PSM, we observed that dmA1, dmA5, dmR1, dmR3 and dmR5 had displayed
same behaviors. In other words, assigning personnel and closing defect activities
had been implemented for all 296 process executions, and project manager,
developer and tester personnel had performed their roles in all 296 process
executions. Since dmR3 had alone fulfilled the characteristics (differences among

executions) of these process attributes, we kept only dmR3 from these
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sixattributes for the analysis. Additionally, dml1l and dml2 do not give any
information for analysis. Since, they do not differ in values among executions. In
other words, since process input called “defect” was only input category that we
had taken into account for our study, we had ignored the process input execution
data categorized as “change” request. Therefore, we do not include dmlI2 for our
analyses. After data cleaning, we had an Excel file that consists of dmO1, dmAz2,
dmA3, dmA4, dmR2, dmR3 and dmR4 process attributes described in Figure 4.1.

Table 4.4 Process Enactment Metric Descriptions for Case Study 1B

Measurement
Metrics Metric Description Scale
dmo1 New software version is the output of defect
management process. Nominal

Developer response is one of the activities of defect
dmA2 | management process. It means that developer has
resolved the defect. Nominal

Not verified is one of the activities of defect
dmA3 | management process. It means that tester has tested
resolved defect but can not verified for second time. | Nominal

Defect verification is one of the activities of defect
dmA4 | management process. It means that tester has tested
resolved defect and verified. Nominal

Configuration manager personnel is one of the roles
of defect management process. This personnel is
responsible of configuration control of software
product versions. Nominal

dmR2

Developer personnel is one of the roles of defect
dmR3 | management process. This personnel is responsible
of develop software product and fix the defects. Nominal

Graphic designer is one of the roles of defect

management process. This personnel is responsible
of developing graphics of software product and fix
the defects. Nominal

dmR4

We combined collected defect, product and process enactment data in an Excel

file spreadsheet.

We used K-Means and Euclidean Distance clustering technique and clustered the
data. We obtained seven clusters which were called as c0, c1, c2, ¢3, ¢4, c5 and c6
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in the rest of the case study. The differences of clusters are provided in Table 4.5.

Implemented clustering steps are provided in Appendix-C.

Table 4.5 Process Attributes Patterns for Case Study 1B Clusters

Cluster Name | €0
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3 <Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 1 1 0 1 1 1 0
PAP2 1 1 1 1 1 1 0
Cluster Name | €1
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3 <Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 1 1 0 1 1 0 1
PAP2 1 1 1 1 1 0 1
PAP3 1 1 1 1 0 0 1
PAP4 0 0 1 1 1 0 1
Cluster Name | €2
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3 <Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmoO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 1 1 0 1 0 1 0
Cluster Name | €3
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3 <Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 1 1 0 1 1 0 0
Cluster Name |4
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3 <Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 1 1 1 1 1 0 0
Cluster Name | €3
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3 <Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 0 1 0 0 0 1 0
Cluster Name | €6
2 Outputs 3 Activities 4 Roles
Process 2.1 <Output | 3.2 <Activity | 3.3 <Activity | 3.4 <Activity | 4.2<Role | 4.3<Role | 4.4 <Role
Attributes 1> 2> 3> 4> 2> 3> 4>
Pattern (PAP) dmO1 dmA2 dmA3 dmA4 dmR2 dmR3 dmR4
PAP1 0 0 0 0 0 1 0
PAP2 0 0 1 0 0 1 0
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We separated data Excel sheet to clusters and prepared a separate .csv file for each
cluster. At the end we obtained the files shown in Figure 4.3. Each of these files

included defect, product and process enactment metrics of the related defects.

I@ data_with_process_context_cl

@data_with_process context_cl

El) data_with_process_context_c2

Eil) data_with_process_context_c3
Edl) data_with_process_context_c4

Efl) data_with_process_context_c5
@ data_with_process_context_cb

Figure 4.3 Clustered Metric Files for Case Study 1B

After clustering, we applied Multilayer Perceptron, Bayesian Belief Networks,
Logistic Regression and C4.5 Decision Tree (J48) machine learning techniques
for each clusterseparately. During these analyses, we identified open duration as
class attribute. Screen views of the operation implemented in Weka are provided

in Appendix-C.

Findings from the study:

We observed that the history data stored by issue tracking tool is beneficial to
collect process enactment data. We collected process enactment data by firstly
filling PER to identify process attributes. These process attributes can be
identified easier by reviewing history data in tool database since all process
activity alternatives are stored with their dates and the personnel who perform the
activity. For example, when any personnel updates the defect status as “verified”,
the tool constitutes a record that “Defect status was updated by <personnel name>
on <date>.” in database. This process history data is used to fill out PSM for each

defect record, in other words for each process execution.

Correctly classification performance values of the generated models for cluster-0

are given below. The other performance values of the models and the clusters are
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provided in Appendix-C. Bayesian networks gave the best performance values

compared with other machine learning approaches.

e Multilayer perceptron machine learning technique validated with 10-folds gives
96% correctly classified instances value for cluster 0.

¢ Bayesian networks machine learning technique validated with 10-folds gives
97% correctly classified instances value for cluster 0.

e Logistic machine learning technique validated with 10-folds gives 95% correctly
classified instances value for cluster O.

¢ J48 decision tree machine learning technique validated with 10-folds gives 96%

correctly classified instances value for cluster 0.

Since clusters 3, 4 and 5 include low number of data, we could not apply machine
learning techniques to them. If the cluster number is decreased or we have more

data points, this issue can be solved.

To complete this case study, we spent 10 person-days. The effort includes
applying the approach, performing the analyses, and interpreting the results. If the
process enactmentdata had previously been collected or the process history data
could automatically be extracted by a query from issue tracking tool, spent effort
for this case study could have been lower than now. In other words, the most
important reason of high spent effort is that we have collected process enactment
data by entering each of 296 defects in tool and recording the history data to Excel

sheet. The complete set of Weka outputs are provided in Appendix-C.

4.1.3 Results Comparison for Case Study 1 (Project-1)

According to Table 4.5, the characteristics of clusters can be described as follows

in terms of process attribute patterns;

o Cluster 0 includes the metrics of process executions through which an updated
product version is obtained as output, defect resolution and defect verification
activities are implemented, and configuration manager and developer perform

their roles. But, modeling and graphics designer does not perform his role.
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o Cluster 1 includes the metrics of process executions through which defect
verification activity is implemented, and modeling and graphics designer
perform his role. But, developer does not perform his role.

o Cluster 2 includes the metrics of process executions through which an updated
product version is obtained as output, defect resolution and defect verification
activities are implemented, and developer performs hisrole. But, configuration
manager and modeling and graphics designer do not perform their roles.

o Cluster 3 includes the metrics of process executions through which an updated
product version is obtained as output, defect resolution and defect verification
activities are implemented, and configuration manager performs his role. But,
developer and modeling and graphics designer do not perform their roles.

o Cluster 4 includes the metrics of process executions through which an updated
product version is obtained as output, defect resolution, not verified for second
time and defect verification activities are implemented, and configuration
manager performs his role. But, developer and modeling and graphics designer
do not perform their roles.

e Cluster 5 includes the metrics of process executions through which defect
resolution activity is implemented, and developer performs his role. But,
configuration manager and modeling and graphics designer do not perform their
roles.

o Cluster 6 includes the metrics of process executions through which no activities
documented in PER are implemented, and only developer performs his role. In
only one of the 425 executions not verified for second time activity is
implemented. It means that in one defect management process execution the
defect in resolved status could not be verified during second test repetition by

test specialist.
We observed that generally the analysis results ofclustered data sets with process

enactmentare more accurate than data set without process enactmentas shown in
Table 4.6.
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Table 4.6 Results Comparison for Case Study 1

Number
of
instances Correctly | Incorrectly Mean Root mean | Relative
(data Classified | Classified |Kappa |absolute |squared absolute
points) Data set | Method Instances | Instances | statistic | error error error
Cluster 0 | Multilayer
Data Perceptron | 96,43% 3,57% 94,86% | 1,70% 10,37% 6,06%
112 P(W'th Bayesnet |97,32% | 2,68% 96,16% | 1,40% | 10,45% 4,98%
r
Enoctme |Logistic  |94,64% |536% 92,28% |2,14% | 14,64% 7,63%
nt) J48 95,54% 4,46% 93,55% |2,15% 11,47% 7,64%
Cluster 1 | Multilayer
Data Perceptron | 84,51% 15,49% 79,06% |7,35% 24,39% 61,41%
71 P(W'th Bayesnet |80,28% | 19,72% 73,61% [8,31%  |27,57% 69,87%
rocess
Logistic 81,69% 18,31% 75,58% | 7,19% 26,46% 23,84%
Enactme
nt) J48 85,92% 14,08% 80,95% |7,41% 21,94% 24,57%
Cluster 2 | Multilayer
Data Perceptron | 95,71% 4,29% 92,13% |3,61% 14,75% 9,76%
70 P(W'th Bayesnet |91,43% [8,57% 83,48% [553%  |21,94% 14,96%
rocess
Logistic 90,00% 10,00% 81,04% |6,54% 25,37% 17,70%
Enactme
nt) J48 82,86% 17,14% 64,87% |17,21% 31,64% 46,55%
Cluster 3 | Multilayer
Data Perceptron | N/A (all 26 are between 81-108)
26 P(W'th Bayesnet N/A (all 26 are between 81-108)
Enoctme |Logistic | N/A (all 26 are between 81-108)
nt) J48 N/A (all 26 are between 81-108)
Cluster 4 | Multilayer
Data Perceptron | N/A (only 5 data points)
5 (With Bayesnet N/A (only 5 data points)
Process . ;
Enactme Logistic N/A (only 5 data points)
nt) J48 N/A (only 5 data points)
Cluster 5 | Multilayer
Data Perceptron | N/A (only 1 data point 81-108)
1 P(W'";s Bayesnet | N/A (only 1 data point 81-108)
roce
Enactme |Lodgistic N/A (only 1 data point 81-108)
nt) J48 N/A (only 1 data point 81-108)
Cluster 6 | Multilayer
Data Perceptron | 100,00% | 0,00% 100,00% [ 4,02% 7,04% 9,16%
11 P(W'th Bayesnet | 100,00% | 0,00% 100,00% [ 0,03% | 0,06% 0,07%
rocess
Enactme | Logistic 100,00% | 0,00% 100,00% [ 0,03% 0,10% 6,58%
nt) J48 100,00% | 0,00% 100,00% [ 0,00% 0,00% 0,00%
Data Multilayer
Without LPerceptron | 94,93% 5,07% 93,38% | 2,40% 13,14% 7,80%
206 Process |Bayesnet |85,14% 14,86% 80,54% |5,79% 20,81% 18,86%
Enactme | Logistic 82,43% 17,57% 76,90% |7,00% 26,16% 22,78%
nt J48 91,55% 8,45% 88,87% |5,63% 17,03% 18,35%

The average of correctly classified intances values of the methods applied to

cluster 0 data is 95,98%. On the other hand the average of correctly classified

intances values of the methods applied to data without process enactment is

88,51%. The correctly classified rate is 7,47% higher in cluster 0 than the result of
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the data set that do not include process enactment. The average of root mean
squared error values of the methods applied to cluster 0 data is 11,73%. On the
other hand the average of root mean squared error values of the methods applied
to data without process enactment is 19,29%. The root mean squared error is
7,55% lower in cluster O than the result of the data set that do not include process

enactment.

The average of correctly classified intances values of the methods applied to
cluster 1 data is 83,10%. The correctly classified rate is 5,41% lower in cluster 1
than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 1 data is
25,09%. The root mean squared error is 5,81% higher in cluster 1 than the result
of the data set that do not include process enactment. We could not obtain
promising results from this cluster, the reason of this is the noise in cluster
patterns that is seen in Table 4.5. To avoid this noise and achieve more accurate
prediciton for cluster 1, one more clustering operation can be performed within

cluster 1 data.

The average of correctly classified intances values of the methods applied to
cluster 2 data is 90,00%. The correctly classified rate is 1,49% higher in cluster 2
than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 2 data is
23,43%. The root mean squared error is 4,14% higher in cluster 2 than the result
of the data set that do not include process enactment.Although, average correctly
classified instances is high, we obtained a high average error value. The reason of
this is the low error rate in J48 (C4.5) decision tree method, since this machine
learning method needs more data point for a more accurate prediction than the

other machine learning methods.

The average of correctly classified intances values of the methods applied to
cluster 6 data is 100,00%. The correctly classified rate is 11,49% higher in cluster
6 than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 6 data is
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1,80%. The root mean squared error is 17,49% lower in cluster 6 than the result of

the data set that do not include process enactment.

4.2 Case Study 2 (Project-2 Data)

Case Study 2A conducted with the data of Project-2 (for the characteristics of
Project-2 please refer to Section 3.3). In this case study firstly only defect and
product data used for analysis. After case study 2A had been completed, we
performed case study 2B with applying same analysis approaches but this time we
used both defect and product data, and process enactmentdata of Project-2.

4.2.1 Case Study 2A (Project-2)

GQM Tree shown in Table 4.7 was prepared after the data fields that were basic
metrics tracing to our goal in issue tracking tool database had been examined. The
metric descriptions are provided in Table 4.8. As different from Case Study 1, we
identified detected software configuration unit (SCU) metric for Case Study-2.
Since Project-2 includes several SCUs in its developed software product, this data
might give important information for the patterns in data set. Second difference
from Case Study 1 is that we selected Decision Table technique rather than
Multilayer Perceptron. And we included Simple Logistic Regression rather that
Logistic Regression, since we again wanted to validate our proposed method for

various machine learning techniques.

Table 4.7 GQM for Case Study 2A

BASIC
QUESTION ANALYSIS DERIVED | METRIC
GOAL NO QUESTION METHOD METRIC NO BASIC METRIC
To What is software Defect and Product Data:
understand if roduct Bayesnet, Defect Data: detected SCU name, detected
there is effect defzctiveness SimpleLogistic, C4.5 open module name, closed date,
of process o Tree, Decision Table, duration created date, detected test
4.2 prediction accuracy . 421 ]
enactment on - : Multilayer Perceptron (closed type, product version, product
without using ! X ¢
software Machine Learning date-created SLOC, product complexity,
process enactment - S .
product data? Techniques date) reproducibility, project phase,
defectiveness. ’ source component
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Table 4.8 Defect and Product Related Metric Descriptions for Case Study 2A

Measurement
Metrics Metric Description Scale
The time starting with the creation of the defect and finishing
Remaining Open | with the closure of the defect. Calculated by the difference of
Duration defect closed date and defect created date. Unit is number of
days. Absolute

The name of the software configuration unit (SCU) where the
defect is detected. Entered by developer to the issue tracking
tool. Nominal

Detected SCU
Name

The date when the defect is detected. Filled by the issue

Created Date tracking tool automatically when the tester record the defect. | Interval

The date when the defect is closed. Filled by the issue

Closed Date tracking tool automatically when the project manager change
the status of the defect as "Closed". Interval
Test Type The name of test type during which the defect is detected.
Entered by tester to the issue tracking tool. Nominal
Product Version The version of the software produ_ct which tr_]e defect is
detected. Entered by tester to the issue tracking tool. Ordinal
SLOC
(Source Lines of | The size of the product version where the defect is detected.
Code) Collected from configuration tool by using Locmetrics tool. | Absolute
The McCabe complexity of the product version where the
Complexity defect is detected. Collected from configuration tool by using
Locmetrics tool. Absolute
A The repetability of the defect detected. Entered by tester to
Reproducibility . ; .
the issue tracking tool. Nominal
. The project phase where the defect detected. Collected
Project Phase . .
manually by domain expert. Nominal

The component name of the defect detected. Component

name can be BusinessManager, Form, GMManager, Report,
DBManager, Table and Menu-Template. Manually collected
by domain expert. Nominal

Source Component

We filled MUQ shown in Figure 3.3 and Figure 3.4 for basic and derived metrics
(filled questionnaires are provided in Appendix-D). After obtained rating results,
we had idea about the usability of the metric. According to MUQ results, all basic
metrics and derived metric of Project-2 were classified as “partially usable”. Since
MUA-1 is N, MUA-2 and MUA-3 are F, and MUA-4 is P.

Detected project phase and source component data manually collected by using
project’s archival data such as project meeting minutes, and expert opinions.
Detected module name, closed date, created date, test type, product version and
reproducibility metrics’ data had already been stored in issue tracking tool. These
data directly extracted from tool database. Source lines of code (SLOC) and

complexity metrics’ data are calculated by LocMetrics and manually entered into

63




spreadsheet that includes defect data. Open duration metric data was calculated in
the one column of the spreadsheet. All defect and product data were recorded in

an Excel file (Appendix-D).

Data Excel file was converted to .csv file format to be analyzed in Weka.

We discretized open duration data to seven equal-width clusters as “0-207, “20-
407, “40-60”, “60-80”, “80-100”, “100-120” and “120-140” days. Since, there

were not any open duration value in “80-100" range, this cluster had no data.

We applied Decision Table, Bayesian Belief Networks, Simple Logistic
Regression and C4.5 Decision Tree (J48) machine learning techniques by
selecting open duration as class attribute. Screen views of the operation

implemented in Weka are provided in Appendix-D.

Findings from the study:

We observed that 425 data points are sufficient to obtain confident prediction
results. Since Project-2 had been completed a long time ago and several personnel
who had developed the project software do not work for the company anymore,
we believe that the reliability of the data collected by interviews might be lower
than Case Study 1.

Correctly classification performance values of the generated models are given

below. The other performance values of the models are provided in Appendix-D.

Decision Table, Bayesian Networks, Simple Logistic and J48 Decision Tree gave

the best performance values compared with other machine learning approaches.

e Decision Table machine learning technique validated with 10-folds gives 88%
correctly classified instances value.

¢ Bayesian networks machine learning technique validated with 10-folds gives
89% correctly classified instances value.

¢ Simple Logistic machine learning technique validated with 10-folds gives 86%

correctly classified instances value.
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¢ J48 decision tree machine learning technique validated with 10-folds gives 89%

correctly classified instances value.

To complete this case study, we spent 10 person-days. The effort includes
applying the approach, performing the analyses, and interpreting the results. If the
source component metric had previously been collected in the same Excel sheet
with defect data and project phase metric had been recorded in real time during
creating defect in issue tracking tool, spent effort for this case study could have
been lower than now. The complete set of Weka outputs are provided in

Appendix-D.

4.2.2 Case Study 2B (Project-2)

GQM Tree was prepared shown in Table 4.9.

Table 4.9 GQM for Case Study 2B

BASIC
QUESTION ANALYSIS DERIVED | METRIC
GOAL NO QUESTION METHOD METRIC NO BASIC METRIC
Defect and Product Data:
To detected SCU name, closed
understand if What is software Bayesnet, Defect Data: date, created date, dete_cted
; . - test type, product version,
there is effect product SimpleLogistic, C4.5 open roduct SLOC. product
of process defectiveness Tree, Decision Table, duration p i + proauct
4.2 S ! 4.2.2 complexity, reproducibility,
enactment on prediction accuracy | Multilayer Perceptron (closed roiect phase. source
software with using process Machine Learning date-created proj coﬁwponént
5 -
defzggi?/gﬁz . enactment data? Techniques date) Process Enactment Data:
' defect management process
attributes

We filled out PER to identify all alternative process attributes of the process

executions (shown in Figure 3.5). PER form was filled by interviewing with

Project Manager personnel of the project (Figure 4.4).
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Process Name: Izsue Management Recorded On: 27.03.20M2

Process Execution Ma: MIA Recorded By: Damla iy gg" T
1. Inputs: Please listthe inputs tothe process execution.

No | Name Description

1 Defects

2 Change requests Improvements
2. Qutputs: Pleaselistthe outputs from the process execution.

No | Name Description

1 Modified software Targetversion

3. Activities: Pleaselistin sequence the activities that were peformedwhile executingthe process.
No | Name Description

1 Adding explanationto defect
Requestingmore feedback From testspecialist by developer
Defect resolution (1ssue implementing)
Defectrejection Defectis rejected andis not resolved.
Defecthave not been tried again

Status changedas *Resolved by test specialist
“Subject” field of defect is changed

Adding additional picture for explanation

A =] | N d=] L) B2

4. Roles: Pleaselisttherolesthat were allocated responsibilities in process execution.

No | Name Description
1 Project Manager Tracks issues
2 Configuration Res ponsible Tracks issues
3 Developer Implements issues
4 Testspecialist Opens issues
5. Toolsand Techniques: Please listthetools andtechniques that are used to support process execution.
No | Name Description
1 Redming Issuetrackingtool
2 SVM Configuration management tool
3 Visual Studio Development environment

Figure 4.4 PER for Case Study 2B

After completing PER form, same process attributes were entered into PSM
columns and process execution values were filled in PSM shown in Figure 3.7 for
each defect. Process attributes were given with abbreviations starting with “dm”
(defect management) phrase in PSM in order to ease reading of data file when
opened in Weka. Because of place constraint, only 21 of the 425 data points could
be shown in Figure 4.5.
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Process Attributes
2
1 Outp 4 5 Tools and
Inputs | uts 3 Activities Roles Techniques
4. | 4. | 4. | 4. 5.1 5.2 5.3
1.1 (1.2 1| 2| 3 | 4 |<Tool |<Tool | <Tool
<In (<In| 21 31 (32 (33|34 |35 |36 |37 |38 |<R|<R|<R|<R|sand|sand|sand
pu | pu | <Out | <Act | <Act | <Act | <Act | <Act | <Act | <Act | <Act | ol | ol | ol | ol | Tech | Tech | Tech
t t put | ivity | ivity | ivity | ivity | ivity | ivity | ivity | ivity | e e e e | nique | nique | nique
1> | 2> 1> 1> 2> 3> 4> 5> 6> 7> 8 |1>|2>(3>|4>| s1> | s2> | s3>
Proc
ess | De
Exec | fec d|d|d|d
ution | t |[dm|(dm|dmO | dm [ dm |dm |dm |dm [ dm [dm [dm |m | m | m | m
s No |11 | 12 1 Al | A2 | A3 | A4 | A5 | A6 | A7 | A8 |R1|R2 |R3 | R4 | dmTl | dmT2 | dmT3
PE1 1 1 0 0 0 0 0 0 1 1 0 0 1 0|1 0 1 1 1
PE2 2 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE3 3 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE4 4 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PES 5 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE6 6 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE7 7 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE8 8 1 0 1 0 0 0 0 0 1 0 0 1 1 1 1 1 1 1
PE9 9 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE10 | 10 | 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
PE11 | 11 1 0 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1
PE12 | 12 | 1 0 1 0 0 0 0 0 1 0 0 1 11011 1 1 1
PE13 | 13 | 1 0 1 0 0 0 0 0 1 0 0 1 110 1 1 1 1
PE14 | 14 | 1 0 1 0 0 0 0 0 1 0 0 1 11011 1 1 1
PE15 | 15 | 1 0 1 0 0 0 0 0 1 1 0 1 11011 1 1 1
PE16 | 16 | 1 0 1 0 0 0 0 0 1 0 0 1 110 1 1 1 1
PE17 | 17 | 1 0 1 0 0 0 0 0 1 0 0 1 11011 1 1 1
PE18 | 18 | 1 0 1 0 0 0 0 0 1 0 0 1 11011 1 1 1
PE19 | 19 | 1 0 1 0 0 0 0 0 1 0 0 1 11011 1 1 1
PE20 | 20 | 1 0 1 0 0 1 0 0 0 0 0 1 1101 1 1 1 1
PE21 | 21 1 0 1 0 0 0 0 0 0 1 0 1 11011 1 1 1
PE22 | 22 | 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1
....... 23 | 1 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 1 1

Figure 4.5 PSM for Case Study 2B

To prevent multicollinearity during the analysis in Weka, we should remove
redundant process attributes, if exists, from spreadsheet. When we examined
PSM, we observed that 11 and 12 are same in all 425 executions; we have removed
them from analysis.Since O1, R2 and R4 showed same behavior for each defect
and there was little difference when reviewed all rows, we removed them from
analysis. Since A7 and A8 showed same behavior for each defect and these

activities had low impact on defect management process, we removed them from
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analysis. We specify these activities as having low effect on independent variable,
open duration metric, because changing “subject” field (a field to fill in issue
tracking tool) in defect record or adding additional picture to defect record have
no technical context on the quality of final product and they are executions that
are rarely seen during defect management process of whole project. Since all row
data were same in R1, in other words project manager has role in for all 296
process executions, it is redundant to include it in analysis. Therefore, we
removed R1 process attribute from analysis. Since T1, T2, T3 were used in all
defect management process executions, they did not give additional information
about process change through defect management. Therefore, T1, T2 and T3 were
removed from analysis because of being redundant. After data cleaning, we had an
Excel file that consisted of dmA1, dmA2, dmA3, dmA4, dmAS5, dmA6 and dmR3

process attributes described in Figure 4.10.

Table 4.10 Process Enactment Metric Descriptions for Case Study 2B

Metrics Metric Description Measurement Scale
Adding explanation to defect is one of the activities of defect
management process. It means that developer and/or tester
fills "additional explanation” field to give more detailed
information about the defect. Mominal
Requesting more feedback is one of the activities of defect
dmA2 |management process. It means that developer needs more

dmAl

information about the defect before resolving it. Mominal

3 Defect resolution is one of the activities of defect management

process. It means that developer has resolved the defect. Nominal

Defect rejection is one of the activities of defect management
dmA4  |process. It means that the defect record is examined and
decided that it is not a defect actually. Mominal

Defect have not been tried again is one of the activities of

dmAS  |defect management process. It means that the defect
recorded can not be repeated. Nominal

Status changed as “Resolved”™ by test specialist is one of the
dmA6  |activities of defect management process. It means that test

specialist has verified the resolution of the defect. Nominal
Developer personnel is one of the roles of defect management

dmR3  |process. This personnel is responsible of develop software
product and fix the defects. Nominal

68



We combined collected defect, product and process enactmentdata in an Excel file

spreadsheet (Appendix-E).

We used K-Means and Euclidean Distance clustering technique and separated the
data into five clusters which were called as c0, c1, c2, c3 and c4 in the rest of the
case study. The differences of clusters are provided in Table 4.11. Implemented
clustering steps are provided in Appendix-E.

Table 4.11 Process Attributes Patterns for Case Study 2B Clusters

Cluster Cluster
Name Name
3 Activities 4 Roles 3 Activities 4 Roles
Process | 3, 32 33 34 35 36 43 Process | 3 32 33 34 15 | 43
RArIDURS | iy 1 | cctity 2: | <Activty 3 | cAcivity 4| ehctvity 53 | <Acivity 6 | éRole3: PUTIDUtES | sty 1 | cactvity 2 | <Actviy 3 | <Adivity & | <Aty 5 | <Actvity s | <Aoke3:
Pallem | yrus | ogmaz | dma | dmad | dmas | dmas | dmes Pallem | oy | dmaz | oma3 | dma | dmas | dmas | dmes
(PAP) (PAP)
PAP1 0 1 0 0 0 1 1 PAP1 0 1 0 0 0 0 1
PAP2 0 1 0 0 0 0 1 PAP2 0 1 0 0 0 1 1
PAP3 1 1 0 0 0 1 1 PAP3 0 1 0 0 1 1 1
PAP4 1 1 0 0 0 0 1 PAP4 0 1 1 0 0 1 1
PAPS 1 1 0 1 0 1 1 PAPS 0 0 0 0 0 0 0
PAPE 1 1 1 0 0 0 1 PAPE 0 1 0 0 0 1 0
PAPT 1 1 0 0 1 1 1 PAPT 1 1 0 0 0 0 1
PAP3 1 1 0 0 1 0 1 PAP3 1 1 0 0 0 1 1
PAPS 1 0 1 0 0 0 1 PAPS 1 0 0 0 0 0 1
PAP10 0 0 0 0 0 1 1 PAP10 1 1 1 0 0 1 1
PAP{1 0 1 1 0 0 0 1 PAP{1 1 1 0 1 0 1 1
PAP12 i 1 i 0 1 1 1 PAP12 1 0 i 0 0 0 0
PAP13 0 0 1 0 0 0 0
PAP14 0 0 0 0 0 1 0
PAP15 i 0 i 0 0 0 1
Cluster ol Cluster 3
Name Name
3 Activities 4 Roles 3 Activities 4 Roles
Process Process
Mfributes| 3.1 32 33 34 35 36 43 Affributes| 3.1 3 33 34 35 36 43
Pattern | <Activity 1> | <Activity 2= | <Activity 3> |<Activity 4 | <Activity 5= | <Activity 6 | <Role 3= Pattern | <Activity 1 | <Activity 2: | <Activity 3 | <Activity 8- | cAcivity 5= | <Activity 6 | <Role 3=
(PAF] | dmai | dmaz dma3 dmad | dmas | dmé6 | dmR3 (PAF] | dmai dmaz dma3 mad dmas dmag | dmR3
PAP1 0 0 0 0 0 0 0 PAP1 0 0 1 0 0 0 1
PAP2 0 0 0 0 0 0 1 PAP2 0 0 0 1 0 0 1
PAP3 0 0 0 1 0 0 1 PAP3 1 0 0 1 0 0 1
PAP4 0 0 0 0 0 1 0 PAP4 0 1 1 0 0 0 1
PAPS 0 0 0 1 0 1 1 PAPS 0 1 0 0 1 1 1
PAPE 1 0 0 1 0 0 1 PAPE 1 0 1 0 0 0 1
PAPT 1 1 0 1 0 1 1 PAPT 0 0 1 0 0 0 0
PAP3 1 0 0 0 0 0 1 PAP3 0 ] 0 1 0 1 1
PAPS 1 0 1 1 0 0 1
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Cluster ol
Name
3 Activities |4 Roles|
Process 3.1 3.2 3.3 3.4 3.5 3.6 4.3
Attributes | <activity | <Activity | <Activity | <Acivity | <Aciity | <Activity | <Role
Pattern 1= il I 4= 5 6 F
[PAF) dmal dmaz dmad dmad dmas dmag | dmR3
PAP1 1 1 ] 1] ] 1 1
PARP2 0 1 il 0 il 1 1
PAP2 0 1 i) ] i) 1 ]
PAP4 1 1 i] 1] i] ] 1
PAPS 0 0 ] ] 1 1 1
PAPG 0 1 1 1] ] 1 1
PARPT 0 1 il 0 1 1 1
PAP3 0 ] i) ] i) ] ]
PAPS 0 ] i] 1] i] 1 1]
PAP10 0 1 ] ] ] 0 1
PAP11 0 1 ] 1 ] ] 1
PAP12 1 1 ] 1 ] 1 1
PAP13 0 1 1 1] i] 1] 1

After preparing five Excel files for clustered data sets, we applied Decision Table,
Bayesian Belief Networks, Simple Logistic Regressionand C4.5 Decision Tree
(J48) machine learning techniques. Screen views of the operation implemented in

Weka are provided in Appendix-E.

Findings from the study:

We mentioned that Project-2 had been completed more previously than Project-1,
and therefore collecting process enactment data was harder than the first project.
Additionally, we could interview with lower number of personnel who developed
project’s software product. Besides, this project is an old project, and executed
processes are so changeable. This is observed with the variety of the process
attribute patterns provided in Table 4.11. It is seen that the clusters are more noisy
than the ones of project one.

Correctly classification performance values of the generated models for cluster-0
are given below. The other performance values of the models and the clusters are
provided in Appendix-E. Decision Table, Bayesian Networks, Simple Logistic
and J48 Decision Tree were applied and Bayesian Networks gave the best
performance values compared with other machine learning approaches. 10-folds
technique was used for validation.

¢ Decision Table machine learning technique validated with 10-folds gives 95%

correctly classifies instances value for cluster 0.
¢ Bayesian Networks machine learning technique validated with 10-folds gives

97% correctly classifies instances value for cluster 0.
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e Simple Logistic machine learning technique validated with 72% of all data
points allocated for training data set gives 96% correctly classifies instances
value for cluster 0.

¢ J48 Decision Tree machine learning technique validated with 10-folds gives 94%

correctly classifies instances value for cluster 0.

To complete this case study, we spent 10 person-days. The effort includes
applying the approach, performing the analyses, and interpreting the results. If the
process enactmentdata had previously been collected or the process history data
could automatically be extracted by a query from issue tracking tool, spent effort
for this case study could have been lower than now. In other words, the most
important reason of high spent effort is that we have collected process
enactmentdata by entering each of 425 defects in tool and recording the history
data to Excel sheet. The complete set of Weka outputs are provided in Appendix-
E.

4.2.3 Results Comparison for Case Study 2 (Project-2)

According to Table 4.11, the characteristics of clusters can be described as follow
in terms of process attribute patterns;

e Cluster 0 predominantly includes the metrics of process executions through
which status changed as “Resolved” by test specialist activity is implemented,
and developer performs hisrole. But, adding explanation to defect, defect
rejection and not tried again activities are not implemented.Requesting more
feedback activity is seen in the 13% some of the executions.

o Cluster 1 predominantly includes the metrics of process executions through
which defect rejection is implemented, and developer performs his role. But,
adding explanation to defect, requesting more feedback, defect resolution, not
tried again activities, status changed as “Resolved” by test specialist are
predominantly not implemented.

o Cluster 2 predominantly includes the metrics of process executions through
which requesting more feedback and status changed as “Resolved” by test

specialist activities are implemented, and developer performs his role. But,
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adding explanation to defect, defect rejection and not tried again activities are
not implemented.

o Cluster 3 predominantly includes the metrics of process executions through
which defect resolution activity are implemented, and developer performs his
role except 25% executions.

o Cluster 4 predominantly includes the metrics of process executions through
which requesting more feedback and status changed as “Resolved” by test
specialist activities are implemented, and developer performs his role. But,

adding explanation to defect activity is implemented in 18% of executions.

We observed that generally the analysis results of clustered data sets with process
enactmentare more accurate than data set without process enactmentshown in
Table 4.12. However, we can not say the same thing for cluster 4. Although it has
the highest number of data points, its performance values are lower than the

analysis without process enactment data.

Table 4.12 Results Comparison for Case Study 2

Number
of Root
instances Correctly |Incorrectly Mean mean Relative
(data Classified | Classified |Kappa |absolute [squared | absolute
points) Data set | Method Instances | Instances | statistic | error error error
Decision
Cluster 0 | Table 95,04% 4,96% 85,03% |8,92% 15,71% [69,02%
([\;\7itt?1 Bayesnet | 96,69% 3,31% 90,35% |1,18% 10,37% [9,10%
121 Simple
E rocess || ogistic |95,87% | 4,13% 87,71% | 5,90% 12,46% | 45,62%
nactme
nt)
J48 94,21% 5,79% 82,01% |2,96% 13,04% [22,88%
Decision
Cluster 1 | Table 88,46% 11,54% 0,00% 11,35% 20,26% |99,55%
([\;\7itt?1 Bayesnet | 96,15% 3,85% 78,33% |1,93% 11,53% [16,95%
26 Simple
Process | oqistic |96,15% | 3,85% 78,33% |5,67% 13,07% | 49,77%
Enactme
nt)
J48 88,46% 11,54% 0,00% 5,20% 18,98% [45,58%
Decision
Cluster 2 | Table 92,66% 7,34% 80,78% | 11,99% 19,54% [91,13%
('3\2‘;1 Bayesnet | 91,74% 8,26% 79,28% |2,98% 15,78% [22,61%
109 ProceSS SIm'pIe' 0, 0, [0) 0 0 0,
Logistic | 90,83% 9,17% 74,16% | 3,59% 14,54% [27,27%
Enactme
nt)
J48 93,58% 6,42% 82,82% |3,29% 13,42% [25,01%
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Decision
Cluster 3 | Table 87,50% 12,50% 66,84% |13,07% [21,61% |81,67%
('\3,\7_:?1 Bayesnet [93,75% | 6,25% 83,42% |3,24% 15,70% |20,27%
I -
32 SimpleLo
E"°°f55 gistic 81,25% 18,75% 53,62% [6,62% 23,53% [41,39%
nactme
nt)
J48 78,13%  [21,88% 47,66% |8,30% 24,48% |51,86%
Decision
Cluster 4 | Table 7518% |24,82% 52,97% |14,22% [24,42% |77,89%
([\:\?'tti Bayesnet |72,26% | 27,74% 48,45% |10,13% |27,61% |[5547%
137 ! SimpleLo
E:;Zf;z gistic 70,80%  [29,20% 43,91% |12,42% |27,70% |68,03%
nt)
J48 70,80%  [29,20% 41,36% |14,13% [26,98% |77,38%
Decision
Data |Table 88,47% 11,53% 83,26% [10,52% 18,92% |46,34%
405 ;Vithout Bayesnet | 88,94% 11,06% 84,00% |4,02% 18,36% |17,71%
rocess | SimpleLo
Enacttme gistic 88,24% 11,76% 82,70% |4,64% 17,95% |20,42%
n
J48 88,94% 11,06% 83,03% [4,80% 16,66% |21,12%

The average of correctly classified intances values of the methods applied to
cluster 0 data is 95,45%. On the other hand the average of correctly classified
intances values of the methods applied to data without process enactment is
88,65%. The correctly classified rate is 6,08% higher in cluster 0 than the result of
the data set that do not include process enactment. The average of root mean
squared error values of the methods applied to cluster O data is 12,90%. On the
other hand the average of root mean squared error values of the methods applied
to data without process enactment is 17,97%. The correctly classified rate is
5,08% lower in cluster 0 than the result of the data set that do not include process

enactment.

The average of correctly classified intances values of the methods applied to
cluster 1 data is 92,31%. The correctly classified rate is 3,66% higher in cluster 1
than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 1 data is
15,96%. The correctly classified rate is 2,01% lower in cluster 1 than the result of

the data set that do not include process enactment.

The average of correctly classified intances values of the methods applied to

cluster 2 data is 92,20%. The correctly classified rate is 3,56% higher in cluster
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2than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 2 data is
15,82%. The correctly classified rate is 2,15% lower in cluster 2 than the result of
the data set that do not include process enactment.

The average of correctly classified intances values of the methods applied to
cluster 3 data is 85,16%. The correctly classified rate is 3,49% lower in cluster 3
than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 3 data is
21,33%. The correctly classified rate is 3,36% higher in cluster 3 than the result of
the data set that do not include process enactment. We could not obtain promising
results from this cluster. To investigate the reason of this we reviewed data and
observed that the cluster noise based on between process attibute patterns and
defect open duration metric are high in cluster 3, although the number of data

points is low.

The average of correctly classified intances values of the methods applied to
cluster 4 data is 72,26%. The correctly classified rate is 16,39% lower in cluster 4
than the result of the data set that do not include process enactment. The average
of root mean squared error values of the methods applied to cluster 4 data is
26,68%. The correctly classified rate is 8,71% higher in cluster 4 than the result of
the data set that do not include process enactment. We could not obtain promising
results from this cluster. To investigate the reason of this we reviewed data and
observed that the cluster noise based on between process attibute patterns and
defect open duration metric are high in cluster 4.
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CHAPTER S5

CONCLUSION AND FUTURE WORK

Defect data gives information related to the software quality. The accessibility to
defect data is easy in most cases, since a detailed view of detected defect is
recorded to issue tracking tools and all thedata is stored from the initiation of the
project to the end of maintenance phase. When the defect data is analyzed by
researchers, the understanding of the product environment and process execution

is provided.

Quality models such as CMMI enforces in Level 5 that defect prevention is vital
for mature process and product. When the cost effectiveness is considered,
achieving defect prevention for emergent enterprises is as beneficial as for the
institutional ones. One of the activities used for defect prevention is defect data
analysis or defect prediction. In order to point out the usable techniques for the
understanding of product defectiveness and the factors that have impact on it, we
applied various statistical and machine learning analysis methods to our data in
our first study. By doing this, we collected defect related and product related
metrics in different data sets. At the end, we presented our inferences in three
categories based on their confidence [2].

We aimed to understand the effect of process enactment on product defectiveness
prediction. After literature search, we decided to use machine learning algorithms
for prediction, since these algorithms are suitable for recognizing the patterns in

process enactment data. In this context, we performed case studies by using two
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different software projects. Before conducting case studies, we needed a method
in order to systematically plan and analyze case studies.Therefore, we developed a
method shown in Figure 3.1. By this method, we achieved the collection of

process enactment data, data preprocessing and machine learning analysis.

The method applied in this thesisuses GQM, MUQ, PER, PSM, clustering and
classification approaches. Goal-Question-Metric was used to determine the
metrics that should be collected. Metric Usability Questionnaires were used to
determine usable metrics data. Process Execution Record and Process Similarity
Matrix were used to capture process traces and collect process enactment data.
Attribute discretization and data reduction were performed in data cleaning and

preprocessing phase of the case studies.

To validate the method, we performed four case studies which are conducted on
the data of completed two software projects in a small company. In the first case
study (case study-1A), product size metrics and defect related metrics data of
Project-1 was classified with machine learning approaches. In second case study
(case study-1B), same metrics in Project-1 were combined with defect
management process enactment attributes and machine learning approaches were
repeated. After case-study-1, we observed that the performance values of
prediction models with process enactment data are better than the ones without
process enactment data. The implementation of case study-1 was repeated with the
data of Project-2 in case study-2. We observed similar results in case study 2 with
case study 1 except a roughness. The roughness is that two of the clustered data
sets with process enactment data gave lower performance values than the analysis

results of the data set without process enactment data.

Defect open duration metric was the classifier for all case studies. In other words,
it was identified as dependent variable for prediction models. Clustering was
applied only in case study 1B and 2B. Clustered defect data was split to separate

data sets.

In case study 1 (when compared case studies 1A and 1B) we observed that the
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data clustered according to process enactmentpatterns gives approximately3%
more accurate results when the cluster has a low number of noisy process patterns
(low number of pattern difference) and has sufficient data points to apply machine
learning methods. The correctly classified instance values that are the
performance evaluation value in machine learning approachesare ranging from -
10 to 17%.

In case study 2 (when compared case studies 2A and 2B) we observed that the
data clustered according to process enactment patterns gives 3% more
accurateresults in terms of defect open duration metric (ranging from -7% to 8%)
when the cluster has a low number of noisy process patterns.The cause of this
high noise is implementation of different activities during process execution.
Since the project-2 data is so old that the development processes applied might
have not been stablein organization in these days. To decrease the noise several

more clustering operations can be performed.

Another reason of the inconsistent result in case study-2 is that the data used for
case study-2 might be retrospective, although the project in case study 1 is a
newly completed one. This circumstance causes to collect unreliable data
especially for process enactment in case study 2. The MUQs were filled via
interviews with current data providers. However,since the providers of data have
changed for Project-2 (most of the staffproviding data for the project does not
work in the company anymore), theanswers to the questions in MUQ might not
have reflected the realsituation for already stored data. Therefore a new part
questioning thecharacteristics of the providers of data under evaluation might be
good toadd to the MUQ.

While conducting case studies, we paid attention to take help from process experts
by interviewing. But since several personnel of Project-2 were not working for the
company anymore, we had to fill PER with the experts who knew only the second
half of the development phase.On the other hand, for Project-1 we could easily
collect data by using suggested assets.
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We can say that GQM provides a systematic way to determine the data that will
be collected and the analysis methods. MUQ provides to obtain more accurate
results by using more accurate data. PER and PSM provides to collect process
enactment attributes. Especially the newly proposed usage ways for these assets
provides more practical solutions to collect process enactment data.Aside from
interviewing approach to fill PER, the usage of the historical process data in issue
tracking tool was advantageous to fill PSM during or after process executions.
Multilayer Perceptron and Bayesian Networks methods gave more accurate results

than the other applied machine learning techniques in this study.

In conclusion, multiple case study implementations showed us that our method
can be used if we access reliable PER data in emergent organizations. Our first
question was“Is process enactmentdata beneficial for defect prediction?”. To
answer this, we assessed case study 1 and case study 2 results and the answer is
yes. Thesecond question was “How can we use process enactmentdata?”. For this
question we applied several assets called PER, PSM [16] and clustering in Weka.
The third question was “Which approaches or analysis methods can our method

support?”,and we explained the approaches applied in Section 3 in detail.

When we think of cost of quality [70], performing defect prediction approach
costs 10 person-days for a project that shows similar features with the project of
the case study 1B that has 296 defects detected. After applying the generated
prediction models in new projects, we can calculate the decrease in defect
management costs. Therefore, our proposed methodcan support and might be

beneficial for the quality system of the organization.

We suggest using process enactmentpatterns for defect prediction operation and
also we recommend methods to extract process enactmentdata. In other words,
regardless of the analysis method applied, defect and product data must be tracked
and assessed with its context to understand the product quality and process
performance in turn.Since machine learning is a pattern oriented domain area,
process enactmentdata is very convenient for pattern recognition.However, more

studies should be performed for more evidence as a future work. Besides, we
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suggest coding a script to automatically extract historical process data from issue
tracking tool, since manual collection of process enactment data for each defect

management execution is costly.

The prediction model of defect open duration generated with the proposed way
provides a basis for the estimation of the open period of a defectthat has been
detected in software. If the distribution of the defects isdisplayed, the trend of
open duration for detected defects can beestimated within a project. However, this

assumption is not verified inthis thesis and might be subject to future work.

The factors that have impact on software product defectiveness can be considered
in two categories:Environmental factors and internal process execution. The
process enactmentdata which we have gathered for this study contains only inner
processes. However, there are some outer factors, such as environmental impacts
like personnel skills that affect the results. These outer process factors can be
investigated and different collection methods might be discovered for the data.
Additionally one more idea for future work is using of classification results to
improve processes in organization. By observing the process patterns which give
lower open duration values in PSM, organizational processes can be updated

according to realized process attributes patterns that show better performance.
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A

APPENDICES

CASE STUDY PLAN

Table A.1 Tasks of Study

Design of Study

Purpose

Preparation of GQM tree

Define goals, metrics and statistical analysis

methods.

Data collection from tools

Defect density and other factors data will be

available to start analysis.

Data verification

Verify data before using for analysis and to
decide on applicability for our analysis,
Metric Usability Questionnaire Forms are
filled for each basic and derived metrics. (A
Sample Form given in Attachment-1)

Process data collection

Obtain Process Data. PER (Process Execution
Report), PSM (Process Similarity Matrix) will

be used.

Conduct interviews with

domain experts

Obtain Process Data. PER and PSM will be

used.

Data Analysis

Statistical and Machine Learning data
analysis methods will be applied to data after

data cleaning.

Presentation Preparation,

Reporting

Analysis results will be documented.
Observed interesting patterns will be shared,

suggestions will be discussed.
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Table A.2 Study Calendar

Tasks Start Date Finish Date |Duration
Preparation of GQM tree 14.03.2012 31.03.2012 |17 days
Data collection from tools 14.03.2012 29.03.2012 |17 days
Data verification 30.03.2012 31.03.2012 |2 days
Process data collection 01.04.2012 15.04.2012 |14 days
Conduct interviews with
domain experts 01.04.2012 15.04.2012 |14 days
Data Analysis 16.04.2012 30.04.2012 |14 days
Presentation Preparation, Make
Corrections according to
Review Items, Reporting 01.05.2012 28.05.2012 |27 days
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B.

Metric Name: Sourcs component

DETAILS OF CASE STUDY 1A

Attributes Answers Rating | Expected Answers
Indicators
Measure |dentity N
Q1 |Which entity doss the measure measure? Product
02 |Which attribute of the entity doss the mezsure mezsur? Defiective components of product
Q3 |What is the scale of the measurement data? (nominal, ordinal, interval, ratio, absoluts) Nominal Riatio, Abzolute
Q4 |What is the unit of the maszurement dats? Not applicable
QF  |What is the type of the mezsurement data? {integer, real, stc) Text
0F  |What is the rangs of the measurement data? Five component types
Data Existence F
Q7 |Is meazurement data existent? ‘ez
Q8 |What is the amount of overall ohegrvations? Pl A |Availsble = 20
05 |What is the amount of missing dats points? 0
Q10 |Are data points miszing in periods? (I yes, please state obsarvation numbers for missing periods) 0
Q11 |ls measursment data time sequencad? I no, pleass state how mezsurement dats is sequenced) ez
Data Verifiability F
Q12 |When iz massurement data recorded in the procees? (3t star, middle, end, later, 2te) At start
213 |Is 3l mezsurzment data recorded at the same place in the process? (3t start, middle, end, lster, ste ) Yes v |Yes
Q14 |Who iz responsible for recording measurzment data? Test Specilist
Q18 |Is 2l mezsurzment data racorded by the responsible body? ez v |'Yfes
Q18 |How is messursment dats recorded? (on 3 form, report, tool, 2to) Tool
Q17 |Is 30l mezsurzment data recorded the same way? {on 3 form, report, tool, te) ez 1 |Yes
(218 |Whers is mezsurzment data stored? [in a file, databass ste) The tools databaze
Q18 |Is 2l mezsurzment data storsd in the same place? (in 3 file, databass, stc) ez v |'Yfes
Data Dependability F
Q20 |What is the freguency of genarating measuremant data? [3synchronousty, daity, weskly, monthly, stc) Asynchronoushy
Q21 |What is the freguency of racording mezsurement data? [asynchronously, daily, weskly, monthly, ste) Synchronoushy
072 |What is the freguency of storing messurement data? (asynchronously, daily, weskly, monthly, stc.) Synchronoushy
023 |Are the frequencies for data gensration, reconding, and storing different? No + Mo
024 Iz measurement data recorded pracizshy? ez v |'Yfes
Q25 |ls massurzmant dats collected for 3 specific purpose? No v |Yes
Q2 |= the purpose of measurement data collection known by process performers? No +|Yes
Q27 |ls messuremznt data analyzed and reported? No fes
Q28 |ls measursment data anahysis results communicated to process performerns? No fes
Q29 |Is measurement data analysis results communicated to management? No ‘fes
Q30 |l= mazsuremant dats anahysis results used 35 3 basis for decizion making? No ez
Data Normalizahility
[ 031 [Can measursment data be normalized by parameters or measures? (If yes, please specify them) No
Data Integrability
Q32 |Is measurement data integrable at project level? No
Q33 |ls massuremant data intzgrable 3t organzation level? No

Figure B.1 MUQ for “Source component” Basic Metric of Project-1
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Metric Name: Craated date

Attributes Answers Rating E.:pmed Answers
Indicators
Messure ldentity N
Q1 |Which entity doss the measure measure? Prozess
Q2 |Which stiribute of the entity dogs the measure measure’ [The date of the defect record
Q3  [What s the scale of the measurement data? {nominal, ondinal, interval, ratio, absolute) Norinal Hatio, Absolute
Q4 |What = the uni of the messurement data? [Time (3d.mm.yy b mm)
QF  |What i the type of the mezsurement data? (mizger, real 2t [z
0F | What i the range of the measurement data’ 09.00.0000 00:00
Data Existence F
Q7 |Is messurement data existent? A
Q8 |What is the amount of overall observations? = o |Available > 20
03 |What is the amount of missing data points?
010 [Ae data points masing in perioda? (I yes, plsss state shasryation numbrs for matsing penads
Q11 |15 messurement data tme seguencad? (f no, please stle how measwrement dats s squenced) e
Data Varifiablity F
Q12  [When is measurement data recorded in the process? (at start, middle, end, later, eto) Al start
Q13 |5 3 measurement daia recordsd 3t the same place in the process? (3t siarl, middie end, later, ste)  |Yes | |Yes
Q14 |Wha i responsible for reconding measurement data? [Test Specilist
Q15 |16 all maasurement data recorded by the responsible body? Vi 4 |Yes
018 | How is measurement data resorded? (on & form, report, toal, ele.) Teal
Q17 |Is 3 measurement data recordsd the same way? (on a fom, report, ool i) ez Vo |Yes
Q18 _|Where s measurement dala stored? (n a i database, elc) [The foos database
018 |Is all measurement data stored in the same place? (in a fia, database. atc) Vs i |Yes
Data Dependability P
Q3 |What = the frequency of genersting measurement dats? (asynchronously, daily, weskly, monthly, efc)  |Asynchrongusly
071 |Whats the frequency of recording measwement dala? (asynchionously, daily, weekly, monthly, eto) | Synchionously
Q22 |What i the irsguency of storing measuremanl data? (asynchionously, daily, weskly, monthly, ets.) | Synchronously
Q2 |Are the frequencies for data generation, recording, and stonng different? Ne V ke
Q24 |Is measuremant data recorded precisaly? Vs 4 |Yes
02 |ls measurement data collected for 3 Specific purpose? No ]
|02 |l the purpose of measwement data colection known by process peromers? [ | |Yes
Q17 |Is measurement data anafyzed and reported? Ne Va5
028  |Is measurement data analysis results communicated to process performars? e Yes
Q2 |ls measurement data nalysis resuls communicaled 1o management? [ es
030 _|ls messurement data analysis resilts used as a basis for decision making? N Yaz
Data Normalizability
|03 |Can measurement data be normalzed by parameters of measures’ [If yes, please spesify them) N
Data Integrability
Q3 [Is meszurement gata ntegrable at project level? [
031 |ls measurement data integrable at organization laval? o

Figure B.2 MUQ for “Created Date” Basic Metric of Project-1
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Metric Name: Closed date

AMtributes Angwers Rating |Expected Ansiiers
|Ir-:| icatons
Measure |dentity N
Q1 |Which entity doas the measure measure? Frodeds
Q2 [Which attribute of the entity does the measure measure? Closed date of the defiect record
Q31 [What is the scale of the measurement data? (nominal, ondinal, iterval, ratio, abiclute) Nariinal Ritia, Absolute
Q4 |What is the unit of the measurement data? Tirrvé (dd.mm. yy hh:mm
Q5 [What is the type of the méasurement data? (integer, real, #2.) Date
08 [What is the range of the measuremant data? (00,00.0000 00:00
Data Existence F
Q7 |ls measuremant data existent? Yes
QB [What is the amount of ovarall ohsarvations? z Available » 20
Q5 [What is the amount of missing data points?
Q10 [Are data poifts missing in pariods? [If yes, please state chaervation numbers fof missing penods
Q11 |[ls measuremant data timé sequanced? (If no, please state how maasuremant dath is saquenced Yai
Data Verifiability F
Q12 [When is measurement data redorded in the process? (at stan, middie, end, later, ato) Latet
Q13 |ls al measurement data recorded at the same place in th process? (at start, middle, &nd, bt al) | Yes Yes
Q14 |Who is responsible for recording measuremant data? Froject Manager
Q15 |5 al measurement data recorded by the responsible body? Yes Yes
Q18 [How is measurement data redorded? on a form, repart, tool, &t Taol
QT |ls al measurement data recorded the same way? (on  form, report, todl, eta) A Yes
Q1E |Where is measurement data stored? (in a file, database, o) Thi todl's database
Q19 |Is al measurement data stored in the same place? (in a file, database, ato) Yas Yes
Data Dependability P
Q20 [What is the frequency of genéfating measurement dita? (asynchronously, daily, wedkly, monthly, atc.) | Asynchranously
Q21 [What is the frequency of recording measurement data? (ssynchronously, daily, weekly, monthly, ate.) |Asynohanously
22 |What is the frequency of storng measurement data? (asynchronously, daiy, weekly, monthly, eto Synchrondusly
Q21 |[Are the frequancies for data gensration, recording, and storing different? Ne No
Q24  |ls measuremant dath recorded precisely? Y Yes
Q25 |ls measurement data collected for a specifia purpode? Ne Yes
Q28 |ls the purposa of measuremaent data collsction known by process parformars? Ne Yes
Q27 |ls measurement data anatyzed and reported? Ne Yes
Q28 |ls measurerent dath analysis results communicated to process performers? Ne Yes
Q29 |ls measuremant dath analysis results communioated 1o management? No Ys
Q30 |ls measurement dath anatysis resuilts used a8 a bagis for decmion making? Ne Yes
Data Normalizability
|C]‘ Can maasurement dita be normalzed by paramatins of measures? (If yes, pleass specify them Ne
Data Integrability
Q1 |ls measurerent data integrable at prowct level? Ne
Q11 |ls measuremant data inegrable at organization level? Ne

Figure B.3 MUQ for “Closed Date” Basic Metric of Project-1
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Metric Name: Test type

Attributes Answers Rating | Expected Answers
[Indicators

Measure Identity N
Q1 | Which entity doss the measure measure? Process
(2 |Which attribute of the entity does the measure measure? Diefect detection rate of different test activiies

Qi

What iz the scake of the measurement data? (nomingl, ordingl, interval, ratio, absolute)

Nominal

4

What iz the unit of the mezsuremant dats?

Not applicable

Q5 |What iz the type of the maasurement data? [integer, real, &tc.) Text
(9 |What is the range of the measurement dats? T test activity types
Data Existence F
Q7 |ls mezsurement data existent? ez
(8 |What iz the amount of overal obszrvations? il |
(5 |What iz the amaunt of missing data paints? 0
(10| Ar data points mizsing in periods? (|f yes, please state observation numbers for missing periods) |0
2111z mezsurement data time s=quenced? [If no, please state how measurement dafa is sequenced) (Ve

Data Verifi

ablity

(12| When ts mezsurement data recorded in the process? (3t start, middle, end, later, stc.) At start

Q13)Is 3ll measurement data recorded at the same place in the process? (at stat, middle, end, later, sfc.)|Ves |
Q14| Wha i responsible for recording measurement data? Test Specizlist

(215 I= all measurzment data reconded by the respansible body? ez u
(18| How is measurement data recorded? (on & form, repart, tool, stz.) Toal

Q17)Is all measurement data recorded the same way? (on 3 form, repart, tool, ete) ez |
(18| Where is measurement data stord? (in 2 file, database, ete.) The toal's database

(2185 all measursment data stored in the same place? (in a file, database, eto) ez u

Data

=
"

ndability

(20| What iz the frequency of generating measurement data? (asynchroncusly, daily, weekly, monthly, | Asynchronously

(21| What is the frequency of reconding measurement data? (asynchronously, daily, weekly, monthly, | Synchronously

(222|What iz the frequency of storing measursment data? (zsynchronousty, daily, weekly, monthly, &te.) | Synchronously

(123 Are the frequencies for dats generation, recording, and storing dif farent? N A
(124)Iz mezsurement data recorded precizely? ez A
(25| |5 mezsurement data collected for 3 specific purposs? No |
(2| s the purpose of mezsurement data collzotion known by process performers? No \

]

|3 measurement data analyzed and reported?

No

e
L

|5 mezsurement data anafysis results communicated to process performers?

No

[P

|5 mezsurement data anafysis results communicated to management?

No

Qi

I3 measurement data analysis results used 35 3 basis for decizion making?

No

Data Normalizability

|-T.-3' |Car mezsurement data be normalzed by parameters or measures? (|f yes, please specify them)

No

Data Integ

rability

Q2
2

|5 mezsurement data integrable at project level?

ez

Q1

|3 meazurament data intzgrable at onganization level?

ez

Figure B.4 MUQ for “Test Type” Basic Metric of Project-1
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Metric Name: Product version

Htributes Answers Rating Expected Answers
Indicators
Mezsure |dentity 1
Q1 |What is the meazurs formula? (please refer to relzted basic mefs) Process
Q2 |Which atirigute of the enfity doss the mezsure meszure? Fraquency of product development updates
03 [Whatis the scake of the messurement dats? (nominal, ordinal, mterval, ratio, sbsolute) Nominal Ratio, Absolitz
Q4 |What iz the unit of the maaswrement data? Nat appizable
Q3 |What iz the type of the measurement data? (integer, real. ofc.) Text [y
QF | What is the rangz of the measurement dats? 001208
Data Existence F
Q7 |ls measwrement data enstent? ez
QF |What is the amount of overal abservations? & o |Avaiable > 2
Q3 | What is the amount of missing data points? 0
Q10 |Are data points missing in panads? (If yes, pleass state observation numbers for mising panods)
Q11 |Is measurement data tme sequenced? (If no, please stife how measwement data 1 sequenced) Yes
Data Verifiability F
Q12 | Whan te maasurarient data recarded in the process” (31 start, madle, end, later, ate ) Al start
(213 {19 all measurement data recorded at the same place i the process? (at start, middle. end. iter etz Yih v Ve
Q14 |Wha s responsde for recordg measarement data’ [Tast Specalt
Q18 {13 ol measurerant data recorded by the responsitie body? Yid v |Ye
Q1% [Fow 1 maasurement data recarded (on  form, epor, tal, aic) [T
Q17 [1s all measurement daia recorded the same way? (on a form, repar, toel, aic) Y v |Yes
Q1F |Wharh 1§ massurament Gaa siored? (n  fi, Golabase, ot [The too's daiatase
Q15 1s all measurement data slored in the same plack? (in a fis, database, o) Yas v Ve
Data Dependability P
Q20 Wnat is the frequency of generating measurement data” (asynchionously, dady, weekly, monthly, ete,)  |Asynchonously
Q21 |What s the frequancy of recaring measurement data? (asynchronously, daly, weskly, manthly, els,) | Synchronously
022 |What is the frequency of siormg messurement daia? (ssynchranously, dally, weekly, manidly, etz Synchronously
Q23 |Are the frequencies for data peneration, recording, and sioring different? Mo 1 |Ne
Q24 |Iz measurement dats recorded precisely? Yes v |Yes
(2% |Is measywrement data calected for 3 specific purpase? Yes v |Yes
(129 |l the purpose of measurement dats collection knawn by process performers? ez v |Ves
Q27 |Iz measwrement dats anafyzed and reparted? No Yes
(25 |Is measwement data analyss results communicated to process performens? No ez
(123 ||z measwrement dats anafysis resyits communicatad to management? Mo Yez
Q30 ||z measwement dats analysis resufts used 2= 3 basis for decision makng? No Ve
Data Nomalizzhility
|31 |Can messuwement data be nomalzed by parameters or messures? (I yes, please specify them) Na
Dztz Integrability
Q32 || meazwement data misgrable at progst evel? Mo
(233 ||z messwremant dats mizgradle 3t oganization leval? Mo

Figure B.5 MUQ for “Product Version” Basic Metric of Project-1
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Metric Name: Product 5LOC

Attributes Answers Rating (Expected Answers
[Indicators
MWeasure Identity N
Q1 |Which enitty dogs the measure measure? Froduct
Q2 |Which attributz of the entity doss the measure masurs? Size of the product version
Q1 |What is the scale of the measwement dita? (nominal, ordinal, interval, ratio, absolie) Absolute Ratio, Absolute
04 [ Whatis the unt of the measwrement data? LOC, KLOC
Q5 |What iz the type of the measwrement data? (misger, real, ate ) Intzger
QF | What is the range of the measurement data? [B465 22425]
Oata Existence F
Q7 |ls measuwement data existent? No (collected manually)
Q8 |What is the amaount of overal chservations? il + |Available > 20
Q3 |What is the armount of missing data poinis? 0
Q10 |Are data points mizzing in peniods? (If yes, plasse state observaton numbers for mising penods) 0
Q11 |ls measurement data fime saquenced? (If no, please stats how measurement data & sequenced) A
Data Verifiability i
Q12 |When is measurement data recaeded in the process? (3t stant, middis, end, later, 2tz Manthhy
Q13 |ls all meazuremant data reconded 3t the same place in the process? (3t start, middie, end later, etc)  [Yes 1 [Yfes
Q14 [Whe is responsibia for recordng maasuremant data” Froject Manager
Q15 |l= all measurement data recorded by the respansie body? g v |Ves
Q18 |How is measurement data recorded? (on a form, report, tool, etc.) Report
QI7  [Is all maasurement data recorded the sama way? (on a form, repert, tool, ale.) a3 v |Yes
Q18 |Where s measuement data stored? (in 3 file, database, elc) ool
Q13 |ls all measursment data stored i the same place? (in 3 file, datsdase, efe) ‘ez v |Ves
Data Dependability P
TTam [Whats the frequency of peneraiing measurement data? (asynchronously, daily, weskdy, monthly, etz)  |Asynchronously
Q21 |What is the frequency of recanding méasurement data’ (asynchrnously, daily, weakdy, manthly, ete) | Manthly
G2 [Wnats e frequency of stonng measurement data’ (asynchronously, dally, weekly, manthly, etz Synehronously
Q23 |Are the frequencies for dats generation, recondng, and storing different? No 1 |Me
Q24 _|Is measurement data recorded precisely? igs | |Ves
@30 |5 measurement data collesied for 3 specific purpose? Yes v |Yes
028 |l= the purpaze of measurment data collzction kmown by process performens? ez 1 |Yes
Q27 |ls measurement data anahyzed and reported? ‘s s
Q28 [ls measurement data analyses results communizated o prosess parformens? i) Yes
025 |ls measwement data analyss results communizaisd to management? ‘es ez
Q30 |ls measyremant data anahysis results used 35 a basis for decisin making? ‘as es
Data Normalizability
@31 |Can measwament data be normaizad by parameters or messures? (1 yes, please sgacify then) Yes (KLOC)
Data Integrability
Q32 |15 measurement data integrable it proct Wval? Y
Q33 |ls measwement data integrable 3t organization kvel? ez

Figure B.6 MUQ for “Product SLOC” Basic Metric of Project-1
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Metric Name: Product complesaty

Atributes Angwers Rating |Expected Answers
[Indicstors
Measure Identity ]
Q1 [Which entity doss the measure mazsure? Product
Q2 [Which attributz of the entity doss the measure massure? Complexity of the product version
Q3 |What iz the scale of the meazurement data? (roming, ordinal, mtzrval, ratio, absolutz) Absolute Ratio, Absalutz
Q4 |What iz the unit of the measurzment data? Number of decizion nodes in software
Q5 [What iz the type of the measurament data? mizger, real, ate) Intagar
Q3 [What iz the range of the measurament dats? 0.]
Data Existence F
Q7 |ls measurement dafa existent? No (collected manually)
Q8 |What is the amaount of overal cbservations? i o |Availabie > 20
Q3 [What is the amount of missing data paints? 0
Q10 [Are data pomis missing in penads? (If yes, plaase state observaton numbers for masing penods) 0
Q11 [Is measuremaent data time sequenced? (If no, please state how messurement data i sequenced) A
Data Verifiability F
Q12 [When ts measurement data recorded in the process” (at start, midde, end, later ete) Never
Q13 |ls all measurement dala recorded at the same place in the process? (at start, middhe, end, latwr ate)  [No v |
Q14 |Who it responsible for recordng measurement data’? Na oné
Q15 [1n all measurement da1a resorded by the responstie body? Ne v |Ye
Q18 | Wow is measurarmant data recorded? (on a form, repert, tool, eic) Ne
Q17 [1n all measurermant dat recorsed the Jame way”? (on 3 form, nepor, 100, atg) Ne v e
Q18 | Where is measurement data stored? (in 8 Fis, database, ate.) Ne
Q1 _ | all measurernent data stored i the same pace? [ file, datasase, aic ) Ne v |Ye
Tat Dependabily ;
Q20 |What is the frequency of generating measurement data? (asynchronously, daily, weeidy, monthly, eiz)  |Asynchronously
1021 | Whatis the frequency of recording measurement data’ (asynchiceously, dally, weskly, monthly, #te) | Synchvonously
Q22 |Whatis the frequency of storng measwement data? (asynchvansusly, daily, weekly, monthly, et)  [Synchisnausly
G5 A e frequencies for data generation, recording, and storing different? Yes { (Mo
024 (Is measurement data reconded precisely? No T [Yes
Q25 |ls measwement data collected for 3 specific purpose? No v |Yes
Q2 (|5 the purpose of measurement data collection known by process performers? No 1 [Yes
Q27 (ls measwement data analyzd and reported? No ez
Q28 |Is measwement data analysis results communicaied o process performers? No Yes
Q35 (ls measwement data analyzis results communizated to management? No Yes
030 |lz measwement data analyss results used a3 2 basis for decizon making? No ez
Data Normalizability
|231 |Can messwrmant data be nommalzed by parameters or measuwes? [ yes, please speify them) No
Data Integrability
Q32 |ls measurement data integradle =t project leve? ‘ez
Q33 (ls maaswr=ment 42tz integrable 2t organzation evel? ‘ez

Figure B.7 MUQ for “Product Complexity” Basic Metric of Project-1
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Metric Name: Reproducibiity

Attributes Ansivers Rating Expected Answers
Lingicaters
Measure Identity N
Q1 [ Which entity does the measure measure? Provess
Q2 [ Which attribute of the entity does the measure measure? Repeatablity status of detected defacts
Q3 | What s the scale of the measurement data? (nominal, ordinal, interval, ratio, absolute) Nominal Ratio, Absokte
Q4 |What s the unit of the measurement data? Not applicable
Q5 _[Whatis the type of the messurement data? (inteqer. real. e Text
0 |What s the range of the measurement dats? Thiee status types
Data Existence F
Q7 |ls messurement data existent? Yes
Q8 | What s the amount of overall observations? 2% \ |Avalable > 20
Q3 [ What is the amount of missing data points? 0
Q10 |Are data points missing in penods? (If yes. please state observation numbers for missing penods) |0
Q11 {15 measurement data time sequenced? (If no. please state how measurement data s sequenced) | Yes
Data Verifiability F
Q12 |When is measurement data recorded in the process? (at start, middle, end, later, ete) At stan
Q13 |15 af measurement data recordzd at the same place in the process? (3t start, middie, end, later, eto) [Yes v |Yes
Q14 |Wha is responsiblz for recording measurement data? Test Specialist
Q15 |15 3! measwrement datz recordad by the responsible body? Yes v |Yes
Q16 [How iz measurement data recorded? (on 2 form, report, toal, etc) Tool
Q17 |Is af measurement data recordzd the same way? (on 3 form, report, tool, ete.) Yes v |Yes
Q18 |Where is messurement data stored? (in a iz, database, ete) The 100z database
Q19 |15 3l messurement dats stored in the same place? (in 3 fie, database, ete) Yes v |Yes
Data Dependability P
Q20 |What is the frequency of generating messurement data? (asynchronously, daly, weekly, monthly,  |Asynchronously
Q21 |What is the frequency of tecording messurement data? (asynchronously, daly, weekly, monthly, | Syncheonously
Q22 |What is the fraquency of storing measursment data? (ssynchronously, daily, weekly, monthly, etc.) | Synchronously
Q23 [Are the frequencies fot data qeneration, recording, and storng ditferent? No v |No
Q24 |Is measurement data recorded pracisely? Yes v |Yes
Q25 |I5 measurement dats collected for 2 specific purpose? No \|Yes
Q24 |15 the purpose of measurement data collastion known by process perlormers? No y|Yes
Q27 ||s measutement data analyzed and reported? No \C
Q28 |15 measurement data analysis results communicated o prosess performers? No Yes
Q29 |I5 measurement data analysis results communicated 1o management? No Yes
Q0 |Is measurement data analysis rezults used a8 3 basie for decizion making? No Yes
Data Normalizability
Q31 [Can measurement data be nomalied by parameters or measures? (If yes, please spacify them) [N
Data Inteqrability
Q32 |5 measurement data integrabie at project level? Yot
Q33 |5 measurement data integrable at organization level? Yes

Figure B.8 MUQ for “Reproducibility” Basic Metric of Project-1
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Metric Name: Froject phase

Atributes Ansivers Rating |Expected Answers
Lindicaters
Measure Identity N
Q1 [ Which entity does the measure measure? Provess
Q2 [ Which attribute of the entity does the measure measure? Project phase of detected defects
Q3 |Whatis the scalk of the measurement data? (nominal, ordinal, interval, ratio, absolute) Nominal Ratio, Absokte
Q4 |What is the unit of the measurement data? Not sgpicable
Q5 |What is the type of the measutement data? (integer, real, elc.) Text
0 |What is the range of the measurement dats? Tio phase types
Data Existence F
Q7 |ls messurement data exstent? No
Q8 _[Whatis the amount of overal observations? Not agplicable v [Avaiable > 20
Q3 [ What s the amount of missing data points? %
Q10 |Are data points missing in perieds? (If yes, please state observation numbers for missing periods) 256
Q11 |l measurement data time sequenced? (1f no, please state how measurement data i sequenced) | Not applicable
Data Verifiability (After manual collection) F
012 |When is measurement data recorded in the process? (3t start, middle, end, later, ete.) Later
Q13 |13 3l measurement data recorded at the same place in the process? (3t start, midde, end, later, ete) | Later v |Yes
Q14 [Wna i3 responsibls for recording measurement data? Progct Manager
Q15 |15 3! measwrement datz recordzd by the responsible body? Yes v |Yes
Q18 [How iz measurement data recorded? (on 2 form, report, toal et ) On 3 form
Q17 |12 3l measurement data recorded the same way? (on 3 form, report, tool, ete) Yes v |Yes
Q13 |Where is messurement data stored? (in a e, databaze, ete) In3tie
Q19 |15 3l messurement data stored in the same place? (in 3 fie, database, ete) Yez v |Yes
Datz Dependability p
Q20 |What is the frequency of generating measurement data? (ssynchronously, daily, weekly, monthly, | Asynehronously
Q21 |What is the frequency of recording measurement data? (ssynchronously, daily, weekly, monthly,  |Asynshtonously
Q22 |Whatis the fraquency of storing measurement data? (asynchronously, daily, weekly, monthly, etc.) | Synchronously
Q23 [Are the frequencizs for data generation, recording, and storing different? Yes v |No
Q24 |1 messurement data recorded pracisely? No {|Yes
(25 |Is messurement data collected for 2 spacific purpose? No y|Yes
Q28 |15 the purpose of measurement data collestion known by prosess performers? No y|Yes
Q27 |ls messurement data analyzed and reported? No Yez
Q28 |ls measurement data analysis results communicated to process performats? No Yes
Q29 ||5 measurement data analysis rezults communicated 1o management? No Yes
Q%0 |15 measurement data analysis results used a8 3 basis for decision making? No Yes
Data Normalizability
Q31 |Can maasurament data be normalasd by parameters of measures? (f yes, pleass spacify them)  [No
Data Inteqrability
Q32 |Is measurement data integrable at project level? Yot
Q33 |15 measurement data integrabie at organzation leve!? Yes

Figure B.9 MUQ for “Project Phase” Basic Metric of Project-1
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Mtric Name: Remziing ooz durztlan
Aftributss ngiars Rizting (Expected Lnswsrs
| ks
Msasurs losntity N
21 (et b e mezsure T (plesse refer o retzied 2sk melricg) Cregied iz, chosed iz
07 (et b e scale of e measurement ozt (nomingl, ardlngl, enzl, rafl, 2s0kig) gzl Rzl Agsols
25 [t b e ik of e mezsurement Gt iz
4 [ b e fype of e messurement data? (ieger, real &) e
25 [t b e range ofhe mezsuremEnt dEtE? [-108]
Data Existanca F
Q6 [is mezsurement data dstenl? fes
Q7 [Whet ks e amount of overall cbsenaiions? e Aiallzke = 20
8 [t i e zmaunt of missing otz polnts?
09 [Are cztz paints missing I periods? (25, pleses 2izie cos2NENoN MUDETS f0r mising penods)
210 [is mezsunemant data Bme Sequanced? [0, please St Ao MEzsUremnt ot s saguencad) &
Data Vermairty F
211 [Fonw 15 e mazsure dzta calulate? [ tool, manszly, &2 ) Byatal
212 (i 2ll mezsunement deta calculated Wi e S22 W [0y 2 ool mancally, &) & \&3
213 (i 2ll mezsunement deta caleulated 2aconding 1 messure 7 &
214 [Wnene b5 mezsurement data storsd? (in2 e detzizse &) 12k \&3
215 [t 2l mezsurement deta stored It e £ame place? (112 Ml daihass &) &
Data Dapsndabirty P
216 (is mezsurement dzta stored precizely? & \E3
217 (is mezsurement data storsd for 2 soecie purposs? Y25 \E3
218 [i5 e purnse of mezsurement dzta callection indwn By rocess perfamens? Y25 \E3
219 {is mezsurement data anzlzed nd repaned? Mo \E3
020 [is mezsurement data anzlyels resuls communlczted o process perrmers? Mo \E3
02 (is mezsurement data anzlysls resuls communlozted b menagementt Mo \E3
027 (is mezsurement data analysls resuls Used 2 2 Desls Tor deckeion kg’ ] \E3
Dizta Hormeilzabilty
|Q?.5 |C.an mezsUremEnt iz e normzlizzd by paramelers or messursT (1 yes, plesse spect e ]
Dizta Integrabiity
Q24 [is mezsurement data Iniegrbie af project leel? &
Q25 [is mezsureement data Iniegrble af arganizztion legl? fes

Figure B.10 MUQ for “Defect Open Duration” Derived Metric of Project-1
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Figure B.12 Multilayer Perceptron Results of Case Study 1A
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Figure B.13 BayesNet Results of Case Study 1A
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Figure B.14 Logistic Results of Case Study 1A
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Figure B.15 J48 Results of Case Study 1A
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Figure C.1SimpleKMeans Clustering of Case Study 1B
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Figure C.3 Multilayer Perceptron Results of Case Study 1BCluster 0
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Figure C.5 Logistic Results of Case Study 1BCluster 0
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Figure C.8 Multilayer Perceptron Results of Case Study 1BCluster 1

111



Q¥sigor , N TR TR TS s

Praprocess‘ Classify ‘ Cluster | Associate | Select athibutes | ‘ﬂsuaﬁze‘
Classifer

l Choose l‘ﬂayesNet -D1-() weka, dassifiers.bayes.net. search.local K2 -- -P 1 -5 BAVES -E weka.classiers.bayes.net estimate SimpleEstimator -- -4 0.5 ‘

Test options Clasaifier output
_ B == OLIELIIIET GIUST-VaIIaRIO ===
(7 Use training set B
- === Jummary ===

OSupledtestset | Set.

. Correctly Classified Instances 57 80,2817 %
T R’E El Incorrectly Classified Inatances 14 19.7183 %

O Percentage st Kappe statistic 07361
) Mean absolute error 0.0831
Root mean squared error 0.2711

Relative absolute error 27.5665 %

{Nom) RemeinOpenuration ™ | |Root relative squered erzor 69,8671 §

| Coverage of cases (0.95 level) 87,3230 %
| SO ewn el region atze (0,95 level)  23.09%6 %
Result st ight-cickfor options) Total Number of Instances n
18:11:06 - functions MultlayerPerceptran
19:24:22 - functions Logistc == Detailed Recuracy By Class ==
18:25:34 - bayes, Bayeslet
18:26:19 - functions Logistic TP Rate FP Rate [Precision DRecall F-Measure ROC Area C(lass
18:30:34 - functions MultlayerPerceptran ] i 0 ] 0 0,957 108-135
19:37:37 - functions. Logistic 0.75 0,034 0.818 0.75 0.783 0.891  81-108

13- bayes.Bayeslet 0.7 0.04 0.882 0714 0.789 0,928 54-81
0.657 0.1 0. 0.857 0,706 0947 27-3
0.955 0,041 0,813 0.955 0,93 0.9 027 E
Feighted Rvg.  0.803 0,058 0.8 0803 0.79% 0,947

=== (onfusion Matrix ==

abocde <--classified as

02000/ &=108-135 £
08210 b=01-108

0015 & 0] c=54-81

00012 2] d=27-5

000120 e=0-27

Status

oK o
Figure C.9 BayesNet Results of Case Study 1BCluster 1
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(o) RemainOperDuration ¥ ||Relative absolute error 24,5678 3
— | Root relative squared error 96,968 %
stop Coverage of cases (0,95 level) 90,1408
Result st right-cick for ontons) Vean rel. region size (0.95 level) 29,8592 §
18:11:06 - funchons MulayerPerceptron | | T0ta1 Busber of Instances n
19:24:22 - functions Logistic
19:25:34 - bayes.Bayeshlet === [etailed Accuracy By Class ==
19:26:19 - functions Logistic
19:30:34 - functions MultleyerPerceptran TP Rate FP Rate FPrecision Recall F-Measure ROC Arez Class
19:37:37 - functions Logistic 0 i i i 0 0.652  108-13%
1:35:15-bayes Bayesiet 075 0T 08 0,75 DBlE 0.4 BL-10E
5. )48 0.857  0.04 0.9 0.857  0.878 0,913 5481
0.857  0.07 0.75 0.857 0.8 0.982  27-84
1 0.061 0.88 1 0.936 0.9% 027

Weighted Avg.  0.853  0.048 0.839  0.859 0.846 0.931
=== (onfusion Matrix === m

c d e <--classified as
00 1] a=108-135
21 0] b=81-108
30 c=54-81
00l 2] d=21-¢
0002l e=0-27
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Figure C.11 J48 Results of Case Study 1BCluster 1
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Figure C.12 Weka View of Case Study 1BCluster 2
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Test options Classifier output

_ TOTE 2
(7) Use fraining set 2

() Supplied fest set Seti.,

_ Time taken to build model: 12.73 seconds
@ Cross-validation ~ Folds El

() Percentege spit % == 3tratified cross-validation ==

= sy =

Correctly Clagsified Instances 7 95,7143 %
(o) RemainOenDuration v || Incorrectly Classified Instances 3 42857 %
| Kappa statistic 0.9213
Stop Vean sbaolute errar 0.0361
Result st right-cick for options) Root mean squared error 0.1475
8:39 - functions MuitiayerPerczntron Relative absolute error 9.7572 %
Root relative sgquared error 34.4332 %
Coverage of cases (0.95 level) 98,5714 %
Mean rel. region size (0.95 level) 37,1429 %
Total Number of Instances 0

=== Detziled Accuracy By Class ==

TP Rate PP Rate Precision Recall F-Measure ROC Rrea Class
0.909  0.021 0.952 0909 0.9 0.984 5481
0,976 0.06% 0.952 0.976  0.984 0,978 21-¥
1 [ 1 1 1 1 0-27
Weighted Avg. 0,857  0.047 0.957  0.957  0.9%7 0,962

=== (onfusion Matrix ===
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2002 0 &=54-81
40 0] b=271-84
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Figure C.13 Multilayer Perceptron Results of Case Study 1BCluster 2
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35 - functions, MultlayerPerceptron

bayes Bayeshiet

Tire taken to build model: 0.02 seconds

=== jtratified cross-validation ==

=== Summary ==

Correctly Classified Instances 64 91,4286 %
Incorrectly Classified Instances § 89714 §
Keppa statistic 0.8348

Mean absolute error 0.0553

Root mean squared error 0.21%4

Relative abaolute error 14,9629 %

Root relative squared error 51,2249 %

Coverage of cases (0.99 level) 94,2897 %

Mean rel. region size (0.95 level) 36.1905

Total Number of Instances 0

=== Detailed Accuracy By Class ==

TP Rate PP Rate Precision Recall P-Measure ROC Area Class
0,818 0 1 0,818 0.9 0,973 5481
1 0.207 0.em 1 0.932 0.96  21-34
[AA R ] 1 0,74 083 1 0-27
Weighted Avg, 0,814 0,121 0,925 0414 .92 0.968

=== (onfugion Matrig ===

@ b ¢ <-classified a3
184 0] a=5-81
04 0] b=27-8¢
025] c=0-27
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Figure C.14 BayesNet Results of Case Study 1BCluster 2
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| Chose JLogistc 7106941 |

Test options Classifier output
FIUTECTETES T T TRZITY IO TIINE T

() Use training set -

() Suppiied test set Set...
Time taken to build model: 0.02 seconds
Folds EI

) Percentage splt % == Stratified cross-validation ==
— s —

Correctly Classified Instances 63 90 H
(Nom) RemainOpenDuration * || Incorrectly Classified Instances 1 10 H
Kappa statistic 0.8104
Start Stop Vean gbsalute errar 0.0854
Resultlst (ight:cick for options) Root nean squared error 0.2537
19:48:38 - functons. MultlayerPerceptran Relative absolute error 17.6976 ¢
19:54:31 - bayes,Bayeshet Root relative squared error 59.2178 %
19:55:00 - functions Logistic Coverage of cases (0.95 level) 91,4286 %
Mean rel, region size (0,95 level) 33.8095 %
Total Number of Instances 0

== Detailed Accuracy By Class =

TP Rate PP Rate Precision Recall F-Measure ROC Area Class
0.909 0.042 0.909 0.909 0.909 0,955 54-81
0.951 0.1712 0.286 0.951 0.918 0.986  27-54
0.571 i 1 0.571 0.727 0,984 0-27
Weighted Avg. 0.9 0.114 0.405 0.9 0.296 0.985

=== (onfusion Metrix ==

g b ¢ <-classified a3
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Figure C.15 Logistic Results of Case Study 1BCluster 2
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=== Stratified cross-validation ==

Start Stop

Result st (right-click for options)
19:48:39 - functions MultlayerPerceptran
19:54:31 - bayes. BayesNet

18:55:00 - functions Logistic

= Summary ==

Correctly Classified Instances 58 62,8571 %
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Kappa statiatic 0.6487
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Root mean aguared error 0.3164

Relative absclute error 46.5475 %

Root relative squared error 73,8687 &

Coverage of cases (0.95 level) 92,5714 %

Mean rel. region size (0.95 level) 74.2857 &

Total Mumber of Instances 70

== Detailed Accuracy By Class ==

TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.818 0.021 0.947 0.818 0.878 0,871 341
0.976 0.379 0.784 0.976 0.87 0.785  27-84
[ i 0 i 0 0.38 0-21
Weighted Bvg,  0.829 0.229 0.757 0.829 0.785 0.792

=== (onfugion Matriy ===
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m
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Figure C.16 J48 Results of Case Study 1BCluster 2
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Figure C.17 Weka View of Case Study 1BCluster 3
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Figure C.18 Weka View of Case Study 1BCluster 4

121



Qraror . — L WPEEEEE . T -Gl

Preprocss | Clssfy | Chster | Ascodte | Sect attbutes | Visualze]

l Open fik.., l l Open WRL... l l Open DB... ] l Generate. .. ] [ Undo

I

Eit...

Save. l

Fiter

Current relation Selected attibute
Relation: 120410_dwpc_c5-weka. fiters unsupervised attribute. Remave-R.2, 19 Attrbutes: 17 Name: RemainOpenDuration
Tnstances; 1 Sumof weights; 1 Missing: 0 (0%)

Distinct; 1

Types Nominal
Unigue: 1(100%)

Attributes No. Label

i I i Nene I i Invert ] [ Patem ] 1[31-108

Count
1

Weight
10

lo, Name

[ [FaurceComponent
[ [createdDate

| [closedDate

[ [restType

[ ProductVersion

[aLoc
[ [complexity

[ Reprodudiity
[ [projectehass

o ool el e en| ol calralee

10[jdmo1 !
11 a2 Class: RemainOpenDuration (om)
2 a3
B[
14 dmR2
1
1

5[ [mR3
5[ JanR4

17 WRemainCgenDuatin

Remave

Status
0K

Figure C.19 Weka View of Case Study 1BCluster 5
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Figure C.20 Weka View of Case Study 1BCluster 6
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=== [etailed Accuracy By Class ==
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Figure C.21 Multilayer Perceptron Results of Case Study 1BCluster 6
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Figure C.22 BayesNet Results of Case Study 1BCluster 6
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Figure C.23 Logistic Results of Case Study 1BCluster 6
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Figure C.24 J48 Results of Case Study 1BCluster 6
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D. DETAILS OF CASE STUDY 2A

Metric Name: Dztected SCU name

Attributes Answers Rating [Expected Ansiers
[ Indicators
Measure Identity N
Q1 |Which entity does the measure measure? Product
Q2 |Which attribute of the entity doss the measure measure? Defective unis of product
Q3 |What is the scale of the measurement data? (nominal, ordinal, interval, ratio, absolute) Nominal Ratio, Absolute
Q4 |What is the unit of the measurement data? Not appheable
Q3 |What is the type of the measurement data? (integer, real, etc.) Text
QF |What is the range of the measurement data? Fourteen configuration units of
Data Existence F
Q7 |ls measurement data existent? Yes
Q8 |What is the amount of overall cbservations? 425 v |Avaisbie > 20
Q3 |What is the amount of missing data points? 0
Q10 |Are data points missing in peniods? (If yes, please state observation numbers for missing penods) 0
Q11 |Is measutement data time sequenced? (If no, piease state how measurement data is sequenced) Yes
Data Verifiability F
Q12 |When is measurement data recorded in the process? (at start, middle, end, later, ete) At start
Q13 |Is all measurement data recorded at the same place in the process? (at start, middle, end, later, etc.) Yes v |Yes
Q14 [Who 1 responsioie for tecording measurement Gata? [Test Specalst
Q15 |Is all measurement data recorded by the responsidie body? Yes v |Yes
Q18 |How 15 measurement data recorded? (on 3 form, repart, tool, ete.) Tool
Q17 |Is all measurement data recorded the same way? (o7 a form, report, 100, tc) pm v |Yes
Q18 |Where is measurement data stored? (in 3 file, database, €tc.) The tools database
Q19 s all measurement data stored in the same place? (in a file, database, etc.) Yes v |Yes
Data Dependability P
Q20 |What is the frequency of generating measurement data? (asynchronously, daily, weekly, monthly, ets.) Asyncheonously
Q21 |What is the fraquency of recording measurement data? (asynchronously, dally, weekly, monthly, etc.) Synchronously
Q22 |What is the frequency of storing measurement data? (asynchronously, dadly, weekly, monthly, &tc) Synchronously
Q23 |Are the frequencies for data generation, recording, and storing different? No v [No
Q24 |Is measurement data recorded precisely? Yes v |Yes
Q25 |Is measurement data colizeted for 3 specific purpose? No v |Yes
Q28 |Is the purpose of measurement data collection known by process performers? No v |Yes
Q27 |ls measurement data analyzad and reported? No Yes
Q28 |5 measurement data analysis results communicated to process parformers? No Yes
Q29 |Is measurement data analysis results communicated to management? No Yes
Q30 |Is measurement data analysis results used as a basis for decision making? No Yes
Data Normalizability
|Q31 |Can measurement data be normalzed by parameters or measures? (If yes, please specify them) No
Data Integrability
Q32 |Is measurement data integrable at project level? No
Q33 |I= measurement data integrable 3t organization level? No

Figure D.1 MUQ for “Detected SCU Name” Basic Metric of Project-2
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Metric Name: Source component

Atributes Answers Rating [Expected Ansvers
[Indicators
Measure Identity N
Q1 [Which entity does the measure measure? Product
Q2 |Which attribute of the entity does the measure measure? Defective companents of product
Q3 [What is the scale of the measurement data? (nominal, ordinal, interval, ratio, absolute) Nominal Ratio, Absolute
Q4 |What is the unit of the measurement data? Not apphcatie
Q3 |What iz the type of the measurement data? (mteger, real, etc.) Text
QF |What is the range of the measurement data? Seven companent types
Data Existence F
Q7 |ls measurement data existent? Yes
Q8 |What is the amount of overall observations? 25 \ |Avaisbie > 20
Q9 [What is the amount of missing data points? 0
Q10 |Are data points missing in periods? (1f yes, please state observation numbers for missing periods) 0
Q11 [Is measutement data time sequenced? (If no, please state how measurement data is sequenced) Yes
Data Verifiability F
Q12 |When ts measurement data recorded in the process? (at start, middle, end, later, etc) At start
Q13 |Is all measurement data recorded at the same place in the process? (at start, middl, end, later, &1c) Yes V| Yes
Q14 [Wh  fesponsii for eooring measerement aa’ [Test Specalat
Q15 |15 all measurement data recorded by the responsie body? llm Y |Yes
Q18 [How 15 measurement data reoorded? (on 3 form, repart, tool, &to.) Tool
Q17 |s all measurement data recorded the same way? (on a form, repont, 1o, et¢.) Yes Vo |Yes
Q18 |Where is measurement data stored? (in 3 file, database, éts.) [The tools datavase
Q19 |15 all measurement data stored in the same place? (in a fle, database, elo.) Yes V| Yes
Data Dependability P
Q20 [What is the frequency of generating measurement data? (asynchronously, daily, weekly, monthly, ets) | Asynchronausly
Q21 |What is the frequency of recording measurement data? (asynehronously, dally, weekly, monthly, ete.) Synchronously
Q22 |What is the frequency of storing measurement data? (asynchronously, dally, weekly, monthly, ete.) Synchonously
Q23 |Are the frequencies for data generation, recarding, and storing different? No Vo [Ne
Q24 [Is measurement data recorded precisely? Yes v |Yes
Q25 |15 measurement data collzcted for a specific purpose? No v |Yes
Q24 |Is the purpose of measurement data collection known by process performens? No v |Yes
Q27 |ls measurement data analyzed and reported? No Yes
Q28 |Is measurement data analysis results communicated to process performers? No Yes
Q29 |ls measurement data analysis results communicated to management? No Yes
Q30 |Is measurement data analysis results used a3 a basis for decision making? No Yes
Data Normalizability
{231 | Can measurement data be normalioed by parameters o measures? (If yes, please specify them) No
Data Integrability
Q32 |Is measurement data integrable at project level? No
Q33 |Is measurement data integrable at organization level? No

Figure D.2 MUQ for “Source Component” Basic Metric of Project-2
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Metric Name: Created date

Atributes Ansiers Rating | Expected Answers
[Ingizstars
Measure Identity N
Q1 |Which enity does the measure measure? Frocess
Q2 |Which attributz of the entity doss the measure maasure? The date of the defert record
Q3 | What is the scale of the measurement data? nominal, ordinal, mterval, ratio, absolute) MNominal Ratio, Absolute
04 |What is the unt of the measyrement data? "-I'mu{aﬂ.mm yy hh:mm)
05 |What is the fype of the messurement data? [nfsger, real, efn) [tz
0 |What is the range of the measurement data? 00.00.0000 00:00
Dats Existence F
Q7 |lz measurement data existent? ez
QF  |What is the amaount of overal cbservations? 425 + |Avalable > 20
Q3 |What is the amount of missing data poinls” 0
Q10 |Arz data pomis miszing in penods? (|f yes, please state obszrvaton numbers for missing periods) 0
Qi1 _|Is measurement data time sequenced? (1f no, plaase state how measurement data is sequenced) ‘ez
Data Verifiability 3
Q12 |When is massurement data recored in the procass? (3t star, midde, end, later, &tz ) At start
213 |ls all meazuremant data reconded 3t the same place in the process? (3t start, middie, end later etc)  [Yes + o |Yes
Q14 |Who is responsible for recordng measurement data’? Tast Specialt
Q15 |ls all measuement data recondzd by the responsibiz body? es v |Yes
Q18 [How is measurement data recorded? (on 3 form, repart, tool, &te.) Teal
Q17 {16 all measuramant dala recorded tha sama way” (on 3 form, repont, 150l, alo.) Yii J | Yes
Q18 |Where 5 measurement data siored? (in 3 file, databaze, etc ) The tools databaze
218 |ls 2ll meazur=mant data stored i the same place? (in 2 file, database, ain) ‘ez + e
Data Dependability P
Q20 [What iz the frequency of genesating measurement data? (asynchronously, daily, weskly, monthly, ele)  [Asynchronously
Q21 |What is the frequency of reconding measurement data’ (asynchronously, daily, weakly, monthly, et.)  [Synchronously
02 |Wnat s the frequency of sionng measurement data? (agynchronously, dally, weekdy, monthly, etc.) Synchranously
Q23 |Are the frequencies for data peneration, recoring, and storing different? No v [Ne
g |5 méagurement data recorded precisely? Yed v |Yes
028 |ls measurement dats collected for 3 specific purpase? No i+ |Yes
Q2 |ls the purpase of measurement catz collection kmown by process performers? No © o |Yfes
Q27 |ls measurement data anafyzed and reported? Mo fes
Q28 |ls measurement data nalyses results communicated 1o process performers? No Va3
Q25 |ls measwement data analyss results communizated to management? No ez
Q30 |ls measurement data anafysis results used a3 3 basis for decasion making? No Yes
Oata Normalizability
231 | Can messwrement data be nommalzed by parameters or messures? (1 yes, plesse sgeciy them) Mo
Data Integrability
Q32 [ls measurement data integrable at project evel? No
Q33 |ls measurement data integrable 3t organization kevel? No

Figure D.3 MUQ for “Created Date” Basic Metric of Project-2
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Metric Name: Cloz=d dat=

Attributes Ansiwers Rating |Expected Answers
[ Indictors
HMeasure Identity N
Q1 |Which entity doss the measure mezsure? Frocess
Q2 |Which attrigutz of the entity doss the measure measure? Clozed date of the defect ood
Q3 |What is the scals of the measurament data? (nominal, ordingl, interval, ratio, sbsolute) Mominal Ratio, Abzolute
Q4 |What iz the unt of the measurement data? Time: (dd. mm.yy hhcmm)
QF  |What is the type of the measurement data? (integer, redl, etz Date
QF  |What is the range of the maasurement data? 0.00.0000 00:00
Data Existence F
Q7 |ls measurement data existent? ez
QB [What is the amount of overall obsarvations? 2% 4 |Available > 20
Q8 |What is the amount of missing data points? ]
Q10 [Are data pomts missing in pariods? (If yes, please state obsarvation numbars for missing périods) 0
Q11 [Is measwement data tme sequenced? {If no, please siate how measurement data is sequenced) Yes
Data Verifiability F
Q12 [ When is measurement data recorded in the process? (at start, middie, end, later, etc) Later
Q13 [1s 2l measurement data recorded at the same place in the process? (at stat, middle, end latwr ate)  [Yes 4 |Yes
Q14 Wha is responsibie for recording measurement data? Froject Manager
Q15 |15 o measuniant data recorded by the responaible body? Vb J |Yes
Q18 [How s maasurarmant data recorded? (on 8 form, report, tool, ele) Teol
Q17 [In 2l measuremant data recorded the 5ame way? (on & form, report, 1ol e Yii { Y
Q18 |Where i measuremént data stored? (in & file, database, #tc) Th 10078 database
Q15 |15 all mensurement data sored in the samé place? (in a file, database, ¢io) Yes | |Yes
Eu_Dlp-lﬂdlbilily F
Q20 [ What & the frequency of generating measurement data? (ssynohronously, dady, weekdy, manthly, ete.) | Asynchranously
Q21 |What is the frequency of recording measurement data? (asynchionoysly, dally., weekly monthly. eto) | Asynchronously
Q22 |What is the frequency of storing measurement data? (asynchronously, dally, weeidy, monthly, ete) | Synchronously
0 |hethe frequencies for data generation, recording, and storing different? Ne 1 |No
024 |ls measurement data recorded precisely? ‘Yes v |Yes
Q2% |ls measwement data colected for a specific purpose? Ne v |Yes
Q2 |5 the purpase of measurement data collection known by process perfomens? No v |Yes
Q21 |ls measurement dats anahyzed and reported? No Yes
Q28 |ls measwement data analysis results communicated to process performens? No Yeg
Q13 |ls measwement data analysis results communizated to management’ No Yfeg
030 |ls measuremant dats analysis results used 38 3 basis for decision making? No Yes
Data Normalizability
|23 [Can measwement data be normalzed by parameters or messures? (If yes, pease specify them) Mo
Data Integrahility
Q32 |ls measuremant daiz mtzgrable 3t project level? No
Q33 |ls measwement data ntegrable at organization level? No

Figure D.4 MUQ for “Closed Date” Basic Metric of Project-2
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Metric Name: Test type

Mtributes Answers Rating |Expected Answers
[ Indicators
Measure Identity N
Qf |Which entity doss the measure measurs? Process
(22 |Whizh attribute of the entity doss the meazure measure? Dizfiect detection rate of different test activities
Q3 |What iz the scake of the measurement data? (romingl, ordingl, interval, ratio, absolute) Nominal Ratio, Absolute
Q4 |What iz the unit of the measurement data? Mot applicable
Q5 |What is the type of the measurement data? (integer, real, efc.) Text
(03 |What is the range of the measurement data? Tiwo test activity types
Data Existence F
Q7 |Is measurement data existent? s
Q8 [What is the amount of overal cbservations? i J |Avalatle > 20
Q8 [What iz the amount of missing data points? 0
(210)Are data points migsing in periods? (If yes, please state observation numbers fof missing penods) |0
Q11)1% measuremant data timé sequenced? (If no, please state how measurement data s sequenced)  |Yes
Data Verifiability F
(12{When is measurement data recorded in the process? (at star, middle, end, later, etc.) At start
Q1)1 all measurement data recorded at the same place in the process? (at star, middle, end, later, ete )| Yes { o [Yes
Q14{Wha is respansible for recarding measurement data? Tast Specialst
Q18| Is all reapurement data recorded by the responsile body? Yid Y
Q18] Hew is messuremant data recorded? (on & form, repart, tosl, ele.) Teal
Q17{1n all measuremant dats recorded the same Wiy (on & form, repart, 106, sto) Y || Y
Q18] Whare is measuramant data stored? (in a file, database, etc) The tools database
Q18] 3 all measurement data stored n the same place? (in 2 fle, database, e Yoy v |Yes
Data JIElndlblllty P
Q20]What s the frequency of generating measurement data? (asynchvonously, daly, weekly, monthly, |Asynchvanously
|21 What is the frequency of recording measuement data” (asynchronously, dally, weexly, monthly, | Synchroneusly
Q22| What is the frequency of storing messurement data? (asynchronously, daily, weekly, menthly, ete ) | Synehroncusly
(23| Are the frequencies for data generation, recording, and storing different? No (e
(24| Is measurement data recorded precisely? s | |Yes
(25| 5 measurement data collecied for 3 specific purpose? No 4 [Yes
(28I the purpose of measurement data collection known by process performers? No 4 [Yes
(27|Is mezsurement data analyzed and reporied? No Yes
(128 |5 measurement data analysis results communizated to process performens? No Yes
(28| |5 measurement data analysis results communicated to management? No Yes
Q30| ls measurement data analysis results used a5 3 basis for decision making? No ez
Data Normalizability
|QGI|Can measurement data be normalized by parameters or measunes? (If yes, please specify them)  |No
Data Integrahility
(32| |s measurement data integrable at project level? ez
(233 |z mezsurement data infegrable at organization level? ez

Figure D.5 MUQ for “Test Type” Basic Metric of Project-2
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Metric Name: Product version

Atributes Anzwers Rating | Expected Answers
[ Indicators
Mezsure |dentity N
Qf | What iz the mazsure formulz” (pleass refer to relaied basic metnzs) Process
Q2 Which sttrbutz of the enfity doss the measure messure? Frequency of product development updates
Q3 |What is the scalz of the messurement datz? [nomimal, ordinal, interval, ratio, shsolute) Nominal Ratio, Absolut
Q4 |What iz the unt of the measurzment dats? Nat appizable
Q5 What is the type of the measurement data? (integer, real ete) Text (xyd)
0F | What iz the rangz of the measurement data? 001208
Dafa Existence F
Q7 |ls measurement data snstent? AC
QF | What is the amount of overal observations? i o |Avalsbie > 2
Q3 | What is the amount of missing dita points? ]
Q10 [Are data points mizsing in penods T (If yes, pleass state observabon fumbers for missing penods) ]
Q1 |5 measurement data tme sequenced? (|f o, please stale how measurement data is sequenced) s
Data Verifiability F
Q12 |When te measurament data recarded in the process? (3t start, madle, end, later, atc ) Al start
213 {15 all measurerent data recorded af the same place in the prooess? (st start, middle, end, lter, ete) AL v |Yes
Q14 |Wh s responsde for recordeg measarement data? [Test Specalst
015 {13 al maasuremant data recorded by the resgenside body? P’u v |Ye
Q14 [Haw in maasureemant data recorded? (on a form, repert, tool, et Teal
Q17 |1y all reasurement data recorded the same way? (on 4 form, repart, 199l o) Hu v |Yes
Q18 Whare is measuremeni data siared? (in a fie, database, sio) Thi tools database
13 [1s all measurement data stored in the same place” (n a fie, database, alc) s v |Yes
Oata Dependabllity ¥
Q20 |What is the frequency of génerating measurement data? (asynchronously, dady, weekdy, monthly, eto) | Asynchronously
Q21 What is the frequency of recaring measurement data? (asynchronously, daiy, weekly, monthly, efe.)  (Synchronously
Q22 |Wrat is the requancy of storng measurement data? (ssynchronously, dally, weekly, monthly, etz Synchronously
Q23 |Are the frequencies for data peneration, recarding, and storing different? Na 1 [Ne
Q24 (Is measwement data recorded precisely? &5 v |Yes
(225 ||z measwrement dats colected for 3 specific purpose? ez v |Yes
Q2 s the purpose of measurement data collection known by process performens? &5 v |Yes
Q27 |Iz measwrement dats anafyzed and reported? Na Yz
(228 ||z measwrement dats analysis results communicatzd to process perfomers? No Yes
29 (Is measwrement data anahysis results communicaizd to management? Na ez
Q30 ||z measwrement dats anafysis resyits used 22 3 basis for decizion makng? No Yz
Datz Nomalizzbility
|231 | Can measurement dats be normalzed by parameters o messures? {1 yas, plzse speify them) No
Datz Integrahility
Q%2 ||z measwrement dats mizgratle 3t proect evel? Mo
233 (I= measwement dats misgrable at organization leve? No

Figure D.6 MUQ for “Product Version” Basic Metric of Project-2
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Metric Name: Product SLOC

Atributes Ansters Rating |Expected Answers
[Indiators
MWeasure Identity N
Q1 |Which enity does the measure measure? Froduct
Q2 |Which attribusz of the entity doss the measurs mazsure? Size of the product version
Q3 |What s the scale of the measuremant data? (nominal, ordinal, mterval, ratio, absoiute) Absolute Ratio, Absalute
04 [What is the unit of the messurement data? LOC, KLoC
Q5 |What iz the type of the measurement data? (mizger, r=al, ete) nteger
0F | What iz the range of the meazurement data? [283,51533]
Data Existence F
Q7 |ls mezsuement data exisiznt? Mo (collected manually)
QF  |What iz the amaount of overal observations? 18 i |Available > 20
05 [ What s the ameunt of missing data poinia? 0
Q10 |Are data pomis missing in penods? (|f yes, please state obszrvaton numbers for miszing periods) 0
Q11 |ls measurement data time sequenced? (If no, please state how measwement data i= sequenced) Yes
Data Verihabilty F
Q12 |When is messurament data recored in the process? (3t stard, mudde, end, later, 2tz ) Manthly
Q13 |Is all measuremant data recondsd 3t the same place in the process? (3t start, middie, end, later, iz ez v |Yes
Qt4  |Who if responsible for recordng maasuremant data” Projact Manager
Q18 |ls all measuwement data recandzd by ihe responsiblz body? ez + e
Q18 [How is measwrement data recorded? (on a form, report, tool, ete) Repart
Q17 [Is all measurarant data recorsed tha same way? (on a form, rapant, 1o0), #lo.) Yii v Y
Q18 |Where &5 messurement data siored? (in 3 flle, datshaze, ete) ool
Q18 |Is all measurmant data stored m the same placz? (n a fie, dafadase =io) ez +|Yfes
Data Dependability F
Q20 [What is the frequency of generating measurement data? (asynchronously, dally, weskly, monthly, ete)  |Asynchonously
Q21 |What is the frequency of recarding méasurement data” (asynchronously, daily, weakly, monthly, ste.) | Monthly
G2z |Whats the frequency of sionng measurement data? (asynchronously, dally, weekdy, manthly, eic.) Synchronously
Q23 |Are the frequencies for data penerafion, recordng, and storing diffarent? No 1 Mo
024 [Is measurement data recorded precisely? Yes | |Yes
Q2% |ls measurement data collected for 8 specific purpose? \C] | |fes
Q2 |ls the purpase of measurement catz collechion known by process performers? ‘ez + o |Yfes
Q27 |ls measwement data analyzed and reporied? Yes Yes
028 |ls measurement data analyss results communizated to process performers? Yes Yes
Q25 |ls mezsurement data analys:s results communicaied to management? ‘ez Yes
Q30 |Is measurement data analysis results used as a basis for decision making? ez Yes
Oata Normalizability
@31 [ Can messwrament data be normalzad by paremeters or messures? (I yes, plsse secify them) Yes (KLOC)
Data Integrability
Q32 (I3 measuremant data integrable ot proct leval? Y
Q33 |ls measwement data integrable 2t organzation evel? fes

Figure D.7 MUQ for “Product SLOC” Basic Metric of Project-2
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Metric Name: Product complesity

Atributes Angwers Rating |Expected Answers
[Indicstors

Measure |dentity N
Q1 |Which entity doss the measure measure? Product

e

Which attributz of the entity doss the measurs messure?

Complexity of the product version

Q3 |What is the scale of the measurement data? (nomingl, ordinal, interval, rafio, absolute)

Abzolutz

24 |What is the unit of the maasurzment data?

Number of decizion nodzs in softwars

Q5 |What iz the type of the measurement data? (integer, real, st

Integer

)

28 |What is the range of the measurement data?

133 918

Data Existence

Q7 |ls measurement dats existent?

No (collectzd manuslly)

Q8 |What is the amount of overall obsarvations?

8

Q5 |What is the amount of mizsing data points?

210 |Are data paints mizsing in periods? (| yes, plaas state observation numbars for missing peniods)

‘ez

Q11 |ls measurement data time sequenced? (I no, plesse state how measurement data is s=quencad)
Data Verifiability F
212 |When is measurement data recorded in the process? (at start, middle, end, later, ste) Never
213 Iz all meazsurzment data recorded at the same place in the process? (t start, middle, end, later, etz Mo v
Q14 |Who is responsible for recording measurement data? No one
Q15 |Iz all measurzment dats recorded by the responsible body? No y
Q16 How is measurement data recorded? (on a form, report, tool, etc.) Mo
Q17 |l 2ll measurement data recorded the same way? (on 2 form, report, tool, ete) No A
Q18 |Where is measurement data stored? (in 2 file, database, et Mo
218 |I= 2ll measurement data stored in the same place? (in 2 file, databass, =to) No A
Data Dependability P
220 |What is the fraquency of generating mezsurement data? (asynchronousty, daily, weekly, monthly, ete) | Asynchronously
Q21 |What is the frequency of recording measurement data? (asynchronously, daity, weekly, monthly, stc) | Synchronously
222 |What is the fraquency of storing measursment data? (ssynchronousty, daly, weskly, manthly, 2tz Synchronoushy
Q23 |Are the frequencies for data generation, recording, and storing different? hES y
224 ||z measurement data recorded precizely? No A
Q25 |ls messurement data collected for 3 specific purpose? No y
Q2 |Is the purpos of measurement data colection known by process performens? No A
Q27 |Iz measurement data analyzed and reported? No
Q28 |ls measurement data analysis results communizated to procsss performers? No
Q28 ||z measurement data anafysis results communizated to management? No
Q30 |ls measurzment data analysis results used 3 3 basis for desision making? No

Data Normalizability

|-23' |Car meagurement data be nomalized by parameters or measures? |If yes, please specify them)

No

Data Integrability

Q32 |lz measwement data integrable at project level?

‘ez

233 |lz measurement data integrable 3t organization level?

‘ez

Ratio, Absalutz

Available » 20

ez

ez

ez

ez

No

ez
ez
ez
ez
ez
ez
ez

Figure D.8 MUQ for “Product Complexity” Basic Metric of Project-2
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Hetric Name: Reproduciilty

Atributes Ansiers Rating | Expected Answiers
Indicaters
Measure Identity N
Q1 [Which entity doss the measure measure? Prosess
Q2 [Which attrbute of the entity does the measure measure? Repeatabiity status of detected defects
Q3 |What is the seale of the measurement data? (nominal, ordinal, interval, rato, absolute) Nominal Ratio, Absolute
Q4 [What is the unit of the measurement data? Not applicable
Q5 | Whatis the type of the measurement data? (integer, real, etc) Text
Q[ What is the range of the measurement data? Four status typss
Data Exigtence F
Q7 |ls measurement data existent? Yes
Q8 [Whatis the amount of overall observations? (i \ |Avaiable > 20
Q8 |Whatis the amount of missing data points? (
Q10 |Are data points missing in periods? (If yes, please state observation numbers for missing periods)
Q11 |ls measurement data time sequenced? (If no, please state how measurement data is sequenced)  |Yes
Data Verifiability F
Q12 | When is measurement data recorded in the process? (3t start, middle, end, later, ete.) Al stan
Q13 |15 all measurament data recorded at the same place in the process? (at start, middle, end, later, etc) |Yes y|Yes
Q14 [Wha is responsible for recording measurement data? Test Specilist
Q15 {15 2l measurement data recorded by the responsidie body? Yes \ o |Yes
Q18 | How is measutement data recorded? (on 3 form, report, 100l, ele.) Tool
Q17 |s all measurament data recorded the same way? (on a fom, repart, tool, ete.) Yes v |Yes
Q18 | Whers is measurement data stored? (in a file, database, etc.) The tools database
Q19 {1 all measurement data stored in the same place? (in a file, databaze, et Yes v |Yes
Data Dependability P
Q20 |What is the frequency of genarating measurement data? (asynchronously, daily, weekly, monthly,  |Asynchronously
Q21 [What is the frequency of recording measurement data? (asynchronously, daiy, weekly, manthly, | Synchronously
Q22 [What is the frequency of storing measurement data? (asynchronously, daly, weekly, manthly, ete.) |Synchronously
Q23 [Are the frequencies for data generation, recording, and storieg different? No v Ne
Q24 {15 measurement data recorded precisely? Yes v |Yes
Q25 {15 measurement data collected for a specific purpase? No v |Yes
Q28 {15 the purpose of measurement data collsstion known by prosess parformers? No v |Yes
Q27 |Is measurement data analyzed and reported? No Yes
Q28 |15 measurement data analysis results communicated 1o process petformers? No Yes
Q23 [l measurement data analysis results communicated 1o management? No Yes
Q%) |15 measurement data analysis results used as a basis for decision making? No Yes
Data Normalizability
1031 [Can measurement data be normalaed by parameters or measures? (I yes, please soecify them) [N
Data Integrability
Q32 |ls measurement data integrable at project level? Yes
Q23 [l measurement data integrable at organcation lever? Yes

Figure D.9 MUQ for “Reproducibility” Basic Metric of Project-2
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Metric Name: Projzet phasz

Atfributes

Indizators

Answers

Rating

Expectzd Answers

Mezsure |dentity

Q1 |Which enfity dozs the mezsirs meazsus?

QF | What iz the rangz of the mezswrement dats?

Q2 |Which sttributz of the zntity dozs the mezsure messure?

Q% |What iz the scale of the measuement dzta? [nomingl, ordingl, mterval, ratio, bsolute)

4 |What = the unit of the measurement dat=? Mot zpplicabls
QF | What iz the type of the measurament datz? [ineger, real, 2te) Text

Four phase types

Datz Existence

o

Q7 |ls maszurement datz sstent?

s

Q8 |What is the amount of overall chservations?

Not zpplica

=

i

425

1A points missing in peniods? {|f

Q% |What is the amount of missing data po

S5INg pEnois

3

425

a
s
a
=
a

1 |l mezsuremant dats fme s2quenced?

ant dats iz s2quenced)

Mot zpplicabis

Datz Verifizbility (After manual collection)

\When iz measurement data recorded in the process? (3t start, midde, end, later, 2t

ra

Later

|5 20l mazzurmant datz recorded st the same place in the process? (3t start, midde, end

b | s

ater, 2z

Later

Whe i responsible for reconding mezsurement datz?

Proiot Manager

|5 3l mazsyremant gtz reeoried by the responaile body?

e

How &= measurment dats record

i e

form, report, tool, etc

On & form

|5 2l mazzurzment datz recordzd the same way? (on 2 form, r=port, tool, 2tc)

‘ez

2, Bir)

Wherz iz measurement data stored? (in 2 file, datzbase, sto)

Inzf

(=4 =] =] =] ] U] el )

|5 2l mazsyurzmant data stored in the sams pia

ez

Datz Dependzbility

Q20 |What is the fraquency of g

ting mazsiremant dats? (zsynchronously, daily, weskly, monthly, 2to)

Asynchronausly

Q21 |What is the frequency of recording mess

urement data? (asynchronously, daily, weskly, monthly, =tc.)

Asynchronausly

of storing mezswement data? (asynchonously, daly, weskly, monthly, =tz

Synchronously

recording, and storing different?

ez

tdata rzconded precissly? \
t3 colectzd for 3 speaific puposs? Na A
Mo v

tdata analysis rsults communicated to proces

tz analysis rsults 2

emant data anafyzis rsults usad a2 3 basis for decizion making”

Datz Normalizability

T |n

Can mezsurement dats be nomalized by parameters or measurss? (If yes, pleass specify them)

Datz Integrability

T

i By

011
i

t=grabls 2t organzation kvel?

Ratio, Absoluts

Boimilaile s
Avalsbe = 20

A

A

A

ez

No

A
'z
A
A
a2
ez
'z

Figure D.10 MUQ for “Project Phase” Basic Metric of Project-2
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Metric Name: Remainng open duration

Atributes Answers Rating |Expected Answiers
Indieators
Measure dentity N
Q1 What i the measure formula? (please refe to related basic metrics) (rested date, clozed date
(7] What i the scale of the measurement data? (nomingl, ordingl, interval, ratio, bzolute) [Absolute Ratio, Absolute
v What s the uni of the mezsurement data? day
04 \What i the type of the measurement data? (integer, real, ete) [nteger
8 What is the range of the measurement data? [0-140)
Data Existence F
(0] |& measurement data existent? Yes
Qa7 What is the amount of overall observations? 428 v |Avaisbie> 20
(0] \What is the amount of missing data points?
o Are data points missing in paniods? (If yes, please state observation numbers for
Q10 |5 measurement data time sequenced? (If o, please state how measurement data is  [Yes
Data Verifiability F
Qf How is the measure data calculated? (by a tool, manualy, etc.) By a tool
Q12 Is all measurement data calculated with the same way? (by a tool, manually, ete)  |Yes v |Ves
o1 Is all measurement data caloulated acoording to measure formula? Yes
] \Where is measurement data stored? (in a file, database, etc.) Ing file v |Ves
Q15 |5 all messurement data stored in the same place? (n @ file, database, eto.) Yes
Data Dependability P
Q1 Is measurement data stored precisety? Yes v |Ves
Q17 |5 measurement data stored for a specific purpose? Yes v |Yes
Q18 |5 the purpose of measurement data collzction known by process performers? Yes v |Yes
Q19 I measurement data analyzed and reponed? No Yes
(o) Is measurement data analysis results communicated to process performers? No Yes
Q21 Is measurement data analysis results communaated to management? No Yes
2 Is measurement data analysis resuls used 35 3 basis for decision making? No Yes
Data Normalizability
Q23 Can mazsurement data be normalzed by parameters or measures? (If yes, please spso(No
Data Integrability
Q24 I measurement data ntegrable 3t project level? Yes
Q2% I measurement data integrable 3t organzation level? Yes

Figure D.11 MUQ for “Defect Open Duration” Derived Metric of Project-2
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Preprocess| Oassify ‘ Cluster | Assariate | Select attrbites | V\sualize‘

Classifer

] Choose ||J4a C0EH?

Testoptions

() Use training set

Oupiedtsteet | S|

(@) Cross-valdstion ~ Folds E
() Percentagespit %

Classifier output

{Nom) Remaining-Cpen-Duration ¥

ot

Result lst {riht-cick for aptions)

30 - rules.DecsioriTable

120:25:11 - bayes Bayeshet
120:25:44 - functions SimpleL ogistic
120:35:58 - frees, J43

Correctly Classified In3tances
Incorrectly Classified Instances
Kappa statistic

Mean absolute error

Root meen squared error

Relative gbsolute error

Root relative squared error
Coverage of cases (0,95 level)
Mean rel. region size (0.99 level)
Total Number of Instances

== [etailed Accuracy By (lass ==

TP Rate  FP Rate

0 0.009
1 0.003
0,833 0.003
i 0

0871 0.0%
0.86 0.049

Weighted Avg. 0,885 0.043

== (onfusion Matrix =

0
01 00 11 d=é-i0
0
0

0 0B =t

378
4
0.0326
0.1052
0.1882
46,3376 %
56,2432 %
99,5204 %
76,3137 %
425

82,4708 3
11,5284 §

Precision Recall F-Measure BOC Area (lass

0 0
0.9 1
0972 0.833
i 0
0.688  0.871
0.9 0.86
0,889 0.885

b ¢ d e £ < classified as

100 0 01 a=120-140

% 0 0 0 0] b=100-120
30T 01 c=40-80

001 e=20-0

20

0

0.9%5
0.897
0

0718
0.9
0.889

0.563
0.9%8
0,95
0.576
0.925
0.962
0.9

120-140
100-120
4060
60-E0
20-40
1-20

L}

i

Status
oK

Figure D.13 Decision Table Results of Case Study 2A
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£ Weka Explorer

Preprocess| Classify ‘ Clister | Assodate | Select attrbutes | V\waﬁze|

Classifer

] Chocse ]|J4a 052

Test options

(7] Use training set

() Suppleed test set |T|
(@) Cross-valdztion ~Folds E
(O Pecenzgesit %

{Nom) Remaining-Cpen-Durafion v

o[ >

Result it (right-click for options)

120:24:30 - rules.DecisiorTable

20:25:11 - bayes,Bayeshlet
120:25:44 - functions, SimpleL ogistic
120:35:58 - frees, J48

Classifier oufput

Correctly Classified Instances
Incorrectly Classified Instances
Happa statistic

Mean absolute error

Root mean squared error

Relative ghsolute error

Root relative aguared error
Coverage of cases (0.9 level)
Mean rel. region size (0.95 level)
Total Mumber of Instances

=== Detailed Accuracy By Class ===

TP Rate PP Rate
i 0
1 0.008
0,833 0.003
i 0.005
0,908 0.1
0,855 0.031
Weighted Avg.  0.889 0.037

== (onfusion Matrix =

378

4
0.84
0.0402
0.1836
17,7083 %
54,5821 %
90,8235 %
187431 %

425

Precizion Recall
0 0
.9 1
0.946  0.833
0 0
0.694  0.906
0.9 (.85
0.903  0.889

g b ¢ d e [ <-classifiedas
01 000 01 a=I120-140
0% 0 0 0 0] b=100-120
003 07 0] c=40-60
001 01 01 d=60-80
001 0m 7l e=-4
01 0 2 21M| £=0-20

B8.9412 §
11,0588 §

F-Meazure

0

0.99
0,886
0
0,788
0,903
0.892

ROC Area C(lass

0.705
0.999
0.988
0,53

0,944
0.972
0.91

120-140
100-120
40-40
60-80
20-40
0-20

Status
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Figure D.14 BayesNet Table Results of Case Study 2A
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Weka Explorer
§ Vieia by

Prepocess Cousy | Chster | Assocate | Seectatrbtes | Visize]

Classifier

| Chuse M0 2

Test options
() Use training set

0 Sppiedtestaet | .

0 Cross-validation ~ Folds EI
Pttt %

(Nom) Remaining-Open-Duration

=

Result st (right-clck for options)

120:24:30 - rules.DecisiorTable
120:25:11 - bayes. Bayeshlet

20:25:44 - functions, SmpleL ogistic
120:35:38 - frees. J43

Classifier output

Correctly Classified Instances
Incorrectly Classified Inatances
Kappa statistic

Mean shaolute error

Root mean aquared error

Relative baolute error

Root relative squared error
Coverage of cases (0.95 level)
Mean rel. region size (0.93 level)
Total Number of Instances

=== [etailed Accuracy By Class ==

TP Rate [P Bate
i i
0.9%  0.003
0,833 0.005
i i
0,824 0,085
0.88 0.08
Weighted Avg,  0.882 (.06

=== (onfusion Matrix ===

38
50
0.827
0.0464
0.1795
20,4219 %
53,3781 %
95,0588 %
L6471 %
425

Precision Recall F-Measure

0 0

0,989 0.989
0.946 0.8
0 0

0,707 0.8
0.907 0.8
0.883  0.882

g b ¢ d e [ <-classifiedas
0100 0 0] &=120-140
0% 0 0 0 1] b=100-120
003 0 5 21 c=40-60
001 0 1 0| d=é0-80
00 0 07 151 e=20-40
001 023wl f£=0-2

86,2353 §
117647 §

0

0.923
0.886
0

0.761
0.893
0.881

ROC Area Class

0.14%
0.981
0.91
0.111
0.938
0.956
0.956

120-140
100-120
40-60
60-80
20-40
0-20

(]

il

Status
oK
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Figure D.15 SimpleLogistic Table Results of Case Study 2A
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£ Weks Explorer

Preprocess‘ Clssfy |L‘Justa' | Aesocate | Selct attrbutes | sze‘

Classfier

o MO

Test options
(7) Use raining set

Ot S

@) Cossvaldation ~ Folds E
() Percentage spit %

(Nom) Remainng-OpenDuraton v

o = |

Result it {ight-clck for optors)
120:24:30 - rules.DecisiorTable
120:25:11 - bayes Bayeshlet
120:25:44 - functions. SimpleL ogistc

Classifier output

Correctly Classified Instances ki LYV i
Incorrectly Classified Instances Iy 11,0588 &
Kappa statistic 0.8303

Mean abaolute error 0.048

Root mean squared error 0.1666

Relative absolute error 211242 §

Root relative squared error 49,5312 %

Coverage of cases (0,95 level) 96,9412 %

Mean rel. region size (0,95 level) FEBEIER

Total Number of Instances i3

== [etailed Accuracy By Class =

TP Rate [P Rate [FPrecision Recall F-Measure ROC Area Class

0 0 i i i 0.428 120140
0.989  0.003 0,99 0.98% 0,99 0987 100-120
e o 1 0,833 0.909 0981 40-80
0 0 i i i .64 60-80

064 0012 0.9 .62 0,746 0.9z 20-40
0.9 0.187 neat 0.9 0,89 0965 (-20
Weighted Avg,  0.889 (.08 0.89¢  0.889  0.881 0.969

=== (onfusion Matrix ==

@ b o d e I <¢-classifiedas
01 000 01 &a=120-14
0% 00 0 11 b=100-120
003 00 71 c=40-60
b0 0 0 0 21 d=¢0-80
00 0 033 321 e=2-40 H
b0 0 0 4191 £=0-20
L
[ 1 }

Status
0K
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Figure D.16 J48Results of Case Study 2A
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£ Weka Explorer

E.

. L .

DETAILS OF CASE STUDY 2B

BN TR -0

Preprocessl Classify ‘ Cluster ‘ Assodate | Select attribuhesl V|wa\ize|

Clsterer

l Choose l‘SimpIeKMeans-NS-A”weka‘core.ManhattanDistance-RF\rst-\ast"-lSDU-SID

Clister mode

@) Use training set

) Supplied test set

) Percentage spit

(7 Classes to dusters evaluation
(Nom) Ack-kalma-suresi

Store custers for visualization

Set...

"

l Tonore atiributes

Result st (ight-clck for options)

Stop

19:02:36 - SimpleMeans
19:12:21 - SimpleKMeans
19:12:46 - SimplekMeans
19:13:12 - SimpleMeans
19:13:28 - SimpleKMeans
19:13:52 - SimplekMeans
19:15:32 - SimplekMeans
19:23:38 - SimpleMeans

:27:36 - SimpleMeans

Clusterer output

Gluncellendigi-tarih 5/31/2011--10:28:00-AM 5/31/2011--10:28:00-2M 5/31/2011--10:29:00-RM  7/4/2011--4:28:00-BM 5/31/2011--10:0 4
Test-Tipi Yaz?lomKalifikasyon  Yaz?linKalifikasyon  Yaz?limKalifikasyon  Yaz?l?mKalifikasyon Yaz21omzhe
Telun-Versiyomu 0.14 0.14 0.02 0.02
Kaynaklandligi-asama Kodlama Kodlama Kodlama Kodlama
Reproducibility Mluways Always Always Mways Have m
1-SL0C 18533 20710 3584 2933

e 240 M i 957
Kaynaklandigi-bilegen Form Torm Form Busineas

drkl [ [ 0 0

drk2 1 1 0 1

drk3 [ [ 0 i

dmad 0 0 1 0

dmAs 0 0 i 0

it 1 1 i 1

dmR3 1 1 1 1
Leik-kalma-suresi 0-20 100-120 0-20 0-20

Time taken to build model (full training data) @ 0.13 seconds

=== Mpdel and evaluation on training set ==

Clustered Instances

121 ( 288
% (6
108 ( 263)
2 (%
137 ( 3%8)

[P —

L[

m

Status
oK

] g

Figure E.1 SimpleKMeans Clustering of Case Study 2B
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Figure E.2 Weka View of Case Study 2B Cluster 0
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£ Weka Explorer i

Preprocess‘ Cassify |L'Justa' | Aesocate | Selct attrbutes | ‘ﬂsuﬂlze‘

TR W TR -

Classfier

’ Choose HDecisionTahIe 115 "weka attributeSelection BestFirst 0 1 N5

Test options
() Use training set

OSypledtestest el

@ Cross-validation ~ Folds EI
pebgent %

{Nom) Remaining-Open-Duration v

o = |

Result st (right-click for options)

190757 - trees. )48
19:12:34- functions. SmpleLogistic
19:27:04 - bayes. Bayeshet

18:77:35 - rules.DecsionTable

Classifier output

Correctly Classified Instances
Incorrectly Clazsified Inatances
Kappa statistic

Mean absolute error

Root mean squared error

Relative sbaolute error

Root relative squared error
Coverage of cazes (0.95 level)
Mean rel. region aize (0.95 level)
Total Nunber of Instances

=== Detailed Accuracy By Clasg ===

0 0 i
1 (.18 i
0.955 0.0 0
0 0 0
0 0 i
0 0 i

Weighted Avg., (.95 0.146 0

=== (onfusion Matrix ===

g bcde I <--classified as
0000000 a=120-140
09 000 0] b=100-120
01200001 c=40-60
0010001 d=60-80
010000 &=20-40
030000 £=0-20

115 95,0413 §
b 49507 §
0.8503
0.08%2
0.15m

69,0185 §

63,7038 §

99,1736 §

85,6749 §

121

i i ?
B 0.974 0.907
955 0,955 0,955 0.9
0 0 0.429
i i 0.871
i i (.86

S 0.9 0.93 0.918

TP Rate PP Rate Precision Recall P-Measure ROC Avea (lass

120-140
100-120
40-60
fi0-E0
20-40
0-20

I

Status
o

Figure E.3 DecisionTable Results of Case Study 2B Cluster 0
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Quamor T TR . . TR TR T -

Preprocess| Classify | Cluster | Assadate | Select attrbutes | Wsualize‘
Classifier

l Choose "ﬂayesNet-D-Qweka‘tIassiﬂers‘bayes.net.search.lotaLKZ---P1-SBAYES-Eweka.tlassiﬂers‘bayes.net.estimate‘SimpIeEstimator---AD‘S ‘

Testoptions Classifer output
el Corvectly Classified Instances iy 96.6042 3 i
() Supplied test set | Set.., | Incorrectly Classified Instances 4 3.3058 %
_ Kappe statistic 0.9033
L EI MEIa)II: ahsolute error 0.0118

(Peceniagesplt % Root mean squared error 0.1037
Relative gbsolute error 9,103 %
42,0957 %

Root relative aguared error

Coverage of cases (0.95 level) 96.6%42 %
(om) Remaiing CpenDuratin | pean 1], region size (0,95 level] 16,8041
" | Total Number of Instances 121
Lot ] |
Result lst (right-cick fr options) === Detailed Aecuracy By Class ==
19:07:57 - trees. J48
18:12:34- functons.SimpleLogitic TP Rate PP Rate FPrecision Recall F-Measure ROC Area Class
e i 0 i 0 0 2 120-140
1 0.1 0,99 1 0.924 0.9 100-120
1 0.0l 0,957 1 0.978 0,999 40-80
i 0 i 0 0 0.775  60-80
i 0 i 0 0 0.933  20-40
0,33 0 1 0.3 0.5 1 0-20
Weighted Avg.  0.967  0.088 0.952  0.967 0,955 0.996
== (onfusion Matrix =
g bcde f <--classifiedas
0000001 a=120-140
0% 00001 b=100-120 E
0022 00 01 c=40-60
001000 d=60-80
0100001 e=20-40
B2 000l f=0-20
g
1 mn 3

Status

o &
Figure E.4 BayesNet Results of Case Study 2B Cluster 0
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Queimony o WPEREL.. .. TR TR -

preprocess| Cssfy | Chete | Aot et atrbute | Viusize]
Classfier
] Choose "Simplel.ugistic J0ME0HSD-W00 \

Test aptions Classifier output
L gt Correctly Clasaified Inscances 11§ 95.2678 5 i
() Supplied fest set St Incorrectly Classified Instances § 4,132 %
_ Kappa statistic 0.8711
8 Crsvatein s EI Hela)i ahsolute error 0.039

O Perentagesit % Root mean squared error 01246
Relative absolute error 45,6209 %
Root relative squared error 50,5209 %

Coverage of cages (0.95 level) 100 H
(lom) Remaring-OpenDuion v || yean rel, region size (0,95 level) 833333 %
| Total Nurber of Instances 121
Resultlt right-<lck fr cptions) == Detailed Recuracy By Class =
190757 - trees. J48
18:12:34-funcions, Smplelogitic TP Rate [P Rate [FPrecision Recall F-Measure ROC Area Class
0 0 i 0 i 2 120-140
1 0.148 0.959 1 0.979 0.88 100-120
1 0.0l 0.957 1 0.978 0.9 40-&0
0 0 i 0 i 0,008 &0-80
0 0 i 0 i 0,067  20-40
0 0 i 0 i 0.1 020
Weighted Avg. 0,959 0,117 0,919 0.9%9 0.9 0.867 ||
== (onfusion Macrix =
g becdef <-clasifiedas
000000 &a=120-140
0% 000 0] b=100-120 E
002 0001 c=40-80
0010001 d=¢0-80
0100001 e=20-40
t30000] f=020
]
{ I b

Status

o ‘xﬂ

Figure E.5 SimpleLogistic Results of Case Study 2B Cluster 0
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L B . SEEEES O 8 00 WEH

P 055 s sl et atines Vi
Cassfier
s M0 H2 |

Test opfions Classifier autput

O lse g Corseetly Classified Instances 11 o319 5 i
() Supplied testset | Set.. Incorrectly Classified Inatances 1 5,785 §

; Kappa statistic 0.8201

@ Cross-valcation ~ Fold

@ sk Fots E Mean abanlute errar 0.02%6

() Perentagespit % Root mean aquared error 0.1304
Relative ehsolute error 10,8756 §
Reot relative squared error 52.8594 %

Coverage of cazes (0.99 level) 95,0870 %
(Nom) Remaiing OpenDuaton ¥ | yean rel. region size (095 level]  19.697 §
Total Number of Instances 121

Resul st (ight-clck for options) === Detailed ecuracy By Class ==

19:07:57 - rees. )48

TP Rate PP Rate [Precision BRecall F-Measure ROC Avea Class

i 0 i 0 0 H 120-140
1 0.259 n.83 1 0.964 0932 100-120
0308 0 1 0,909 0.9%2 0,955 40-60
i 0 i 0 0 0.375  60-80
i 0 i 0 0 0.2 20-40
i 0 i 0 0 .71 -0
Weighted Avg.  0.982  0.201 0305 0.2 s 0.4
=== (onfusion Matriy ===
g bocde f <-classifled as
100000 a=120140
0% 00001 b=100-120 =
022000 01 c=40-80
0100001 d=d0-80
010000 e=20-40
030000 =020
2
{ I i

Status

o ‘xn

Figure E.6 J48 Results of Case Study 2B Cluster 0

149



s (| o Ascie Seecumhus | ke

L G || Gem. | Gk || e | o || @ | e |
P
Com e A
[t relbon fearted st
M 0, | | peesleSmseedshaies.  ivhend e e dsn e Nonreh
p—— P —_—— e 3 e 18]
hbie o ot ot
u l e ] el l e ] 1130 1] i
| ] 1 T
144 ] 1]
L T ] ]
i koM HEL] 1 u
T FiT]

Jil BEl %]

g

I

ol

Figure E.7 Weka View of Case Study 2B Cluster 1
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§ Weabgloer o EhiSe
Preprocess|C|ﬁ—WfY Custe | Assocate | Seectatrbutes | ‘ﬂsudize|

Clagsfier
’ Chooge "DecisiunTabIe %15 "weha, atrbuteSelection BestFist -0 1 -4 5" |

Test options Classferouput

- 3 »
AR Correctly Clasaified Inscances B EB.4615 %

() Sppleftstest | G, | |Tncorsecely Classified Instances 3 115385 %

) Happe statistic 0

0 Cross-valdaton  Folds E Hela}i . — 0.1135

[ Perentagesplt % Root mean squared error 0,202
] Relative absolute exror 99,0031 %
Root relative squared error 99,8551 §

Coverage of cases (0.95 level) 100 §
(o) Remaring penQuratin v || ean rel, region size (0,05 level) 833331 %
Total Mumber of Instances X

e

Resultlist (right-chck For optons) === [etatled Aecuracy By Class ==

19:36:16 - rUles DecisionTable

TP Bate PP Rate [Precizlon BRecall [-Measure ROC Ares Class

0 0 i 0 i ? 120-140
0 0 i 0 i i 100-120
0 0 i 0 i ? 40-60
0 0 i 0 i ? £0-80
0 0 0 0 0 029 -4
1 1 n.ees 1 0,93 .22 - I
leighted Rvg.  0.885  0.885 0783 0B85 0.83 0.
=== (onfusion Matrix =
@ bocde ¢-classified s
0000001 a=120-140 E
0000011 b=100-120
00000 0] c=40-60
00000 0] d=¢0-20
00000 2] e=20-40
toooo0a| i=0-2
=
{ Il 3

Stafus

% ‘xo

Figure E.8 DecisionTable Results of Case Study 2B Cluster 1
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£) Weka Explorer K

Preprocess‘ Clssify | Cluster | Assodate | Select attributesl V’|ma\ize|

Classifer

’ Choose l‘ﬂayesNet-D-Qweka‘c\assiﬂers‘hayes‘net‘search‘\oca\.KZ---P1-SBA\‘ES-Eweka.tlassiﬂers‘bayes.net‘estimate‘SimpIeEstimator---A0.5 |

Test options

(1) Use training set

0 Supiedtestset | St

@ Cross-validstion ~ Folds EI
(bl %

(Nom) Remaining-Open-Curation v

) =

Result st (right-cick for options)

19:36:16 - les.DecisonTable

19:36:35 - Dayes Bayeshet

Classifier output

Correctly Classified Instances 25 96.1538 % i
Incorrectly Classified Instances 1 10462 %
Kappa statistic 0.7833

Mean sbsolute error 0.0193

Root mean squared error 0.1153

Relative absoluce error 16,9486 %

Root relative squared error 76.8186 %

Coverage of cases (0.95 level) 96.1538 %

Mean rel, region size (0.95 level) 205128 %

Total Number of Instances 2

=== [etailed Accuracy By Clasg ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class

0 0 i 0 0 i 120-140
0 0 i 0 0 0,32 100-120
0 0 i 0 0 i 40-40
0 0 i 0 0 i 60-20
1 0 1 1 1 1 20-40
1 0.333 0.9% 1 0.979 0,899 0-20
Weighted Avg.  0.962  0.29% 0.925 0.9 0.943 0,884
== (onfusion Matrix ==
g bcde [ <-classified a3
0000001 a=120-140
000001 b=100-120 E
0000000 c=40-60
0000001 d=460-80
0000201 e=20-40
0000023 £=02
3
{ n b

Status
oK

‘xu
Figure E.9 BayesNet Results of Case Study 2B Cluster 1
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) Weka Elorer h
Preprocessw Cluster | Assniate | Select att'ibutesl Wwahze‘

Classifier
] Chose HSimpIelogistic 10-NE00-H50-W 20 |

Test opfions Classifier output

A i Y
O U oyt Cozrectly Classified Tnstances 5 %153 &

(") Suppled test set Tt Incorrectly Clasaified Instances 1 1,806 %

; Kappa statistic 0.7833

(@) Cross-yalicafion ~ Fold

@ fomsaliain s E Mean absolute error 0.0367

[ Percentagesplt % Root mean squared error 0.1307
_ Relative abaolute error 19,7662 §
Root relative sguared error 64,4154 §

Coverage of cazes (0.99 level) 100 §
(Nom) Remaring OpenDuration | yeay vl region size (095 level) 7439 §
Total Mumber of Instances X
et st (ight<ickfor ptions) === letailed Aecuracy By Class ==
19:36:16 - rules. DecionTzble
18:36:35 -bayes Bayeshet TP Rate [P Rate FPrecision Recall F-Measure ROC Arez Class
10:37:03 - fnctions, SnpleLogistic 0 0 0 0 0 1 120-140
0 0 0 0 0 0.2 100-120
0 0 0 0 0 ? 40-60
0 0 i 0 0 2 B0-20
1 0 1 1 1 1 20-40
1 0.333 0.9 1 0.979 Ll -l
leighted Avg, 0,982 0,29 0,925 0982 0,843 0,713 M
=== (onfusion Mateix ===
g bocde [ <¢-clasifiedas
0000000 a=120-140
00000 1] b=10-120 E
00000 0] c=40-80
000000 d=80-80
00002 0] e=2-4
o000l f=0-
{ I 3

Status

OK ‘xﬂ

Figure E.10 Simple Logistic Results of Case Study 2B Cluster 1

153



£ Weka Explorer

Preprocess‘ Clssfy | Cluster | Assodate | Select atmbutesl V’lwa\ize|

Classifer

] Choose I\m COEM

Test options
(7} Use raining set

O Sppledtesteet | Gt

(o) Crossvaldation  Folds IEI
bt %

(Nom) Remaining-Openuration ~~ »

Cod

Result st (right-cick for options)

19:3:15 - rules. DecisiorTable
19:3:35 - bayes. Bayestet
19:37:03 - functons, SmpleLogistic
19:43:15 - frees. J48

Classifier output

Correctly Classified Instances
Incorrectly Clasaified Inatances
Kappa statistic

Vean abaolute error

Root mean squared error

Relative ebsolute errar

Root relative squared error
Coverage of cases (0,95 level)
Mean rel, region size (0.95 level)
Total Nurber of Instances

== [etailed Aecuracy By Class ==

TP Rate P Rate

e B = ===

0
i
i
0
0
1
0.

Feignted Avg.  0.685 0385

=== (onfusion Matriy ===

g bcde f {-classifiedas
000000l a=12-140
0000011 b=100-120
0000001 c=40-60
00000 0] d=460-80
00000 2] &=20-40
0000023 £=0-20

a3

3

0

0.052
0,189
45,5814 %
93,5393 %
88,4615 3
205128 %
%

i 0
i
i
i 0
0
1
0

ik

284610 %
110385 %

Precision Recall F-Measure ROC Area Class

0 7 120-140
i .04 100-120
i ! 40-60

0 ! &0-80

0 0,917 20-40
0.939 .63 (-0
0.8 0.623

Status
0K

Figure E.11 J48 Results of Case Study 2B Cluster 1
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Figure E.13 DecisionTable Results of Case Study 2B Cluster 2
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Figure E.15 SimpleLogistic Results of Case Study 2B Cluster 2
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Figure E.16 J48 Results of Case Study 2B Cluster 2

159



e Cuusty | (ks | Aot et bt Vot

L Gmk. | OeR. | OeB. | e || e B e
i
| o e 3
(i et S prhus
ikt 120400 1 0 deenrlwt Sersanpenveed atrbulz Remove... Mrboes 1 Neme: Remanng-(perDuin Trpe: Femrel
Tt Seofmgi T Mg 00 Dt 7 Lege: 0]
b le e ot e
[ m — ” = ” e | O 0 o
. FEar] ] [T
T 0 [
Ll ] ] LT
504 B i
B0 ] E]
s Pesarr e hasen fom) v oded |
a
o)
1 [] I 1
Eo T
1 4 Ei‘“

Figure E.17 Weka View of Case Study 2B Cluster 3

160



£ Weka Explorer
Preprocessm Cluster | Associate | Select aﬁributesl V\sualize‘

Classifier

’ Choose HDecisiunTahIe 115 "Weka.atbibuteselection, BestFirst -D L -N 5"

Test opfions Classifier output

O lhe taring Correctly Clagsified Instan

() Suppledtestset | %t |Incorrecly Clessified Insc

i Kappa statistic
(o) Crossvalidation  Folds E liela)i N —

[ Percentagespit % Root mean squared error
_ Relative absolute error
Root relative squared error

Coverage of cazes {0.95 lew

—— |Total Mumber of Instances
o] w

Resul it {ight-click for options)

20:07:47 - res. DecisonTable

TP Rate P
0
0
0
0
0.957
0.687
Weighted &vg.  0.873

== (onfusion Matrix ===

Ce3
ances

el)

{Nom) Reaning-Open Durafon T || ¥ezn rel, region size (0,95 level)

== [etailed Aecuracy By Class ==

Rate
0
0
0
0
0.333

0.043
0.232

pid B8 %
4 1.3 %
0.6684
0.1307
0.2161

BT §

81,6209 §

100 §

86,9792 §

kH

Precizion Recall F-Measure ROC Area Class

i 0 0 ? 120-140
0 0 0 ? 100-120
i 0 0 ? 40-60
i 0 0 ? 60-80

n.e8 0557 0.0 03 240
0.857  0.667  0.75 0.7 -2
0.eTe 0BT 0T 0

g bode f <--classified a3
0000001 a=120-140
00000 0] b=100-120
00000 0] c=40-60
000000 d=80-80
00002 1| e=2-4
00003 6] £=020

I

an

Status
Ok

Figure E.18 DecisionTable Results of Case Study 2B Cluster 3
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Figure E.20 SimpleLogistic Results of Case Study 2B Cluster 3
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Figure E.21 J48 Results of Case Study 2B Cluster 3
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Figure E.23 DecisionTable Results of Case Study 2B Cluster 4
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Figure E.24 BayesNet Results of Case Study 2B Cluster 4
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Figure E.25 SimpleLogistic Results of Case Study 2B Cluster 4
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Figure E.26 J48 Results of Case Study 2B Cluster 4
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