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ABSTRACT

ROLE OF INVESTMENT SHOCKS IN EXPLAINING BUBNESS CYCLES IN
TURKEY

Yuksel, Canan
M. S., Department of Economics

Supervisor: Assoc. Prof. Dr. Ebru Voyvoda

February 2012, 87 pages

This thesis aims to understand the sources of bssinycles observed in Turkish
economy. In particular the thesis investigates ithle of investment shocks in
explaining fluctuations in output. For this purpasesmall open economy DSGE
model is estimated on Turkish data for 2002-201fiogeby Bayesian methods.
Variance decomposition analysis shows that permaeehnology shock is the key
driving force of business cycles in Turkish econoamd the role of investment

shock is less spelled.
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TURKIYE IS CEVRIMLERININ ACIKLANMASINDA YATIRIM SOKLARININ
ROLU

Yuksel, Canan
Yilksek Lisansiktisat Bolimii

Tez Yoneticisi: Doc. Dr. Ebru Voyvoda

Subat 2012, 87 sayfa

Bu tez, Turkiye ekonomisinde gozlenendevrimlerinin kaynaklarini agarmayi
amaglamaktadir. Ozellikle, Uretimde gozlenen dalgalalari agiklamada yatirim
soklarinin rolt incelenmektedir. Bu amacla Turkigi2002-2011 dénemi verileri
kullanilarak bir kiigtik acik ekonomi dinamik stoklagienel denge modeli, Bayescil
yontemlerle tahmin edilmektedir. Varyans ayrma analizleri, kalici teknoloji
soklarinin Turkiye ekonomisinde gozleneg ¢evrimlerinin en onemli kayrga

oldugunu, yatirimsoklarinin roliintin ise daha sinirli oglinu géstermektedir.

Anahtar Kelimeler: Acik Ekonomi, Bayescil Tahmigp Cevrimleri



To My Family

Vi



ACKNOWLEDGEMENTS

| would like to express my deepest gratitude tothesis supervisor Assoc. Prof. Dr.
Ebru Voyvoda for her guidance and effort throughtig study. | would also like to
thank the examining committee members for theinadale comments and critiques.

| owe special thanks to The Scientific and Techga Research Council of

Turkey for the financial support they provided tigbout my graduate study.

| would like to express genuine appreciation toRiza Yicel for his help, tolerance
and motivation. Without his invaluable companysttiiesis could not be completed.
| also want to sincerely thank Harun Alp and Hamdelik for their support and

helpful suggestions.

Finally, I am deeply indebted to my family, espégiany mother Yasemin Yuksel,

for their unconditional love, care and encouragdrnt@oughout my entire life.

Vii



TABLE OF CONTENTS

PLAGIARISM .ottt e et e e e e s e e e nenne e e e e e e anns iii
ABSTRACT ittt mmere et e e e e ettt e e e e e st et e e e e e e anbbeeeeannrereeeeeeaans iv
(@ ) v
D] = 1 (@ AN I (@ ]\ PRSPPI Vi
ACKNOWLEDGEMENTS ..t e e e e e eed Vil
TABLE OF CONTENTS ...iiiiiiiiie it seeee et ee e e e e e enaa viii
LIST OF TABLES ...ttt ettt ettt e e sttt e e e e s emnnee e e annees X
LIST OF FIGURES ...ttt ettt a e et esnenneee e e Xi
CHAPTER
1. INTRODUCTION ittt s e e e e et e e et eeeaa e s enna s 1
2. SYNOPSIS OF THE LITERATURE ON DSGE MODELING, BAYESN
ESTIMATION AND INVESTMENT SHOCKS.......coiiiiiimmiiiiiiiee e 6
2.1. Literature on DSGE MOAEIING .......cuvvrerenmmmmmmeeeeeeenniinaaseeeeeeeeaeeeseseesnnnnnnns
2.2.Literature on Bayesian Estimation of DSGE Models...........ccccccoeeeeeeeen. 8
2.3. Literature on Investment SHOCKS............ccceeeriiiiiiiiiii s 12
3. THE OPEN ECONOMY DSGE MODEL ....cccceiiiiiiiiiiieeiiiiiiiiee e 17
S L RIS ettt ettt —————— 18
3.1.1. DOMESLIC FIMMS ...ooviiiiiiiiiiiee e e s e e e e e e e e e e e e eeeeeeeennes 18
3.1.2. IMPOItiNG FiMMS ..ceeiiiiiieeee s 22
G 00 I T {0 Yo 11V I 1 24
3.2 HOUSENOIAS ... 24
3.2. 1. WAQge SEtliNG ..cooeiiiiiiiiiiiiere e 30
3.3. The GOVEIMIMENT ...eeiiiiiiiiiiiee e eeeeeeee e e e e e e e eae e 30
3.4.The Central BanK ... 31
3.5. FOreign ECONOMY ......oovviiiiiiiiiiiie e e e e e e e e e e e e e e e e eeeeennanees 31
3.6. Market Clearing ConditiONS ............ccceet e eeeeeeeeeeeeiiiiiirne e e e 23



3.7 . REIALIVE PrICES ... e 32

3.8. MOdEI SOIULION ..o 33
4., DATA AND METHOD ..ottt e et e e e eaa s 35
A L DALA ... ————— e aenn e enas 35
4. 2. MEENOM. .....ciiiiiiiei it 36
5. ESTIMATION ..ottt ettt e e e e e e e s eenneneeeas 40
5.1. MOdel ParametersS......ccooooiiiiiiiiiiieeee e e 41
5. 2. MOEI it ..o e e 45
5.3.Shocks and BUSINESS CYCIES ......ccooveiii i 46
5.4. Model Dynamics and Shock Identification .......cccc.ceevvvveiviiiiiiniiineeeeeenn, 50
5.5. Discussion: The role of technology and investm@otks ....................... 51
6. CONCLUSION ..ottt e eee e e e s eeeeeeeeeeeneennes 56
REFERENGCES ...ttt e et e e e e e rensene s e eeees 58
APPENDICES ..ottt s st e e e e st e e e e e e ettt e e e e e s snnnneeeeenneees 64
A. The Log-linearized Model..............ouvviiimmiie e 64
B. Tables and Graphs ........ oo 66



LIST OF TABLES

TABLES

Table 5.1Calibrated Parameters ..............

Table 5.2Prior and Posterior Distributions

Table 5.3Posterior variance decomposition in the model.....................oooooenn.



LIST OF FIGURES

FIGURES

Figure 5.1aPrior and posterior distributions (Parameters).............cccccceeeeeeeennn. 70
Figure 5.1bPrior and posterior distributions (Monetary polggrameters)........... 71
Figure 5.1cPrior and posterior distributions (Shock procegmgameter) ............. 71
Figure 5.2 Data and one-sided predicted values from the madel..................... 72
Figure 5.3 Historical decomposition of OULPUL.........comeeereeeeiiiiiiiiiiiiieee e e, 73
Figure 5.4 Impulse response to a unit-root technology shock........................... 74
Figure 5.5 Impulse response to an investment ShOCK ..ceeeeeeeeeveeeieeeiiiiiviiiiiiiiin, 74
Figure 5.6 Relative price of investment in TUrkeY .....coeeeeueiiiiiiiiiiiiiiiiiiiiiiiiiiinnns 75
Figure 5.7 Relative price of investment in U.S. ... 75

Xi



CHAPTER 1

INTRODUCTION

Explaining business cycles has been central irpth@ic and academic debates for
long periods. Different methods have been used rderstand fluctuations in
aggregate variables. On the one hand, the quessioapproached from the
perspective of general equilibrium models. Analybased on general equilibrium
theory have claimed a central role for exogenousrements in total factor
productivity, i.e. neutral technology shocks (Kyufaand Prescott, 1982, King and
Rebelo, 1999). On the other hand, the empiricatagah to account for the business
cycle questioned the standard predictions of RB@ehthat productivity shocks are
the main source of business cycles. Moreover assked in Gali (1999), response
of hours to technology shocks is found to be harmktoncile with data. This line of
research pointed at other disturbances such as falpply shocks and oil prices
(Shapiro and Watson, 1988).

In the last two decades a new generation of micumded general equilibrium
models enriched with various nominal and real ifsit$ gained popularity in many
fields of macroeconomic analysis, including busesycle analysis. The
developments on theory and estimation techniqudébeoto-called New Keynesian
models stimulated emergence of a new literatureekamines business cycles from
a structural perspective. This approach involvesnasion of Dynamic Stochastic
General Equilibrium (DSGE) models utilizing Bayest@chniques, focusing on the
historical and variance decomposition of main macomomic variables to explain
business cycles. Leading examples of this line esearch are those examining
developed economies in closed economy settings t6Sarel Wouters, 2003 and
Justiniano et al., 2010). However, besides a hbsesearch in closed economy



models, open economy literature has not been fainbein utilizing Bayesian
techniques (Bergin, 2003, Dib, 2003, Del Negrolet2®04, Adolfson et al., 2007).

This thesis aims to understand the main sourcesutgfut fluctuations in Turkish
economy in the last ten years within a generalldguwim framework. In particular
this thesis investigates the role of investmentckbon explaining business cycles,
whose contribution to macroeconomic fluctuations haen found to be significant
for developed economies (Justiniano et al., 20h0etS and Wouters, 2007). Also
the importance of investment shock relative to othupply shocks such as stationary
and unit-root productivity shocks, which have bdennd to be important for
emerging market economies (Aguiar and Gopinath,7280d Alp and Elekda
2011) is investigated. Understanding sources oihless cycles is important for both
market participants and policy makers. Understajdire cyclical patterns is also
crucial for predicting and avoiding recessions &dpolicy design. For instance if
investment shock turns to be the most importantirdyi force in the economy, a
policy advice to decrease output volatility would Hdecreasing the volatility of
investment shock. Since the investment shock &eelto financing conditions than
taking measures to maintain financial stability nteglp to decrease volatilities of
both investment shock and economic activity. Thaeeffor policy design it is
important to know sources of business cycles. Téhd, | develop a medium-scale
open economy DSGE model for Turkish economy anidhast it on quarterly data
using Bayesian estimation techniques. The modealffeted by fourteen orthogonal
shocks, including permanent and stationary shocki®tal factor productivity, an
investment shock, domestic and import mark-up sb@eid a shock to labor supply.
Using data on fourteen macroeconomic variablesidioh output, inflation, interest
rate, the real exchange rate, imports, exports farglgn economy variables for
2002:2-2011:3 period, key model parameters arenatdd. The estimated model is
then used to address a number of key business @gles such as computing
variance decomposition of the observed variables identifying the historical

evolution of underlying shocks that explain bussegcles fluctuations.



The structural model used in this thesis generfdlpws the framework set by
Smets and Wouters (2003, 2007) and specificallgredd the closed economy DSGE
model of Justiniano et al., (2010) by incorporatthg open economy aspects. The
open economy features are in line with Adolfsoale{2007). The theoretical model
also integrates a number of nominal and real émdiincluding sticky prices, sticky
wages, variable capital utilization, capital andestment adjustment costs and habit
persistence in consumption. There is incompletda&xge rate pass-through in the
import sector due to nominal price rigidities (i.eacal currency price stickiness)
whereas law of one price is assumed to hold inettport sector. Consistent with
small open economy perspective, foreign inflationiput and interest rate are

assumed to be exogenously given.

In particular, this thesis gives a special focustlos role of investment shocks in
understanding Turkish business cycles. Followirgggéminal work by Justiniano et
al. (2010), who find that a shock to the margirfiitiency of investmerit(MEI) is
the key driver of business cycles observed in @&nomy, investment shocks
started to be one of the much debated driving #ree understanding
macroeconomic fluctuations. Prior to Greenwood le{¥988), investment shocks
were considered as unlikely candidates to gendraggness cycles in a general
equilibrium environment. Justiniano et al. (2016) the first study to attribute
investment shocks a key role in a DSGE setting. Agnthe studies examining
sources of business cycles (Smets and Wouters, 20032007; Adolfson et al.,
2007), permanent technology shocks and mark-up kshbave been the most
pronounced disturbances, whereas contributionswastment shocks were found to
be non-negligible, but less important. Especiallyr fdeveloping economies,

permanent technology shock was proposed to be the diving force of

! This shock affects the yield of a foregone unitohsumption in terms of future capital input. The
literature often refers to this shock as investmgmecific technology shock, since the shock is
equivalent to a productivity shock specific to ttepital goods producing sector in a simple two-
sector economy (Greenwood et al. 1997). Throughtioeitthesis | use the terms “MEI shock” and
“investment shock” interchangeably.
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macroeconomic fluctuations (Aguiar and GopinathQ720Medina and Soto, 2007
and Alp and Elekdg 2011).

Role of various technology shocks including stadign unit-root and investment
specific technology shock as a key source of bgsimgcles is a debated issue in
macroeconomic analysis (Sims, 2011, Ravn and Silinc2@08). In general most of
the studies including Smets and Wouters (2003, QQidtiniano et al. (2010) show
that the three technology shocks combine to exfdialk of the cyclical variation in
output, where the stationary technology shock hassmallest contribution. Hence
the literature seems to agree on the overall inapog of technology shocks relative
to non-technology shockslowever, the literature is far from a consensustan
relative role of investment and permanent technokdgpcks. This thesis fits in this
lively part of the literature and tries to answeratrole investment shocks play in
generating business cycles in Turkish economy.

The estimation results and variance decompositisayaes show that unit-root
technology, investment and exogenous spending shaxtount for a large share of
output fluctuations in Turkish economy in the lgt years. In particular, the unit
root technology shock seems to be the most impbdbithe technology shocks.
Such an outcome echoes the results of Aguiar amin@it (2007) which concludes
that this kind of trend shock is an important deieant of business cycle
fluctuations across emerging markets. There alsemseto be an important
contribution by the exogenous spending shock. Hewavcomparison to studies on
developed economies (e.g. Smets and Wouters, Zifiifson et al. 2007), there

seems to be a limited role for the mark-up andastaty technology shocks. These
results are consistent with the findings of Alp dfidkda (2011), which is, to the

best of my knowledge, the only other study utiligiBayesian methods for a small

open economy DSGE model tailored for Turkish ecopom

The main contribution of this thesis is iovision of an analysis of Turkish
business cycles from the perspective of a fullicalated DSGE model. The Turkish

case often enforces an environment of working withrt time series if the utilized
4



model does not account for structural break orgyadiwitch since there is a policy
change and a set of structural reforms in post 28¥¥iod, which should be taken
into account. Estimating the model by Bayesian om#shenables one to take the
advantage of using prior information which is vdliegawhile working with short
data samples. Moreover this thesis addresses\an¢lquestion in the literature on
the relative importance of technology shocks inegating business cycles, by
incorporating stationary and unit root technologpaks and an investment specific
technology shock into the model.

The remainder of the thesis is organized as foll@spter 2 gives a brief review of
the related literature. In Chapter 3 the theorktinadel is described. Chapter 4
contains a short description of the data and aevewf Bayesian methods. In

Chapter 5, | first discuss the choice of parametersalibrate, and the prior

distributions for the estimated parameters. Thenrepbrt the estimation results and
compare the empirical properties of the estimat&&GB model with the actual data
to validate the model fit. In this Chapter, | aliscuss the role of various shocks in

explaining Turkish business cyclésnally, Chapter 6 concludes.



CHAPTER 2

SYNOPSIS OF THE LITERATURE ON DSGE MODELING, BAYESI AN
ESTIMATION AND INVESTMENT SHOCKS

This chapter presents a review of the literatua i relevant for this thesis in three
parts. The first section provides a summary ofliteeature on DSGE modeling with
a special focus on the part of the literature wheghmines the sources of business
cycles. Section 2.2 reviews the empirical literatan the estimation of DSGE
models by the use of Bayesian techniques. Thisosediscusses briefly the main
studies applying such methods and their findingastly, Section 2.3ummarizes
the literature investigating investment shocks #mar findings. This section also
provides some inference on the meaning and projpagaf shocks to marginal
efficiency of investment which is the main addrelsgesturbance in this thesis.

2.1. Literature on DSGE Modeling

This section provides an overview of the literatonetheory of DSGE modeling, the
main reference framework for the analysis of ecapoftuctuations in modern
macroeconomic theory. In principle, DSGE models balp to identify sources of
fluctuations, answer questions about structurdtsshiorecast and predict the effect
of policy changes, and perform counterfactual expents. As a result of the ability
of DSGE models to address such policy-relevant topres these models have also
been used by many policy-making institutions asoaefing framework.

Understanding the methodology of DSGE modeling iregua review of the
transition from traditional quantitative macroecomo models towards the so-called

New Keynesian (NK) framework. The traditional maonodels consist of a set of

2 A detailed description of the method is preseitte@hapter 4.
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ad-hoc equations mimicking the behavior of key aggte macroeconomic variables
instead of an optimization-based approach. Faitiréhese models to predict the
stagflation observed during the 1970s led to weakpiof their popularity. This

breakdown in the performance of these macroeconmamabdels together with the
rational expectations revolution inspired by thec&s critique gave way to the
emergence of real business cycle (RBC) theory dited by Kydland and Prescott
(1982Y. For the first time, this paper proposed a smadl eoherent dynamic model
of the economy, built from first principles with topizing agents, rational

expectations, and market clearing, that could matghzed facts in the data at a
remarkable degree. The RBC models consider busoyesss as efficient responses
of a frictionless economy to exogenous movementsotal factor productivity.

Although these models were criticized on many aspésuch as assumption of
frictionless, perfectly competitive markets, in@itto match data on movement of
hours and wage), methods of RBC approach have ls#ih employed and the
general structure of the RBC models with its “optimg agents in a general

equilibrium setting” is preserved in DSGE models.

Emergence of the New Keynesian (NK) paradigm issmered as an attempt to
provide micro-foundations for resuscitating baseyKesian concepts such as market
imperfections, the inefficiency of aggregate fluttans and rationale for policy
making, as opposed to the RBC approach. Hence ahdisé work in NK literature,
including Calvo (1983), Bernanke et al. (1999), rfdia et al. (1999), aimed to
provide microfoundations such as nominal and régildities, financial market
imperfections, and to incorporate these into gdnecailibrium models. DSGE
models were developed by feeding of these mechanisgito the stochastic

neoclassical growth model of Kydland and Presd®8R2).

The literature on open economy DSGE models wasredgged by the contribution
of Obstfeld and Rogoff (1995). Closed economy sgtin the early works of DSGE

models had problems in matching some facts in th®.dTo overcome such

® King and Rebelo (1999) provides a detailed reviéRBC models.
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problems, open economy models incorporated thelplitysthat international trade
in final goods and financial assets affects thelidion of the domestic economy
giving rise to richer dynamics. Prominent studiagias line are Gali and Monacelli
(2002) and Monacelli (2003). The former developsnaall open economy model
(SOEM) incorporating many of the microfoundationgpe@aring in the closed
economy NK framework, summarized in Woodford (2008pnacelli (2003) on the
other hand allows for local currency pricing of ded goods and presents a
mechanism for limited pass-through of exchange ratevements to consumer
prices. The SOEM in Adolfson et al. (2007) incogdes all the features of closed
economy models, summarized in Christiano et al0%20and adds up some open
economy features such as consumption and investafdoteign goods, saving in
foreign bonds and incomplete exchange rate passghrto both import and export
prices. Their work provides an elegant example tiests most of the developments

in the literature.

To sum up, over the past 25 years DSGE models, thvéln coherent frameworks,
have become increasingly popular in both academéexia non-academic circles.
Policy makers have become increasingly interestedsefulness of DSGE models
for policy analysis and forecasting. This type obdaling approach seems to

continue to be the reference framework for macronegoc analysis.

2.2. Literature on Bayesian estimation of DSGE mods’

Regarding the application of Bayesian techniquas, thesis is related to the large
literature using estimated micro-founded modelsiriderstand the main sources of
business cycle fluctuations (Smets and Wouters,32@olfson et al., 2007,
Justiniano et al., 2010). With the explosion okegsh using Bayesian methods, the
formal estimation of DSGE models has become onth@icornerstones of modern
macroeconomics. This section presents the evolatidhe literature towards use of

“This section is based on An and Schorfheide (200@)ik and Schorfheide (2007) and Fernandez-
Villaverde (2009), as main references that pressethiled reviews of Bayesian methods in
macroeconomic analyses.
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Bayesian techniques in DSGE analysis. Moreoverfittténgs of leading examples
of the Bayesian DSGE literature, related to busirggle analysis, are presented in

this subsection.

Although DSGE models provide a complete multivariadtochastic process
representation for the data, for a long time theyenn many cases rejected against
less restrictive specifications such as vector ragressions (VAR). That was
because the quantitative evaluation of DSGE modals conducted without formal
statistical methods and the models constitutechmdrvork that is more restrictive
than VARs. Subsequently with the improvement of stveictural models and the
amendment of some misspecified restrictions, maadittonal econometric
techniques have become applicable suclyeseralized method of moments (GMM)
estimation of equilibrium relationships, minimunsi@ince estimation based on the
discrepancy among VAR and DSGE model impulse respdmnctions, (Christiano
et al., 2005). However, as discussed in An and Sohide (2007), the econometric
analysis of DSGE models has to cope with severalleiiges, including potential
model misspecification and identification problémia recent years, to address these
challenges, methods that are built around a likelih function derived from the
model, such as a Bayesian framework, have beeragedefor empirical work with
DSGE models.

Bayesian estimation of DSGE models has three nthiardages. Firsinstead of an
estimation based on equilibrium relationships,Blagesian analysis is system-based
and it fits the solved DSGE model to a vector ajragate time series. Second, the
estimation is based on the likelihood function gated by the DSGE model itself
rather than, for instance, the discrepancy betviZF@GE model responses and VAR
impulse responses. Third, the use of priors enabies researcher to include

additional information which helps to sharpen iefese and provides a useful device

® DSGE model misspecification can take many fornetuiing omitted non-linearities, misspecified
structural relationships, or misspecification dwe vtrongly-specified exogenous processes. The
identification problems may arise due to omittingredevant observation or from a case where
probability model implies different values of pameters lead to same joint distribution for the
observable variables (Lubik and Schorfheide, 2007).

9



for incorporating micro-level information in thetesation of aggregate time series
model. Prior distributions can be used to incorfealditional information into the

parameter estimation and to re-weight the likelthdanction so that the peak
appears in a region of the parameter space thabnsistent with extraneous
information. This helps especially when data do mmiude information that’s

needed for identification of parameters. For exangstimates of the discount factor
should be consistent with the average magnitudesaif interest rates, even if the
estimation sample does not include observationsit@nest rates. Moreover, use of
prior information in Bayesian analysis providesuattier advantage to cope with
identification problems. In such a case even a \Wemiormative prior helps to

update the likelihood function in directions of tharameter space in which it is not
flat. This way the prior can introduce curvaturtithe posterior density surface that
facilitates numerical maximization. Hence, Bayessnalysis provides a powerful

framework for DSGE model estimation and inference.

The literature on likelihood-based Bayesian esiiomabf DSGE models is generally
based on the studies by Landon-Lane (1998), De&brg. (2000), Schorfheide
(2000) and Otrok (2001). The abovementioned supte® of Bayesian estimation
methods and the improvement in computational tetisulated the use of Bayesian
techniques in formal estimation and evaluation @QE models. A prominent
example towards such a target is Smets and Wo{#@€3). This paper estimates a
medium-scale closed economy DSGE model for Eura fme1980:2-1999:4 period
and finds that the productivity and wage mark-upcgls are the main driving forces
of output in medium to long run. Smets and Woul@@03) also concludes that
investment specific technology shock accounts fosigmificant, but much less
important fraction of output developments at bussneycle frequency. In a similar
model estimated for U.S. economy, covering thegoefi966:1-2004:4, Smets and
Wouters (2007) finds that the identified sourcesdws$iness cycle fluctuations and
the effects of various shocks are similar to tfieidings for Euro Area. In another
study for U.S. economy using 1954:3-2004:4 datatidiano et al. (2010) proposes

that shocks to marginal efficiency of investmentEIMis the main source of
10



business cycles and this shock can explain morehbH of the volatility in output.

Justiniano et al. (2011) arrives at a similar cosidn based on estimating a
medium-scale DSGE model for the U.S. economy byngusihe additional

information in relative investment prices. This pgmtroduces two different types
of investment shocks: first is the MEI shock whiaits the capital good producer
sector affecting the production of installed cdpftam investment goods and is
related to factors other than price movements. seo®nd is the investment specific
technology (IST) shock that hits the investmentdypooducing sector. This shock
affects the transformation of consumption into stw@ent goods and is identified
with the relative price of investment. In this sedt Justiniano et al. (2011)
concludes that the MEI shock remains to be the maimce of business cycles while
the role of IST shocks is negligible. On the othand, Christiano et al. (2010)
suggests a negligible role for MEI shocks and psegoa different source of
variation (the risk shock) that governs the invesitreturns. Estimating a closed
economy model, enriched with financial frictionsdaa banking sector, they
conclude that the main source of fluctuations ithbdd.S. and Euro area is the risk

shock.

Besides such closed economy studies, the questibwhat is the main source of
macroeconomic fluctuations” is also discussed i@ tpen economy context by
using Bayesian estimation techniques. For exandulstiniano and Preston (2004)
considers the situations of imperfect exchange pates-through. Similarly Lubik
and Schorfheide (2007) examines whether the cebtmaks respond to exchange
rates in open economies such as Australia and @af&e distinguishing study by
Adolfson et al. (2007) analyzes an open economy enduht includes variable
capital utilization as well as numerous real ananimal frictions and examines
sources of business cycles in Euro Area in 19700221 period. According to their
results, technology and mark-up shocks (espedialthe Philips curves for import

and export goods) appear to be of importance.
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For Turkey, Alp and Elekda(2011) estimates a SOEM with financial accelerator
channel. They find that the unit-root and investtyepecific technology shocks are
the two prominent supply shocks in explaining otiffuctuations, whereas mark-up
and stationary technology shocks play a limitederas a source of economic

fluctuations.

2.3. Literature on Investment Shocks
This section gives a brief review of the literattinat discusses the role of shocks to

marginal efficiency of investment (MEI) in macroeomnic fluctuations

The MEI shock is either introduced as a shock ¥@stment cost function as shown
in (2.1) (Smets and Wouters, 2003) or as a soufagxogenous variation in the
efficiency with which the final good is transformedo physical capital as shown in
(2.2) (JPT 2010 and 2011). In the latter specificgtMEI shock affects the yield of

a foregone unit of consumption in terms of nexiqués capital input.

Kiyr = (A= 8K, + 1[1 = SVl /1-1)] (2.1)
Kivr = (1= 8Ky + LY [1 = SU/1e-1)] (2.2)

Until late 1990’s, investment shocks have beenidensd as unlikely candidates to
generate business cycles in standard neoclassicabements, because they cannot
generate the co-movement of key macroeconomichlagaConsider a case where a
positive shock to the MEI hits the economy leadiagan increase in the rate of
return on existing capital. This leads househaddsalve more, consume less, but also
to work harder. Since capital remains fixed in shert run, labor productivity and
real wage are expected to fall. Hence a positive 8hieck creates a situation where
working hours and output rise but consumption mowvespposite direction and
falls, which is not a recognizable business cyati.fThis premise can be understood
better from the efficiency condition which has toldhin a frictionless closed

economy.

12



MRYC,L)=MPL(L) (2.3)

Note that marginal rate of substitution (MRS) bedweconsumption and hours
depends positively on its arguments, whereas margiroduct of labor (MPL) is

decreasing in hours worked. As Barro and King (39&8sints out, any shock that
rises hours, without shifting the marginal prodattabor, leads the right hand side
(RHS) of (2.3) to fall. For condition (2.3) to holdt the new equilibrium,

consumption should be falling so that the left ham#® (LHS) of (2.3) falls down as
well. Indeed, this is the way how investment shtvekismits into the economy and
creates an opposite movement in consumption and hdherefore the literature did

not give much credit to MEI shocks as a drivingcéof business cycles.

Greenwood et al. (1988) was the first to suggesedtment shocks as a viable
alternative to neutral technology shocks in a ganequilibrium framework. This
paper investigated the role of investment-spetéatinological change in generating
postwar U.S. growth. In their model, there are tyjes of capital one of whose
evolution is subject to a specific technology chanbhis paper concluded that IST
change accounts for the major part of growth inghst-war U.S. In a later study
Greenwood et al. (2000) strengthens the previomslasion by showing that this
form of technological change can explain about 36f6postwar U.S. output
fluctuations. In another study examining U.S. eecopoby a structural VAR
analysis, Fisher (2006) shows that investment shdwkve a prominent role in
business cycles and changes in the relative pfitevestment accounts for a large
part of the fluctuations in output and hours. MaeroCanova et al. (2006) finds
similar results. These studies were motivated by dhserved fall in price of
investment relative to consumption in the post-Wwh6. and assume that the
production of capital goods becomes increasingigieht with the passage of time.
They identified investment disturbances with thentr fall in relative price of

investment.
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With the increasing feasibility and popularity of ayesian methods in
macroeconomic analysis, the importance of investraleocks for business cycles is
also analyzed by Bayesian estimation of DSGE modkistiniano, Primiceri and
Tambalotti (JPT) (2010, 2011) address this issua Mew Neoclassical Synthesis
model of the US econoyThey treat the investment shock as an unobservabl
process and identify it through its dynamic effeatsthe variables included in the
estimation. They find that a MEI shock, which deteres the efficiency of newly
produced investment goods, is the key driver of.U&siness cycles explaining
more than 50 percent of the observed volatilityoutput. On contrary to the
aforementioned problems related to MEI shocks imegating co-movement of key
macroeconomic series, this paper shows that cortsampours and output move in
the same direction as a response to MEI shock. fiining owes to the newly
introduced channels, which were absent in a stanuwclassical model. JPT (2010)
highlights that the existence of nominal and régidities along with endogenous
capital utilization and internal habit formatiom @onsumption) operate to make the
transmission of investment shocks more conformabta the typical pattern of
business cycles. These three features of the niiwdak the equilibrium condition
(2.3) and help generating movement of the main ag@mnomic variables in same
direction. First, internal habit formation limithdé adjustments in consumption in
response to a MEI shock and consumption becomeslilkesly to fall when a
positive shock hits the economy. On the other handpogenous capital utilization
works through MPL. In response to a positive MEbdy utilization of existing
capital increases as new investment becomes mdieieef. Higher capital
utilization, in turn, implies an increase in thergiaal product of labor affecting the
RHS of (2.3). In addition, price and wage stickseseate a wedge between MPL

and MRS such that equilibrium condition becomes:

«(L)MRYC,L)=MPL(L) (2.4)

® The guestion and the main techniques applied snttigsis are largely based upon JPT (2010).
14



In (2.4), o(L) can be treated as the sum of price and wage nmparkMhen this
wedge is countercyclical, i.e(L) is decreasing in hours, one can observe a rise in
both consumption and hours in response to a pediiZl shock since the required
fall in LHS now takes place through(L). JPT (2010) points that the existence of
price and wage rigidities is the main channel teatls MEI shock to be the most
important driving force of business cycles and tades that the role of MEI shocks

becomes negligible in a flexible price and wagenecoy.

JPT (2010) is the first to find such a high exptanapower of MEI shock in an

estimated DSGE model. In a quite similar model Snaetd Wouters (2007) finds a
smaller contribution of MEI shocks to volatility otitput. JPT (2010) concludes that
the main reason for this divergence of the resofitthe two related papers is the

difference in definitions of consumption and invesht variables.

The ultimate origin of MEI shocks is another delatssue in this part of the
literature. JPT (2011) points out that MEI shock ¢ treated as a proxy for the
effectiveness of financial intermediation in chdling household savings into
productive capital since the transformation of stweent goods into productive
capital is closely related to financial conditioagsd access to credit plays an
important role in this process. For instance JPO1{2 shows that the estimated
series of MEI shock displays a strong negativeticlawith a spread measure (i.e.
the spread between high-yield and AAA corporatedspnAlthough absent in JPT
(2010, 2011) and, also in this thesis, introdudingncial accelerator mechanism

could motivate a similar propagation endogenouslyguch a model, part of the new
capital would be destroyed because of the agensy @@) associated with

monitoring costs and would constitute a drain andéapital formation process:

Kiyw = (1= 8K, + I [1 - 1] (2.5)

Equation (2.5) is quite comparable to (2.2). As J@ZD11) points out, this
mechanism would be similar to a MEI shock in thesseethat it also introduces a

randomness and interruption in the capital fornmeficocess.
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To capture the link between MEI shock and finans&dtor, JPT (2011) presents an
additional version of their baseline model whiclestimated by adding spread data
among observables. In that version MEI shocksestiilain an important, but lower,
part (around 40 percent) of output fluctuations pared to the baseline model. On
the other hand, in a recent paper Chrisitano gR8atL0) investigates the sources of
business cycles in a DSGE model enriched with firdrfactors and introduces a
shock to risk, which emanates from the financiat@e They show that this risk
shock turns out to be the most important sourc8ustuations and it crowds out
some of the role of the MEI shocks. This fact disds a close relation between the

MEI shocks and financial conditions in the economy.
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CHAPTER 3

THE OPEN ECONOMY DSGE MODEL

This chapter gives an overview of the model econaang presents the key
equations in the theoretical model. It is a smako economy DSGE model quite
similar to the one developed in Adolfson, Laséendé and Villani (ALLV) (2007)
and shares its basic closed economy features withymecent new Keynesian
models, including the models of Christiano et 2005), Smets and Wouters (2003)
and Justiniano et al. (2010). The model incorpsratveral open economy features,
as well as a number of nominal and real frictiomshsas sticky prices, sticky wages,
variable capital utilization, capital and investrhadjustment costs and internal habit
persistence that are proved to be important foretigirical fit of the models. The
model used in this thesis has also similaritied iiat of Alp and Elekda(2011)
except the financial accelerator mechanism in @fterd. On the contrary, there is no

explicit role for financial intermediation in thikesis.

The model economy is populated by households, dienésns, importing and

exporting firms, a government, a central bank, andcexogenous foreign economy.
The households consume a basket of domesticallgupesl goods and imported
goods, which are supplied by importing firms. Thedal allows the imported goods
to enter the aggregate investment as well as aggre@gpnsumption, considering the
significantly high share of imports in total invesnt in Turkey. Households can
save in domestic and/or foreign bonds. The choeevéen domestic and foreign
bonds balances into an arbitrage condition (i.e.uacovered interest rate parity
condition) which is a key equation of this modebudeholds rent capital to the
domestic firms and decide how much to invest inrteock of capital given the

investment adjustment costs. The model introducagewstickiness through an

indexation variant of the Calvo (1983) model.
17



Domestic production is exposed to a stationaryastbchastic unit root technology
growth. The domestic and importing firms producfedentiated goods and set
pricesa la Calvo model. By including nominal rigidities inehmporting sector, the

model allows for short-run incomplete exchange patss-through to import prices.
On the other hand, following Gertler et al. (2007assume that foreign demand for
the home tradable good (i.e. the demand for horuatcp exports) is exogenously

given and the law of one price holds for the expgrsector.

Monetary policy is approximated with a Taylor-tyjp@erest rate rule whereas
government spending is assumed to be an exogenBy(%) Arocess. Adopting a
small open economy perspective, the foreign econ@rpaken to be exogenous.
Accordingly the foreign inflation, output and inést rate are assumed to be given by
exogenous AR(1) processes. The following sectioavides the optimization
problems of the different firms and the househcdaisl describes the behavior of the

central bank and the government.

3.1. Firms

There are three categories of firms operating is ¢#conomy: domestic, importing
and exporting firms. The intermediate domestic sippmoduce a differentiated good,
using capital and labor inputs, which they sell aofinal good producer who
transforms a continuum of these intermediate gaaiisa homogenous final good.
The importing firms, in turn, buy a homogenous goothe world market, and sell it
to the domestic households after transforming antbfferentiated import good. The

exporting firms buy the domestic final good and geh the world market.

3.1.1. Domestic Firms

There are three types of domestic firms. First igpthe employment agencies. They
operate competitively and combine the specializdai of each househojdnto a

homogenous labor inptt and sell to the intermediate goods producers:
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1 1 Aw,t
Tt .
J W fd]] (3.1)
0

wherel,, , represents the desired markup of wages over holegmarginal rate of

substitution. It follows an exogenous process:

Aw,t = (1 - p/lw)lw + pw)lw,t—l + w,t (32)

The intermediate goods producers bifrom employment agencies and rent capital
from households to produce an intermediate dgedThere is a continuum of these
intermediate firms, each of which is a monopoly @igp of its own good. Final
good firms transform the intermediate product iatbomogenous final good, which
is used by the households for consumption and imess. Final good producers

combine a continuum of intermediate god¢gsand producd,:
14 Adt
Yt — lj Yiid,t dl“ (3.3)
0

Here, 14, represents the time-varying markup in the domesticnomy, which

follows an exogenous process:

Aae = (L= pa)Aa + paghart + Erar (3.4)

Final good producer takes its output priBg,and its input price®;; as given. The
relation between these prices is given by (3.6 @trresponding demand function

of the final good firm out of its optimization priein is given by (3.5):

Aat

Vie <pt >—Ad,t—1 (3.5)

Y P

" Note that assuming that these markup shocks aite whise implies setting,q= 0.
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1 1 1_Ad,t
- [ [ di‘ @9)

0

The production function of the intermediate firms given by:

Yie = EtKi(ft(ZtHi,t)l_a -7z (3.7)

where Ki; and H;; are the capital services and labor inputs used iby f,
respectivelyg is a fixed cost of production. This parameterhiesen such that zero
profit condition holds at steady state. Moreoveisibissumed to grow at the same
rate as output do in steady state. Otherwise,ixegl fcost would become irrelevant
and profits would tend to be systematically posi@s a result of monopoly power of
the firms. e, is a covariance stationary technology shock ands a permanent
technology shock. Level of permanent technologgada-stationary and its growth

rate, (1+= log (z/ z.;) follows an AR(1) process:

Hzt = (1 - puz)l'lz + PuHzt—1 + Ezt (38)

The stationary shock has the following represeoati

€ = pebr1t et (3.9)

To ease notation, throughout the thesis, a variabte a hat denotes the log-

deviations from steady-state values.

GivenP;4, the intermediate firm that is constrained to picel;; faces the following

cost minimization problem:
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min{WtHi,t +REK;: + AtPi,t[Yi,t - etKﬁt(ZtHi,t)l_a + Zt¢]} (3.9)

R¢is the gross nominal rental rate per unit of cdervices andlV; is the nominal

wage rate per unit of labéf; ;.

The first order conditions for the optimizationi3) with respect tél andK are:

Wt = (1 - a)AtPi,tEtZtl_a(Hijthi’t)a (311)

R? = aAtPi,tetZg_a (Ki,_tlHi,t)l_a (3'12)

The price rigidity is introduced la Calvo (1983). The intermediate firms are
allowed to change their price only when they reeeawandom price change signal.
Every period there is a random probabififythat intermediate firms cannot readjust

price optimally but choose according to the indexatule:

Py =P ”:d (”z+1)1_'cd (3-13)

wherem, is the gross inflation rate, = (P,/P,_,) and =T is the inflation target.
With probability (1 — &;), the firm can choose its price optimally by maxing the

present discounted value of future profits as feio

) s
Et {Z (Edﬁ)svt+s Pnew,t (1_[ T[;C-fk_l (7TtT+k)1_Kd> Yi,t+s
s=0

k=1
- MCi,t+s(Yi,t+s + Zt+s¢)”

v is the household's marginal utility of income adstence of that in the price

(3.14)

setting makes profits conditional on utilif§aewis the re-optimized price andC is

the firm’s nominal marginal cost. Consequently, éherage price in period t is:

1 11-a¢

_1 _1
Pr = | £a(Pooy ™, (R)50)TaE 4 (1 = £4)(Paeuyc) 5% (3.15)
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Log-linearizing this condition gives the domestiecp Philips curve:

fte — fif =%;Kd(Etﬁt+1 — prfif)
d . apy KaB(d—po) 3.16
+1+ﬁkd (T[t_l TE{) 1+ﬁkd T[z ( )
A-S)A—-PB¢a) ,__ | 2
fd(i + Brq) ) (mct +Ad't)

3.1.2. Importing Firms

The importing firms buy a homogenous good in theldvenarket at pricd”* and
transform it into a differentiated good under “dtamaming”. There is a continuum
of importing firms which sell their differentiategoods to the households. The
model allows for incomplete exchange rate passdtittoto import prices by the
assumption of local currency price stickiness. érsetting process of importing
firms is similar to that of intermediate goods pwodrs. Each importing firm can re-
optimize its price in any period with a random m@bitity (1-&,). Importing firms
cannot reset their price optimally with probabilify but choose according to the

indexation rule:

Pliy = P (™) m (miyg)'7m (3.17)

nt = (P*/P™,) is the import price inflation. The importing firmwho sellsM;

amount of imported goods, maximizes the followimgcdunted profits:

E; {Z(fmﬁ)svths[Prrlréw,tMi,t+s(”Zn T q) T (”tT+1 W TTyg) THm
5=0 (3.18)

- St+sPt*+s(Mi,t+s + Zt+s¢m)]

@™ is the fixed cost of the imported good firm andsiintroduced to make import
profits zero in steady state. The final import gi®d CES aggregate of a continuum
of i differentiated imported goods as follows:
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1 1 Am,t
0

The cost minimization problem implies that each om@r faces an isoelastic
demand for her product given by (3.20):

_lm,t
P\ A e—1 .
My, = <P—£> = (3.20)
t
1 L 1-Amt
0

where Ptis the price of the importing firmand P™ is the corresponding price of
the composite final imported goatl,, . is a stochastic process determining the time-

varying markup for importing good firms. It is assed to follow:

Am,t = (1 — pﬂm)lm + pﬂmlm,t—l + S)Lm,t (322)

Aggregate import price is be given by:

1
P = |&n (P (g )om (] )1 Hm) 1= Amee

(3.23)

1 1-Amt
+ (1 - é?m)(Prrlréw,t)l_)‘tm'!t

Log-linearizing the pricing equations will give thi#hilips curve for the imported

good:

r__ B _fm
LT 14 By, 1+ Ky,
_ Km.B(l - pn:) AT (324)

1+ Br, ¢
(1 =&)A = B&m)

$m(1 + Bry)

(Ecftfiy — pnﬁtT) + @2, — ﬁD

(e + Amyr)
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where,me" = (P; + $, — P*) andSis the nominal exchange rate.

The mark-up shocks are observationally equivalenstocks to the elasticity of
substitution among imported goods with an oppasde (i.e. a positive substitution
elasticity shock is a negative markup shock). Smelnk-up shocks can thus either
originate in variations of importing firms’ priceetsing behavior or households’

willingness to substitute between different gootiddifson et al., 2005).

3.1.3. Exporting Firms

The exporting firms sell the final domestic goodthe households in the foreign
market. The model allows for perfect exchange patss-through in export prices
and assumes exporters do not have pricing power piibe and the foreign demand

for domestic tradable good are given by:

P
P¥ = P/S, (3.26)

x\ ~Nf
%, = (P_t > v (3.25)

3.2. Households

There is a continuum of households, indexed ky(0, 1) They consume foreign
and domestic goods and save in domestic and folmguls. Households own the
physical capital; choose the utilization ratg) @nd investment level). As such,
households can increase their capital stock bysiitvg in additional physical capital
or by directly increasing the utilization rate bétexisting capital. The assumption of
complete domestic financial markets in this econaiigws the model to preserve

the representative agent framework.

The representative household attains utility froonsumption and leisure. The

utility of a representative household is given by:

L 1+oy,

B p [gf In(G = bGems) = 6l AL T (3.:27)

1+
t=0 %
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In Equation (3.27)¢f and ¢l are preference shocks abdis the internal habit
persistence parameted, is calibrated to match steady state level of holite

preference shocks evolve according to:

$ = pccétc—l + &g (3.28)

6F = pordiia + e (3.29)

Households consume a basket of import&!") (and domestically produced
consumption goodscf). The aggregate consumption is given as a CESeggtg of
these:

_MNc_
Ce= [(1 — 0 (€Y + (e (e | (3.30)

where w. is the share of imports in consumption apdis the elasticity of
substitution between domestic and imported consmpgoods. Consumption

demand functions and consumer price index (CPly&aen by:

—Nc¢
Cf = (1= w) (;) C. (3.31)
t
m\ ~ e
" = w, (’i> ¢, (3.32)
Pt

PE = [(1 - wp) (P + w, (PI)—1e]0c (3.33)

Similarly aggregate investment is a CES aggregaimmorted (") and domestically
produced goodd9):

_Mi
T 7T (3.34)

1 ni—1 1
I = |1 —w)" (IF) M+ (w)™ (I
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wherew; is the share of imports in investment, apnds the elasticity of substitution
between domestic and imported investment goodestnmvent demand functions and

aggregate investment price are given by:

i
1= (1-w) (;) I (335)
t
m\ ~ i
I =, (PL> I, (3.36)
P

P = [(1— wp) (P + oy (P (3.37)

Note that the prices of domestically produced consion and investment goods are

assumed to be same and equdhto

The law of motion for the physical capital stock is

Ky = (1 = 8K, + LY [1 = SU/1-)] + A, (3.38)

The variable A;, reflects that households have access to a maikete they can
purchase new, installed physical capial,. In this market, households wishing to
sell K, are the only suppliers, while households wishindty K, ,are the only
source of demand. Since all households are idénticaquilibrium 4; = 0. This
variable is introduced to define the price of calp®y ; (See Christiano et al., 2005
for further details)o is the depreciation rat€he term in square brackets reflects the
presence of costs of adjusting the flow of investinAs argued in Christiano et al.,
(2005), to enable the model to account for the hghgped response of investment
to a monetary policy shock, adjustment costs aegal on the change of investment.
| assume tha® and its derivative are zero along a steady staieity path for the
economy:S=S'=0and S”>0°. The second derivative of this function in steadest

S”, is a parameter that will be estimat¥drepresents a shock to marginal efficiency

8 Lucca (2005) shows that this formulation of thguatinent cost function is equivalent to a
generalization of the time to build assumption.
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of investment which affects the transformation mfestment into physical capital.

Time series representation ¥f = (Y, — 1)/1 is given by

Ye = py Yoo + &yt (3'39)

Budget constraint of a representative househotbminal terms is:

PECjr+ Piljp + Ty + Bjrys + SeBjoiy

. Arq
= j,th—l +Ri_1¢
Zt—1

+ Vl/j,thj,t + Récu]"tl?j’t - Pt(a(uj’t)l?j’t + Pk’,tAt)

) &t-l) StB;it + Ht (340)

S.B;
A, = tTZH (3.41)

whereT; is lump-sum taxesB andB™ are nominal bonds denominated in domestic

and foreign currency, respectivel is the gross nominal interest raf@, is the

profit of the household as owner of the firms. Gromntal rate of capital is given by
At—1

RF and risk-adjusted gross interest rate of foreignds isr;_,¢ (— ¢FH) whereA

.
is the real aggregate net foreign asset positictmeidomestic economy anl.,.)

is a risk premium on foreign bond holdings which assumed to be strictly
decreasing irA.. The risk-premium is introduced in order to ensareell-defined
steady-state in the model (Schmitt-Grohe and Ur)3). The functionp(.,.)
captures imperfect integration in the internatidin@ncial markets. If the domestic
economy as a whole is a net borronBr<Q), domestic households are charged a
premium on the foreign interest rate. If the doneestonomy is a net lendeB¢0),
households receive a lower remuneration on theinga. ¢ is a shock to the risk

premium.

As the owners of physical capital stock, householdsose capital utilization rate,
and pay the capital adjustment cddu(u;). It denotes the cost, in terms of
consumption good, of setting the utilization radeit For the functional form of the

utilization cost function, the general assumpti@me maintained: in steady state
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a(1)=0,u=1 anda’=rX. In productionK; is used which is transformed from physical

capital K, according to

Kt == utl?t (342)

Households solve the following maximization problenand choose
{Cj,t' Bjt+1, Kjtv1, Lo Ut B;t+1; h; ¢, At} :

o 1+o0p,
it
>p ycfln(cj,t ~bGj0s) ~ sty
t=0
% At—l g *
+ V¢ |Re-1Bje + Ri—1 @ Z_’¢t‘1 SeBjp + 1M + Wichic

t-1
+ Ré{uj’tl?j’t - Pt(a(u]"t)l?j't + Pk’,fAf) - PtCC]'t - PtLI

it (3.43)
- Tt - Bj,t+1 - StBj*,t+1]

It—l

_ I _
+ (A)t [ (1 - S)I(j,f + I]"th [1 - S <_t)] + At - I(j,f+1:|}

There is unit-root technology in the model, sogbkition requires stationarizing the
variables with the technology level such that edIrvariables are divided lzyand
the multipliers are multiplied bg. The stationarized variables are written in small
letters (as shown in (3.73), for any real varial)ex;=X/z;). Moreover, there exists
unit-root in the price level and some of the vdeal(e.g. aggregate nominal wage,
rental rate of capital) contain a nominal trendva#i. To remove this nominal trend,

those variables are divided by the price level.

The first order conditions for the household’s optation problem are as follows:

W.rI.t. st Str1 P{

— pb RV (3.44)
Ci: Ct—bcr—1/Uzt g Ct+1ipger1-bee e Pt

R
W.r.t. _— +¢z,t+1 t _o (3.45)
D1 Uzprr Migq
w.r.t. Yz 1 k _ (3.46)
Kot Y Py + B,u— [(1 = 8)Pyrpss + 11ty —a(uep )] =0 .
+1: Z,t+1
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W.r.t. _lpz,t _ 3.47
At Zt Pklt + u)t = 0 ( )

Pti etz Mzt lehzt
— — P, Y. [1-S ~ ) — =N :
yv.r.t W P, t WP f[ (it_12> i1 (it_l )] (3.48)
It: Y41 [ ler1lzt41 pr1Mzer1
L [ i )]=0
K't+1 Uyir1 t+1 i, i
w.r.t. ,
U " (rtk —a (ut)) =0 (349)
W.r.t. Y41 . -
b*- — Py Sp + —2— H Rip(a, d¢)Sesr =0 (3.50)
. Hzt+1lt+1

Note that?; is the stationarized multiplier afry} is the relative price of capital.

The risk premium on foreign bonds is assumed tcehée following functional

form:

¢(ar, ) = exp(Po(a, — a) + ¢,) (3.51)

By combining the households’ first order conditidos domestic and foreign bond
holdings, after log-linearization one can obtaia tbllowing uncovered interest rate
parity condition:

Rt - 1?2“ = EtA§t+1 - J’adt + (ﬁt (3'52)

Since it's assumed that there is imperfect intégmnain the international financial
markets, the net foreign asset position entergntieeest rate parity condition.
3.2.1. Wage Setting

Another critical decision taken by households s Wage rate. Each househ¢li$
the sole supplier of a specialized lalbpr The demand for labor that an individual

household faces is determined by
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Aw,t

let] 1-Aw H

by = [Wt (3.53)

t

The model incorporates real rigidities and allows Wage stickiness. Every period
with &, probability, households cannot set their wagenoailiy but index it to last
period’s CPI inflation raterf, the current inflation target’, ;, an adds a technology

growth factor to their wage:

W1 = Baesr Wy ()™ ()t Hw (3.54)

Remaining (1 —¢,,) fraction of the households set their wage optiyndily
maximizing

1+o0y,
j,t+s

N _cgl+s L
140,
’ S 3.55
t;(EWB) ll +hj,t+sUt+s(7TtC T p_g)W j ( )

(7TtT+1 ---ng+s)1_KW (.uz,t+1 "-”z,t+s)Wnewj,t

The log-linearized real wage equation is given by:

V/_l;trh + ‘T/t—1770 + ‘T/t+1772 + 773(7?{1 - ﬁtT) + 73 (ﬁgﬂ - pnﬁtT)
+0s(RE_y — 1) + n6(RE — pafil) + 0707, (3.56)
+ngH, + 1118 =0

3.3. The Government

The model assumes that government expendituregyigem exogenously as an

AR(1) process:

9t = PgGt-1 T &gt (3.57)
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3.4. The Central Bank
Monetary policy follows the following instrumentleu(in log-linear form):

Re=prRey + (1 - PR)(ﬁtT + 1 (R — ) + 1,9
" g (3.58)

+ rxa?t_l) + TanARtE + Tay AP, + €y

whereR, is the short-term interest ratg¢ is the CPI inflation rate angl, is the
output gap. The output gap is measured as the taevikom the trend value of
output in the economy as in ALLV (2007), and thud as the deviation from the
flexible price level as in Smets and Wouters (2G83)PT (2010).

X; Is the log-linearized real exchange rate, whiohiven by

~

£ =S, + P —Pf (3.59)

fif is the model-consistent measure of the CPI imitatate index:
P 1-7n¢ pm 1-n¢
a¢ = [(1 —w,) (—f> 2+ w, <L> ﬁ{"l (3.60)
Pt Pt

i, is the time-varying inflation target which can beferred as inflation target

shock:

~T

Rl = pafii_1 + &5t (3.61)

3.5. Foreign Economy

The foreign inflation, output and interest rate asegenously described by the

following equations:

Ri = prafios + Enat (3.62)
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Vi = PyYio1 + Eyut (3.63)

R{ = praRi_1 + €Rue (3.64)

3.6. Market Clearing Conditions

To close the model, equilibrium in good market ieggithat the production of the
final good be equal to the sum of total spendind)thie capital utilization adjustment

cost:

Ctd + Itd + Gt + Xt + a(ut)l?t S EtKi‘i‘:(ZtHi,t)l_a - Zt¢ (3'65)

In stationary form the resource constraint is:

Ptc Nc Ptl ni Ptx —Nf
1- — 1—w) =] i ;
( ) (Pt> e+ ( w;) (Pt> lg +gc+ (Pt*> YVt

. _ (3.66)
<ek“<1> (HH)Y = ¢ —a(u,) ¢
- #Z,t ‘ ‘ #Z,t
Foreign bond market clears such that net foreigetasvolve according to:
StBiy1 = StPtxXt = SPr(C+ 1)+ R;—ld’(at—l' (ﬁt—l)StBZ (3-67)

3.7. Relative Prices

Various stationary relative prices enter the moéeist is defined in terms of the
imported good. That is, the relative prices betwaemestically produced goods and
imported goods perceived by the domestic agentstr@y to ALLV (2007) model,

there is only one domestic relative price sincedbmestic agents face same price

on the imported consumption goods and the imponeestment goods:
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a_F" (3.68)

m
Yt =
t Pt

In addition, the following relative prices are inmamt for households when

determining their consumption and investment basket

yea 2 B (3.69)
P,
. P}
= (3.70)

The relative price between the domestically produgeods (home exports) and the
foreign goods governs the export demand:

Px
Vtx'* = P_Z* (371)

Consequently marginal cost function for the impagtiirm can be written as:

mep=Stbe 1 (3.72)

m
m m,d._, X,*
Pt

t "t

3.8. Model Solution

In the model, consumption, investment, capitadl ieages and output fluctuate
around a stochastic balanced growth path, sincéetiet of technology; has a unit
root. Because of the permanent technology shocktendnit-root in the price level,
a number of variables are non-stationary as theytato a nominal and real
stochastic trend. Therefore, the solution involtresfollowing steps. First, to render
stationarity of all variables, one needs to divédlequantities with the trend level of

technology z and multiply the Lagrangian multiplier with i; and K, are
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stationarized witlz.; whereas the other real variables wathFollowing Adolfson et

al. (2005) the variables are stationarized in tiefing way’:

G R W Ko oo K W (3.73)

This way, the model is written in terms of statipn&ariables. Second, the non-
stochastic steady state of the transformed modebnsputed and the model is log-
linearly approximated around this steady sfat®y linearly approximating the
model, a state-space representation is obtainethatothe DSGE model can be
analyzed with the utilization of the Kalman filterhat’'s why linear approximation
methods are very popular in the context of liketitkdbased DSGE model
estimation. The model is completed by defining taofeneasurement equations that
relate the endogenous variables of the model & af©bservables.

® The domestic and foreign variables stationarizéti same level of technology. By doing so, it's
aimed to avoid adding the asymmetric technologycklsgince variables in our data set cannot pin
down this shock and this may lead to under-ideraifon problem.

19See Appendix A for the linear system of equations.
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CHAPTER 4

DATA AND METHOD

The DSGE model in this thesis is estimated for ®lrkeconomy with Bayesian
econometric techniques. This chapter presents ewewof Bayesian estimation

techniques and presents a description of the d&ta in the estimation process.

4.1. Data

There exist fourteen exogenous shocks in the medehomy. The estimation is
done with fourteen observable variables so thatethexist as many observed

variables as shocks to avoid stochastic singularityidentification problem$

In line with the existing literature, the followirgey macroeconomic data series are
tried to match: the growth rates of Gross DomeBticduct (GDP), consumption,

investment, imports, exports, foreign GDP, andrdsd exchange rate as well as the
levels of the domestic policy and foreign intemagés; the inflation rates of domestic
GDP deflator, core consumer price (the H-index rasfi by TURKSTAT) and

import and export prices together with foreign agnsr price indices. Regarding the
foreign variables, for real GDP, Euro area GDP sgdusince the Euro area is
Turkey’s largest trading partner. For interest raed inflation rate, U.S. data are

used.

To align the data with the model-based definitiosigndard transformations are
applied. For example, all interest rates are divibg four so that the periodic rates

are consistent with the quarterly time series.dditon, in order to make observable

™ Stochastic singularity is the problem of havinggae when number of shocks is less than that of the
observables. Similarly having less number of obeigles variables than that of the shocks is not
desired since this leads to weak identificatiothef shocks.

35



variables consistent with the corresponding modeiables, the data are demeaned
by removing their sample mean, with the exceptibinflation and interest rates,

which are demeaned by subtracting their steadg-stties.

The baseline estimation covers the period 2002120 Although the data set
could be extended up to 1987, | chose to staregtienation from 2002 to capture
the episode when the Central Bank of Turkey (CBR&pan to implement an
inflation targeting regime (initially implicitly, @d explicitly starting in 2006). This
way, | tried to avoid spurious inference by exchglithe periods where regime
changes and structural breaks were observed.

4.2. Method

The method followed for the solution and estimatminthe model discussed in
Chapter 3 briefly involves two steps: first the rabs solved and written in state-

space form. Then the log-linear system is estimbyeBayesian techniques.

Solving the model means writing the whole systerterms of lagged variables and
current shocks. The coefficients in the DSGE maatel structural and are often
complicated functions of underlying preferences tmathnology. Therefore there is a
high degree of nonlinearity in solution of the miodéh respect to the parameters.
Hence solving the model requires linearization atba well-defined steady state.
As a second step, the log-linear system is estoiayeBayesian techniques.

The reduced form of the model is given by the fwlltg state-space form:

X = G(0)xi_1 + M(0)e; (4.1)

ye = H(O)x, (4.2)

Here x is the vector of endogenous variables written a@sdeviations from the
corresponding steady state valugds the vector of structural shocks afids the
vector of parameters. Equation (4.1) is the stategition equation which describes
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the evolution of model's endogenous variables. Hgna(4.2) is the observation

equation wherg; represents the set of observable variables.

Advantage of working with a log-linear model is tiliaallows one to simulate the
dynamic response of the model variables to exogenshocks and calculate
descriptive statistics for all the variables in timedel. Moreover, once written in
linear state-space form, there are various way®stimating or calibrating the
parameters of a DSGE model. Geweke (1999) distahgsi between the weak and
the strong econometric interpretation of DSGE m&d&he weak interpretation is
built upon calibration and matching data momentsnwre generally aims to
minimize the distance between empirical and theémakimpulse response functions.
In this approach, the parameters of a DSGE modetalibrated in such a way that
selected theoretical moments given by the modetimas closely as possible those
observed in the data.

The strong econometric interpretation on the otteerd, attempts to provide a full
characterization of the observed data series. Wolp Sargent (1989), a number of
authors have estimated the structural paramete3S@E models using classical
maximum likelihood method. As discussed in detgilSmets and Wouters (2003),
the classical maximum likelihood methods involvengsthe Kalman filter to form
the likelihood function after writing the model its state-space form and the
parameters are estimated by maximizing the likekihdunction. Alternatively
within this strong interpretation, a Bayesian ajggio can be followed to estimate
and evaluate DSGE models by combining the likelthdanction with prior
distributions for the parameters of the model,ainnT the posterior density function.
Leading examples of such a Bayesian approach arek G2001), Fernandez-
Villaverde and Rubio-Ramirez (2004), and Schorfeg@000), Smets and Wouters
(2003).

Following the literature, this thesis uses Bayesistimation techniques for
estimating the developed DSGE model with the aimamdlyzing the sources of

business cycle movements in Turkey. This approaathosen to include additional
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information to the estimation process by using mpimdormation over the structural
parameters so that the highly nonlinear optimirasifyorithm becomes more stable.
This is particularly valuable when only relativedgnall samples of data are available
(Smets and Wouters, 2003), as is the case withiStutkne series.

To implement rules resulting from agents’ optimiaatproblems, there is need to
determine objects including mean or variance ofghmmetersk(d) or Var(®). In
particular in Bayesian analysis, the interest i®lbtain the entire distribution a@f
conditional on the available dag(@| Y). The existence gb(9| Y) reflects the basic
assumption of Bayesian approach that parametersam@om variables with a
probability distribution, whereas classical econtrineanalysis treats parameters as

fixed, but unknown quantities.

The likelihood function of the observed data sertt(3’| ), is evaluated with the
Kalman filter. Bayesian approach involves combinihig likelihood function, with
prior distributions for the structural parameters tbe model, . The prior
distributionp(#) describes the available information prior to obse\the data and
summarizes information from other datasets nounhet! in the estimation sample or
economic theory. The observed datajs then used to update the prior, via Bayes
theorem, to the posterior distribution of the mCzdphrametersp(ﬂ Y). Hence one
can think of Bayesian inference as an update ofkfsel(Primiceri, 2011). The

posterior is proportional to the product of theslikood and the prior:

p(8ly) < p(y|6)p(6) (4.3)

The posterior is then optimized with respect to iedel parameters either directly
or through Monte-Carlo Markov-Chain (MCMC) samplimgthod$”. The objective

of MCMC methods is describing the distribution beétposterior by taking draws
from it. In general, the Metropolis—Hastings al¢fom, which is a MCMC method, is

used for obtaining a sequence of random samples &@robability distribution for

12 Before posterior simulation, the posterior is maixied numerically with respect f to find the
maximum for initializing MCMC.
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which direct sampling is difficult. This sequensethen used to approximate the
posterior distribution. Main aim of Metropolis-Hawj algorithm is to sample from
the region with highest probability but also toivibe parameter space as much as
possible. The procedure assumes an initial dram tiee posterior and as a first step
a candidate value is drawn. Then kernel of postesicomputed at the initial point
and at the draw. If the jump is uphill, draw is al@ accepted. If it is downhill, the
draw is kept with some nonzero probability. Thea pinocedure is repeated from the
first step. To monitor the convergence to an irarardistribution, best thing is to run
multiple chains starting from disperse initial cdimhs (Primiceri, 2011). The
advantage of MCMC algorithm is that MCMC approximgtdensity changes as
iterations progress so that if mistakes are mademe point, they are not carried to

the next iteration.

In summary, Bayesian inference starts out fromi@r jpiistribution that describes the
available information prior to observing the dalde observed data is used to
update the prior to the posterior distribution b tmodel's parameters, which
combines the prior information on the parametersh he likelihood of the data.

Then, mode of the posterior distribution is esteddby maximizing the log posterior
function. In a second step, the Metropolis-Hastialggrithm is used by generating
draws to get a complete picture of the posteriatrithution and to evaluate the

marginal likelihood of the mod&l

13 Chib and Greenberg (1995) provide details of Mmitis-Hastings algorithm and Schorfheide
(2000) present further details about Bayesian edtim.
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CHAPTER 5

ESTIMATION

This chapter presents the main results in termpavhmeter estimates, impulse
responses and business cycle variance decompdsitioreover a discussion of
how these results fit in the literature is given dgmparing parameter estimates
across studies. It is important to note that altfosuch comparison is potentially
useful, two critical issues should be kept in miRdtst, various studies consider
distinct countries and sample periods and the ttraicfeatures of the economies
investigated are different. For example, estimasample of this thesis includes the
periods of the recent global financial crisis, whihost other studies (except Alp and
Elekda, 2011) do not. Second, while most of the modelédbupon a common

core, important differences between models spetifins still remain. In sum,

modeling, sample period, and data differences shdw¢ recognized when

comparing posterior estimates across various gudie

Section 5.1 discusses which parameters are caddrand presents the prior and
posterior values of the estimated parameters. @eét2 discusses the empirical fit
of the model and presents an evaluation of the mimdéerms of data fit. The

variance decomposition results are presented itioseb.3. In this section | will

discuss which shocks are found to be importantbfmsiness cycle fluctuations in
Turkey. Based on the variance decomposition resthies most relevant shocks are
discussed in detail in Section 5.4 giving a brighition for how they propagate in
the economy. Since unit-root and investment-spetéthnology shocks turn out to

govern most business cycle fluctuations, Secti@Gnfécuses on technology shocks

% To carry out the numerical procedure, the softvealed Dynare is used in this thesis. Dynare is a
collection of Matlab and GNU Octave routines (fyeavailable http://www.dynare.org) which
basically solve, simulate and estimate the modéls farward looking variables.
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discussing which of the technology shocks are folikely to matter for business

cycles in the related literature with a particdtasus on emerging market economies.

5.1. Model Parameters

In this thesis a combination of calibration andreation strategy is followed as is
common in the literature. A selected set of paransedre kept fixed from the start of
the estimatioft. Most of these parameters can be directly relaiatie steady-state
values of the state variables and are chosen tdquum key steady state ratios, while
the remaining parameters are borrowed from theeelbterature. Table 5.1 reports

the calibrated parameters.

The discount factorf, is calibrated to be 0.9928, which implies an ahrateady-
state real interest rate around 3 percent. Theedgtion rateg, is set equal to 0.035
per quarter, which indicates an annual depreciadiorcapital equal to 14 percent.
Similarly, a is set to 0.40, which roughly implies a 60 percgetdy-state share of
labor income in total output. To match the sampierage of the import-output ratio
and the ratios of domestic consumption (and investjrover imported consumption
(and investment), the parameters representing ltaee of imports in consumption
(wc) and investmentqaf) are set to 0.25 and 0.23, respectively. Thisbcation
ensures that the shares of steady-state invesamdrdtonsumption in total output are
roughly 0.2 and 0.7, which corresponds to the ayeenatios observed over the
estimation period. The (steady state) governmeipemditure-output ratio is set
equal to its sample mean of 0.1. The constantariahor disutility functiord is set
to 7, implying that the agents devote around 3&qudr of their time to work in
steady state. Following Christiano et al. (2005) #ip and Elekdg (2011), the
labor supply elasticity, is set to 1. In addition, the parameters captutiregmarkup
rates in wage setting and price setting for doroakyi produced goods and for

imported goods are calibrated since these parasnater weakly identified by the

15 This can be considered as giving infinitely stdbrs.
41



variables included in the data set. Consistent wilh and Elekdg (2011), the
steady state price and wage markups are chosen1b percent, which lies in the 10
to 20 percent range utilized in many other studiBse remaining parameters
including various elasticities of substitution drased on Alp and Elekgg2011)

and are also summarized in Table 5.1.

The remaining 39 parameters, which mostly pert@ithé nominal and real frictions
in the model, the monetary policy stance, as welha exogenous shock processes,
are estimated. Table 5.2 shows the assumptionsh&rmrior distribution of the
estimated parameters. The location of the priotridigion of the estimated

parameters corresponds to a large extent to tho&kpiand Elekdg (2011).

General principles guiding the prior distributiosa® as follows: For all parameters
bounded between 0 and 1, the beta distributionssiraed. This consequently
applies to the nominal stickiness parametethe indexation parametexsthe habit
persistencé, and the persistence parameters of the shock ggege For all the
shocks, the prior mean of the autoregressive coefii is set to 0.8. For parameters
assumed to be positive, such as the standard medaif the shocks, the inverse
gamma distribution is proposedzor the unbounded parameters, the normal
distribution is assumed. This applies for instateceapital utilization costof) and
investment adjustment cost paramet&y.(

In Bayesian analysis of DSGE models, it is chalileggo formulate beliefs about
the parameters that govern the law of motion ariaexogenous shock processes.
Therefore to let the data determine the size ofstimcks as freely as possible, the
degree of freedom for these parameters are seta®wif Adolfson, Laséen, Linde
and Villani (2007), (ALLV, hereafter). While deteming the mean of the shock
volatilities, the prior means of the mark-up shorkslomestic and import goods are
set to 0.05. This choice is based on the fact Thigkey is a small economy and is
expected to be subject to large mark-up shocks [ALIR2008). Moreover,
considering the low volatility in foreign variableer the size of the foreign shocks |
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chose a smaller value of 0.01. For all other sh@eks means are set to 0.03 in line
with Alp and Elekdg (2011).

The results are reported in Table 5.2. The Tabtsvsithe means along with th& 5
and 98" percentiles of the posterior distribution of tistimated parameters obtained
through the Metropolis-Hastings sampling algoritirhe results are based on a total
of 300,000 draws and two independent chains, aadBtboks and Gelman (1998)
convergence criteria are achieved. The paramessvdare converted into variance
decompositions to obtain the results presentedalnel'5.3. Additional information
on the estimation results is presented in Figute $irough Figure 5.1d, which plot
the prior and the posterior distributions for thetirmated parameters. A direct
comparison of priors and posteriors can provideafsle insights about the extent to
which data provide information about the parametsranterest. These figures
provide a visual summary indicating that the dat guite informative regarding

most of the estimated parameters.

The Calvo parameter for domestic goods is foundura®00.66 which implies
domestic prices are adjusted on average every BegslaThe degree of domestic
price stickiness is higher than the value foundlim and Elekdg (2011) and lower
than ALLV (2008). But as Ozmen and Seving (2011ingsoout price stickiness in
Turkey is time and state dependent and there @&t dreterogeneity across groups,
which makes comparison of the findings of differstudies difficult. The degree of
wage stickiness parameter is around 0.75, implyiages are adjusted every 4
guarters, on average. The degree of stickinesmponit sector is higher than that of
domestically produced goods which is consistenhwite findings of Alp and
Elekda (2011). But the ALLV (2008) finds a reverse ordeggesting import good
prices are less sticky than domestic good pricks. ildexation parameters (i.e. the
k's) are around 0.5 which implies the Philips cumas significant backward looking
components. Regarding the history of high inflatperiods in Turkey, importance
of backward looking behavior is meaningful. Thesgexation parameter values are
higher than those found in ALLV (2008), suggestihgt the estimated Phillips
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curves for Sweden are relatively more forward-logkias expected. The results
indicate that the unconditional variance of the knprshocks in the import sector is

considerably higher than in the domestic sector.

Comparison of estimated policy rules turns to ballehging since various studies
focus on different specifications. The specificatio this thesis is similar to that of
ALLV (2007). The interest rate smoothing parametdrich is found to be 0.7, is in
line with many other studie#\s for the responsiveness of inflation deviatioordr
target, the estimated value of 1.42 is close tovdiees of 1.5 and 1.6 found by Alp
and Elekdg (2011) and ALLV (2007), respectivelyhe responsiveness to the real
exchange rate depreciation is smaller echoing theinigs of Alp and Elekda
(2011). The responsiveness of policy rates to titput gap takes on a lower value
of 0.08. This value should not be misleading. Alijlo the interest rate rule
coefficient implies a small systematic responsealicy rate to output gap, it is
known that Central Bank of Turkey responded tol#nge output drops during the
crisis through discretionary departures from tHe.rblence the importance given to

output gap deviations may not be properly captwét these parametersy(and

Turning to exogenous shocks, | start off by disougpersistence parameters. The
estimated persistence parameters lie within thgea 0.3 for the foreign inflation

shock, and 0.93 for the foreign interest rate shéckaveat should be made here. As
will be discussed in model fit section, the modeksl not perform persuasively
enough at fitting the foreign variables, hence ¢hearameter values should be

interpreted with highest caution.

The posterior mode of the persistence parametreiunit-root technology process
is estimated to be 0.55. In addition, the perstecoefficient for the stationary
technology shock is estimated to be around 0.7&sd&hvalues compare quite
favorably to the estimates in Alp and Elegdd011).As for standard deviations, the
foreign interest rate shock is the least volatidiereas the variability of the

preference, exogenous spending and import markiapks are noteworthy. It may
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also be useful to point out that as in other smididp and Elekdg 2011, ALLV,
2007), the unit-root technology shock is more \tdahan the stationary technology
shock. As will be discussed in further detail incts@n 5.3, in terms of driving the
business cycle, it's expected to see that theronittechnology shocks plays a much
more prominent role. This finding is consistenthwihe theoretical predictions of
Aguiar and Gopinath (2007) which emphasizes thetfeat shocks to trend growth
are the primary source of fluctuations in develgpoountries rather than transitory
fluctuations around a stable trend.

5.2. Model Fit

Model evaluation is an important part of the engairiwork that is based on DSGE
modeling. Figure 5.2 reports the model’s one-sidatinan filter estimates of the
observed variables along with the actual varialesh a comparison is informative

in terms of assessing the fit of the model.

As is evident from Figure 5.2, the in-sample fit tle model is satisfactory.
However, the model is not good at capturing expants other foreign variables. In
this thesis, the foreign variables are modeledxagenous AR(1) processes. Such a
specification does not incorporate the fact thaséhforeign variables (i.e. foreign
demand and foreign interest rate) are highly cateel with each other. An
alternative to the modeling approach here wouldnioeleling the foreign economy
as a VAR model as in ALLV (2007), because the agslstructure does not capture
the evolution of foreign economy as propé&thAs a consequence, the model falls
somewhat short in capturing the export dynamicsichvis closely related to the
modeling assumptions of the foreign economy. Tiniirn weakens the fit of output
to a certain extent. As is clear in Figure 5.2, thedel is quite good in capturing

main components of output including consumptioagstment and imports.

% However, since the main question of this thesissdoot focus on foreign variables (or related
shocks), this does not constitute a serious problem
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5.3. Shocks and Business Cycles

This section analyzes the driving forces of flutimas by looking at the variance
decomposition of the main macroeconomic variableplied by the estimated
model. To make a formal assessment of the coniibubf each shock to the
fluctuations of the endogenous observable variaflable 5.3 reports the variance

decompositions.

The “unit root technology” row of Table 5.3 makdsar that unit-root technology
shocks account for 60 percent of the fluctuation®utput, almost 35 percent of
those in consumption and around 47 percent of thogevestment; these are by far
the largest shares. Also Figure 5.3 shows thatrooit technology shock accounts
for the bulk of the fluctuations in output. On tbasis of this outcome, one can
conclude that unit-root technology shock of the si@grves as the leading source of
the Turkish business cycles. This finding is camesis with Aguiar and Gopinath
(2007) which argues that emerging markets are cteraed by volatile trend
growth rates and shocks to trend growth constttitgorimary source of fluctuations

in emerging markets.

The model in this thesis has two productivity pssss, a transitory shock around
the trend growth rate of productivity:) and a stochastic trend growth ratg. The
intuition for the model's dynamics is as follows. gositive shock to stationary
technology makes agents increase their consumjtiehinvestment spending as
they observe the economy entering a period of lgigiwth. However, a positive
disturbance to unit-root technologyplies a boost to current output, but an even
larger boost to future output. This implies thahsamption responds more than
income, reducing savings. The literature provideslence that if growth shocks
dominate transitory income shocks, the economynmbles a typical emerging
market with its volatile consumption process andntercyclical current account.
Conversely, an economy with a relatively stablenghoprocess will be dominated
by standard, transitory productivity shocks (Agwaad Gopinath, 2007).
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Motivated by the observed frequent policy regimatdves in emerging markets,
Aguiar and Gopinath (2007) argues that these ecmsoare subject to substantial
volatility in the trend growth rate relative to adeped markets. The unit-root
technology shock could therefore be considered ssocéated with changes in
government policy, including changes in monetasgdl, and trade policies because
dramatic changes in productivity are observed Valg reforms and the undoing of
reforms. Consequently, shocks to trend growth laeegtimary source of fluctuations
in these markets rather than transitory fluctuatiaround a stable trend. Moreover
the observed predominance of permanent shocksveeld transitory shocks for
emerging markets explains differences in key femuof their business cycles
stylized facts. It is well-shown that trend shoaoksease the ability of the models to
capture some data facts specific to emerging mas@nomies such as
countercyclicality of net exports and higher vdigtiof consumption compared to
output (Aguiar and Gopinath, 2007, Akkoyun et abl12). Being an emerging
market economy subject to policy changes, one taerge similar business cycle
stylized facts in Turkish economy. As shown in Adp al. (2012), volatility of
consumption relative to GDP is quite high and ngiogts show a countercyclical
pattern in Turkey. Moreover Alp et al. (2012) alsbows that business cycle
properties of some key macroeconomic variables gan pre- and post-2001
period due to a change in monetary policy and aobettructural reforms which
points to importance of structural changes in Talrktconomy/. Therefore finding
unit-root technology shocks, which affect the trgmowth rate, as the leading source
of macroeconomic fluctuations in Turkish econominifine with the suggestions of

the literature.

Looking at the other shocks and variables, twoltestiand out. First, the investment
shock appears to be fairly important. Together Wl exogenous spending shock
they stand as the next set of important shocksxplasming output fluctuations.
Shocks to marginal efficiency of investment (MEbeamportant in explaining

output fluctuations. Investment is one of the masfatile components of output

7 See Alp et al. (2012) for a detailed survey ofkish economy business cycle stylized facts.
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(volatility of investment relative to output is amd 3) in Turkey. Explaining such a
volatile variable requires a high role for the dhabtat is closely related to
investment. Moreover, this shock is also closelgitesl to financing conditions. As
suggested in Chrisitano et al. (2010) and Justingtral. (2011), investment shocks
might proxy for more fundamental disturbances ® ititermediation ability of the
financial system since access to credit and firsdniotermediation are important
determinants of investment. Regarding the hightildlain financing conditions in
Turkey (mainly due to the close relation of donestiedit to the highly volatile
variables such as risk premium and capital flows)estment shock is naturally
expected to play an important role in Turkish basg cycles. However, the MEI
shock is found to contribute less than expecteditaactounts only for 10 percent of
the fluctuations in output. Compared to the findingf JPT (2010), the role of
investment shocks in explaining business cycleastwut to be less spelled. As
discussed in JPT (2010), part of this conclusioly & related to the measurement
of the observable variables. JPT (2010) arguesntia&t reason why the studies that
find less significant role of investment shockdirsiness cycles, is the difference in
measurement of investment and consumption <&rigs JPT (2010), investment
series includes durable consumption and changeveniories. However, in Turkish
data, there is no explicit time series for durabid non-durable consumption. Hence
consumption series used in the estimation inclymeshases of consumer durables
in consumption, whereas JPT (2010) includes durebtesumption in investment.
This increases (decreases) the volatility of inmestt (of consumption) in JPT data
set, compared to a case where durable consumgiancliuded in consumption.
Since Turkish data do not allow for such a diff¢iaion, the way variables are
measured may be resulting in a less volatile imaest series than it should be.
Although investment is a highly volatile componehtGDP in Turkey, it may be the
case that including durable consumption in investrmay help to have a higher
role for investment shocks as such inclusion wadd up to the existing volatility

18 Smets and Wouters (2003), for instance is oneysthat reports a lower effect for investment
shocks in business cycles.
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of investment. For model dynamics relative volgtilof the variables does also
matter. Such measurement of investment would addtaughe volatility of
investment relative to that of GDP as well. Heradjgher volatility of investment
might be necessary to have a higher role for imrest shocks since the Turkish real
GDP series is also volatile. As Guerron-Quintan@l(®@ points out the estimation
results are quite sensitive to the used data. Ammatason why investment shocks
turn to play a minor role can be related to theuls@ response analysis. As evident
in Figure 5.5, investment shock leads output antsemption to move in opposite
directions. Although model incorporates all the hsedsms that are proposed to be
important for transmission of investment shocks #stimated model does not
generate the comovement of output and consump&oren the strongly positive
correlation of output and consumption over the fess cycle in Turkey (Alp et al.,
2012, this implies that investment shocks cannay jpl leading role in the business

cycles as given by the variance decomposition arsaly

Another outcome that needs to be focused is tltBrigaole of preference shocks in
explaining consumption path. The preference shedaniintertemporal disturbance,
which perturbs the agents’ intertemporal first ordmnditions. This can be
considered as a shock to the stochastic discoetirfavhich captures exogenous
fluctuations in preferences, as well as unmodeliigstortions in consumption
choices. The leading role of this shock in explanconsumption is a symptom of
the well-known failure of standard consumption Eudguations to capture the
empirical relationship between consumption andr@serates, as argued in Primiceri
et al. (2005). Intuitively, large exogenous vaoas in the stochastic discount factor
are necessary to repair the poor performance ofsthedard Euler equation.
Therefore, a large taste shdgkis necessary to reconcile the interest rates thigh
growth rate of consumption. Especially in case ofké€y where the volatility of
consumption is quite high (even as high as thatutut, as discussed in Alp et al.,
2012), there is need for a large preference shackexplain the observed
consumption volatility. That's why the estimatiasults indicate such a big role for

preference shocks.
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5.4 Model dynamics and shock identification

The variance decomposition analysis identifies thatmanent technology and
investment shocks explain bulk of the variation aatput observed in Turkey.
Therefore, the results of this thesis suggest tihainderstand business cycles in
Turkish economy, one must understand permanentnoémpy shocks and
investment shocks, since these shocks are thestacgatributors to fluctuations in
several key macroeconomic variables. This sectroniges some intuition for how
this identification is achieved, by studying thepimse responses of several key
variables to some of the shocks. In particularpdus on the two shocks that are
responsible for the bulk of fluctuations accorditg estimation results: the
investment shock and the unit-root technology shéaures 5.4 and 5.5 report the

impulse responses to these shocks.

Figure 5.4 reports the impulse responses to unit texhnology shock. Following a
positive impulse, output, consumption and investmalh rise. The reaction in
investment is contemporaneous and roughly propwatito that in output, but larger.
Real wages are also procyclical. The response ofshis very similar to that of

output.

Figure 5.5 reports the impulse responses to invagtrshock As evident in Figure
5.5, investment shocks trigger procyclical moversent all key macroeconomic
variables.Following a positive impulse, output, hours andestynent all riseBut
the movement of consumption reminds the Barro-Kib@84) critique. It shows a
drop and remains flat, and rises after a long tiRieally, inflation and the nominal
interest rate, both rise in response to a positivestment shock. The investment
shock leads to a situation where output and investimoves in opposite directions
and cannot create the comovement of consumption artgdut. In terms of

comovement, the Barro-King (1984) critique applies.
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5.5 Discussion: The role of technology and investmeshocks

A central question in macroeconomics concerns tie of technology shocks in
driving business cycle fluctuations. The evideneragated by the literature does not
speak with a single voice and conclusions do vahe first line of research (the
early RBC literature) argues that technology shoakes the primary drivers of
business cycles. A second line of literature piosgdy Gali (1999) questions the
view of technological change as a central forceirzeltyclical fluctuations and
concludes that technology shocks are largely veesle Finally a relatively recent
line of research including much of the estimatedGESliterature arrives at
conclusions somewhere in between these two extr@rser, 2006, and Smets and
Wouters, 2007).

In this section | will discuss how the main findggf this thesis fit in this part of the
literature, which discusses the relative importamiceechnology and non-technology
shocks. While doing this, | will focus on role difr¢e different technology shocks:
First is the covariance stationary technology shabikch does not affect long-run
trend of productivity. The second is the permar(entunit root) technology shock
which does matter for long-run productivity levéhe third is the investment shock
which is either specified as a shock that affeetssformation of consumption goods
into investment goods (i.e. the investment-spetédahnology shock popularized by
Greenwood et al., 1988) or as a shock that afftbetsransformation of investment

goods into effective capital stock (i.e. the maadj@fficiency of investment shock)

Neutral technology shocks are classified into twerst type is a transitory

technology shock that can potentially capture aetarof driving forces behind

output and labor input fluctuations that would et expected to have permanent
effects on labor productivity. This is the benchknaupply shock which has been
attributed a central role in the RBC literature aasimportant source of business
cycle fluctuations. Second is a particular typestodck to trend growth, which has a
permanent impact on labor productivity. This shechklso referred to as a unit-root

technology shock. Pioneered by Aguiar and Gopir@®07), this type of trend
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shock is considered as a key determinant of busiiogsle fluctuations across

emerging markets.

Stationary and permanent technology shocks affextaggregate production level
whereas the third technology shock (i.e. investmehibck) affects only

transformation of investment goods. However, thenciels these technology shocks
affect the economy are similar. A positive shocleitter of these leads to a rise in
productivity and in output. But owing to the perreabnature of the shock, unit-root
technology shock affects the long-run trend of patidity and its transmission is

stronger. All real variables are affected stronigyythe unit-root technology shock
(Table 5.3). The effect of the stationary techngl¢§T) shock on output appears to
be weaker compared to its unit-root counterpartrédeer the fact that hours falls in
response to a positive stationary technology sled¢und to be problematic (Gali,

1999). Therefore as consistent with the findingshmm literature, | find a negligible

role for ST shock in explaining output fluctuatiomsTurkey. For example ALLV

(2005), finds that at small frequencies (20 quajtemit root technology shock

explains 25 percent of the variations in output rghs the role of ST shock is
limited (4 percent). In JPT (2010) ST shock is @a¢n considered in the model and
the unit-root technology shock is assumed to besdie source of neutral technology
shock which explains 25 percent of the U.S. ouffudtuations at business cycle
frequencies. One can conclude that the findingbénliterature agree regarding the
negligible explanatory role of ST shocks in bussegcles. Rather, a lively debated
issue in the literature is the relative role oftuoot technology and investment

shocks in explaining output fluctuations.

The identification of investment specific technologhock, which hits the

transformation of investment goods into capital dgas an important part of the
discussion. Some existing studies try to identHis tshock by equating it to the
relative price of investment (e.g. Altig et al.,0%). JPT (2011) argues that in
addition to this identification, the investment skdhas another source related to

marginal efficiency of investment (MEI) which is theelated to relative prices.
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Therefore they point out that two sources of inwvesit shock should be
distinguished. But as is done in this thesis, notiser studies, including Smets and
Wouters (2007), ALLV (2007) and JPT (2010), trela¢ two disturbances as a
unique unobservable shdék Specified in this way, | find that main drivifigrce of
business cycles in Turkey is the unit-root shoclesghas contribution of investment
shock is also significant, but limited. Regardihg telative importance of unit-root
technology and investment shocks, this findingiteedent from JPT (2010), which
concludes MEI shock explains around 50 percentugput fluctuations. In an open
economy setting, ALLV (2007) finds that in explaigi output variations, unit-root
technology shock has a higher explanatory rolep@&sent) than that of investment
shock (12 percent) which is quite comparable tditidings of this thesis. Similarly,
Alp and Elekdg (2011) finds that unit root technology shock ie thost important
supply shock in terms of output growth contribusan Turkey which is consistent
with the findings of this thesis. Therefore, modglithe economy as an open

economy seems to affect the importance of MEI shock

One could also compare the results of this thesis that of similar studies on
developing small open economies. It is importantdiscuss how and why the
importance of the three types of technology shoakssources of business cycles in

developing economies, changes compared to theamaleconomies.

Emerging market economies have different busingsle stylized facts summarized
by countercyclical net exports and highly volatdensumption. These features
contrast with developed economies and constitutenigiue case of emerging
markets. Trying to capture these unique patterresdynamic stochastic small open
economy model, Aguiar and Gopinath (2007) highkghhe fact that these
economies are subject to substantial volatilitythe trend growth rate relative to

developed markets and concludes shocks to trendtlyrare the primary source of

19 Investment disturbance in this thesis refers to Btbck. Such specification is still appropriate as
Justiniano et al. (2011) finds that, contributioh IST shock identified with relative price of
investment, is negligible whereas MEI shock remamglay a key role in U.S. business cycles as
previously shown in Justiniano et al. (2010).
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fluctuations in developing countries rather thaansitory fluctuations around a
stable trend. The findings of the studies examirsngrces of business cycles in
developing economies within a DSGE setting areine with the suggestions in
Aguiar and Gopinath (2007). For instance Medina Sotb (2007) finds that unit
root technology and investment shocks explain ato®@ percent of output
variations in Chile. Moreover there are variousdss which show that modeling
emerging market economies as an economy subjdoerid shocks helps to better
capture the data facts of these countfies

The above-mentioned findings of the literature ®sggthat although relative
contributions are different, unit-root technologydainvestment shocks play a key
role in business cycles. Moreover these two shackate a similar movement in
endogenous variables except consumption (Figurésabd 5.5). Comparing the
cumulative effects of the three types of technolsggcks may give a better picture
regarding the role of technology in explaining Imesis cycles. JPT (2010) finds the
total effect of technology (unit-root technologydaMEI shocks) in variations of
U.S. output as 70 percent. | find that technologgcks (unit-root technology, ST
and MEI shocks) explain around 75 percent of thgputufluctuations. Adding an
asymmetric technology shock ALLV (2007) concludémtttechnology shocks
explain around half of output fluctuations in Ewea. Such a comparison shows
that the results of this thesis regarding the higle of technology shocks are
consistent with the literature.

Finally, comparing the findings of this thesis withe results of other estimated
models of the Turkish economy is also informatiVe.the best of my knowledge,
Alp and Elekdg (2011) is the only study that estimates a DSGEehtat Turkey
with Bayesian estimation methods for a similar siemperiod. Their model
incorporates a richer set-up with financial acadl@r mechanism. Throughout the
estimation, | use this study as a benchmark wreterghining priors and analyzing

estimation results. Turning to the business cyuiplications of Alp and Elekda

20 See Akkoyun et al. (2011) and Arslan et al. (2012)
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(2011), they do not provide the variance decompsibut presents historical
decomposition to understand the contributions @f $ktructural shocks to output
growth. They find that two prominent supply shocks are tiat-root and
investment-specific technology shocks. Althoughytfied investment shocks to be
important, they emphasize that the unit root tetdgoshock seems to be the most
effective supply shock in output growth echoing fiheings of this thesis. Similar to
this thesis, they find limited role for the costspu(markup) and stationary
technology shocks.

Turning to data may give some clue about why rdleineestment shocks in
explaining business cycles in Turkey are foundddimmited in this thesis compared
to findings for U.S. (JPT, 2010 and 2011). Figuré Shows the relative price of
investment together with GDP, consumption and itnaesat price deflator. Figure
5.7 shows relative price of investment in U.S. @emgyin JPT (2011). In this thesis
investment shock can be considered as a combinatiomvestment specific
technology shock, which is identified through refat price of investment and
marginal efficiency of investment shock, which eated to financing conditions
(JPT, 2011). Hence this figure can give some ideaitathe total role of investment
shocks (JPT, 2011).

As evident from Figure 5.6, investment price deflastays below GDP deflator for
the whole sample and relative price of investmémws a downward pattern. But
relative investment price seems to oscillate withi8+ 1.1 range rather than showing
a clear downturn as observed in U.S (Figure 5.nceSpart of the investment shock
is related to the inverse of relative investmemtggrone would expect to see a more
clear downward pattern if investment shocks wenmidant in the sample period.
Hence this figure does not give much hint aboutdrtgnce of investment shock in

Turkey as is found in U.S.
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CHAPTER 6

CONCLUSION

Understanding sources of business cycles hasheeeheen central in the public and
academic debates for long periods. For differeninbtees, different sources emerge
to be important for explaining output fluctuatiors.emerging market economies
unit-root technology shocks are found to be theinlg force of macroeconomic
fluctuations whereas for developed economies initiatddto such productivity
shocks investment and mark-up shocks are foundatitbem Inspired by this line of
research, this thesis investigates sources of otiyctuations and conducts a test
for the role of various shocks in Turkish economy looking at variance
decomposition results obtained by estimating a lsop@n economy DSGE model
by Bayesian methods. Employing this method not ailgws the data speak but
also enables to take the advantage of using pmimrmation about the economy

which is valuable while working with short data sdes.

The results show that unit root technology, investmand exogenous spending
shocks explain around 75 percent of output fluebmatin Turkish economy for the

period 2002:2-2011:3. The unit root technology $hagpears to be the key driving
force of business cycles as this shock accountsniore than half of the

macroeconomic fluctuations. The result that unittréechnology shock, which

affects trend growth rate, is the key driver of ibass cycles indicates the
importance of permanent shocks such as policy @siagd structural reforms in
Turkish economy.

This thesis uses state-of-art modeling and estandéchniques, which are proven to
be useful in the literature. However, there araumiver of dimensions in which the

model can be improved. First, the foreign economgdsumed to be exogenously
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determined and all foreign variables are assumedlkmv an AR(1) process. The
weakness of the model to capture movement of foreg@pnomy variables observed
in the data indicates the need of a more structacaleling of foreign economy as is
done in Adoolfson et al. (2007). Second, the treatnof fiscal policy in the model
is very simplistic. Enriching the fiscal part ofettmodel would be interesting as it
would allow studying the interaction between monetand fiscal policy in an
empirical model. Third, the model does not inclualevell-developed financial
sector. Including a banking sector and financialetgrator channel can generate
interesting dynamics in the economy and affect @hmpirical performance of the

model.
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APPENDIX

A. The log-linearized model
In this part of the Appendix, the log-linearizeduatjons in the model are presented.

First, the domestic Phillips curve and the log-dineed marginal costs are given by:

SR B .
”t‘”gzm(&”tﬂ Pn”t)+1+ﬁ d(”t 1= (Al)
_Kdﬁ(l_pn)ﬁj ( _Ed)(l_ﬁfd) (ﬁl\C +i )
1+Brg " &a(l+Bra) £
me, = arf + (1 — a)w, — & (A2)
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The Phillips curves for the imported good is:
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The log-linearized real wage equation can be writte
Wty + We_itlo + Wepatlz + 3 (@E = /1) + nu(@q — prftl)
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+ 7711fth =0
Investment equation is given by
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The log-linearized UIP condition is given by
ﬁt - ﬁ; = EtA§t+1 - anat + $t
The aggregate resource constraint is given by
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Evolution of capital stock gives
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In the model, there are the following log-lineadzelative prices
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The log-linearized interest rate rule is given Ay %)
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B. Tables and Graphs

Table 5.1 Calibrated Parameters

Parameterr Description Value
B Discount factor 0.9928
a Capital share in production 0.4
Ne Substitution elasticity (€and ¢ 1
i Substitution elasticity {land I") 0.25
g G/Y ratio 0.1
g Labor supply elasticity 1
ba Elasticity of country risk premium with respectrtet foreign debt 0.01
Wi Imported investment share 0.23
W Imported consumption share 0.25
é Depreciation rate 0.035
Aw Steady state mark-up rate for wages 11
Am Steady state mark-up rate for imports 1.1
Aa Steady state mark-up rate for domestically prodguestls 1.15
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Table 5.2 Prior and Posterior Distributions

Prior Posterior

Description Parameter| Type | Mean Star)dqrd Mean Confidence
Deviation Interval

Calvo wages Ew Beta 0.75 0.10 0.746 0.585 0.914
Calvo domestic prices &y Beta 0.75 0.10 0.669 0.549 0.801
Calvo import prices En Beta 0.75 0.10 0.738 0.649 0.812
Indexation wages Ky Beta 0.5 0.10 0.501 0.33Y 0.669
Indexation prices Kq Beta 0.5 0.10 0.495 0.333 0.658
Investment adj cost S Normal 5 1.00 4.962 3.4085 6.48p
Capital adj. cost o, Normal | 0.05 0.50 1.190 0.637 1.715
Eﬁ;‘;‘t’irctit‘;ema”d ny Normal | 1 0.20 0897 | 0668 1.120
Habit formation b Beta 0.7 0.10 0.881 0.806  0.968
Shock persistence
Unit root tech. Puz Beta 0.8 0.10 0.549 0.456 0.648
Stationary tech. Puse Beta 0.8 0.10 0.768 0.610 0.917
Investment Puy Beta 0.8 0.10 0.904 0.846 0.965
Preference Pec Beta 0.8 0.10 0.691 0.494 0.952
Labor supply Pon Beta 0.8 0.10 0.791 0.631 0.954
Risk premium Pg Beta 0.8 0.10 0.868 0.814 0.929
Inflation target - Beta 0.8 0.10 0.791 0.649 0.941
Foreign interest rate DRx Beta 0.8 0.10 0.928 0.883 0.973
Foreign demand Py» Beta 0.8 0.10 0.887 0.804 0.973
Foreign inflation Do Beta 0.8 0.10 0.271 0.188  0.360
Monetary policy rule
Smoothing parameter o Beta 0.7 0.10 0.706 0.646  0.766
Inflation response o Normal 14 0.10 1.422 1.343  1.497
Diff. inflation response Tan Normal | 0.12 0.05 0.144 0.070 0.221
E’;Cphoan”sgee rate r Normal | 0.0 0.05 -0.046| -0.088 -0.009
Output response 7, Normal | 0.12 0.05 0.076 0.028 0.120
Diff. output response Tay Normal | 0.05 0.05 0.034 0.004 0.062
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Table 5.2 Prior and Posterior Distributions(continued)

Prior Posterior
Description Parameter Type | Mean Star)dgrd Mean Confidence
Deviation Interval
Shock volatility
Unit root technology | ., Inverse | 4 o3 2.00 0.066 | 0.055 0.08
: gamma
Stationary G Inverse | 503 | 2.00 0.025 | 0.009 0.04
technology # gamma
Marginal efficiency oy Inverse | 503 | 2.00 0131 | 0080 0.174
of investment gamma
Preference £ Inverse | 403 | 2.00 0362 | 0.158 0.545
’ gamma
Labor supply Eon Inverse | 5 53 2.00 0.034 | 0.006 0.07:
' gamma
Risk premium £ Inverse | 5 53 2.00 0.011 | 0.00f 0.015
gamma
. Inverse L
Monetary policy &R gamma 0.03 2.00 0.006 0.005 0.00
Inflation target £,7 Inverse | 4 o3 2.00 0011 | 0.007 0.01
gamma
Domestic mark-up €14 Inverse | 4 o5 2.00 0.065 | 0.012 0.14
- gamma
Import mark-up E1m Inverse | 4 o5 2.00 0.539 | 0.245 0.80
- gamma
Exogenous spendind  £,.4 Inverse | 4 o3 2.00 0.215 | 0172 0.25
- gamma
Foreign demand £y Inverse | 401 | 2.00 0092 | 0078 0.11
gamma
Foreign interest rate Epe Inverse | 4 91 2.00 0.002 | 0.00L 0.002
gamma
Foreign inflation &, Inverse | 501 |  2.00 0.065| 0.054 0.07
gamma
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Table 5.3 Posterior variance decomposition in the odel

Shock/ Series Output Consumption Investment
Stationary technology 1.78 0.02 1.2
Unit root technology 62.62 34.53 47.64
Preference 4.97 63.61 3.87
Labor supply 0.03 0.00 0.03
Domestic mark-up 0.32 0.00 0.03
Import mark-up 0.03 0.01 0.44
Risk premium 4.30 0.02 1.32
Marginal efficiency of investment 10.22 1.59 43.6
Monetary policy 0.78 0.00 0.17
Foreign inflation 1.00 0.00 0.00
Foreign demand 1.66 0.19 0.94
Foreign interest rate 0.29 0.00 0.16
Exogenous spending 11.64 0.02 0.51
Inflation target 0.34 0.00 0.09

69




Calvo Parameter 10 Calvo Parameter 12 Calvo Pararpeter
(Wage (Domestic Prices) (Import Prices)

3
4
0 ] O T 1 T
0.5 0.7 0.9 0.4 0.6 0.8
Indexation (Domestic 0.6 Investment 5 Indexation (Wages)
i price) adjustment cost
3
2
1
0 - ‘ 0 - r
0.2 0.7 2 4 6 8 0.2 0.7
20 Habit persistence Export demand 2

Capital adjustment
cost

elasticity

Posterior e e = =« Prior

Figure 5.1a Prior and posterior distributions (Parametels

70



15 4 Interest Rate 10
Smoothing

Exchange rate
response

Inflation response 20

10
5
0 T ‘ 0 T ‘ 0 T
0.5 0.7 0.9 1.2 1.4 1.6 -0.1 0 0.1
20 - Output gap response 15 change in inflation 30 | change in output gap
response response

0] 0.2 0 0.1 0.2

posterior e e == = prior

Figure 5.1b Prior and posterior distributions (Monetary policy parameters)

10 Unit-root technology Stationarytechnology Investment specific 50 . Countryrisk premium
technology
0.4 0.9 0.4 0. 0.9 0.9
5 .,  Preference ~ Labor supply % 10 -Foreigninflation
20 Foreigninterestrate Foreign output

10
P OStETION

e = = = Prior

Figure 5.1c Prior and posterior distributions (Shock processes parameter)

71



Investment

°°

o0
#r\%df\dhﬂjqﬂ,
(s S Y]
OO0
N WM
- OO0

o

°
0 -yi
o
Q
D
=

0.2
-0.2

Consumption

0.1

Output

0.2

°°
0 O
QO
O 0
[« =]

¥
o
o
o
o
=)

1190
0160
6021
60£0
8090
£060
9071

o  90£0
i 5090
060
€021
£0€0
2090

°

-

o

o0

o

-0.1

£ 1190
° 0T60
60TT
60€0
L% 8090
oo\\v £060
9071

° 90€0

3 5090
060

£02T

£0£0

7090

0.1
-0.1

o 1190

< 0160
60CT

i 600
= 8090
AMA £060
90TT

90€0
5090

£ 060

o2 €021
%fwv £0€0
=T 2090

Real Exchange Rate

-0.2
-0.4

1190
0160
60T
60€0
8090
£060
90¢T
90€0
§090
060
€0¢T
€0€0
2090

o

Imports

0.2
-0.2
-0.4

° 0160
= 6071
o 60€0
8090
L060
9071
90€0
5090
060
€071
€0€0
2090

hﬂ 1190
IM

-0.2

Core Inflation

0.1

Inflation

0.1

Interest Rate

0.2

-0.1

-0.05

1190
0T60
60T
60€0
8090
£060
90¢T
90€0
5090
060
€0TT
€0€0
2090

-0.05

1190
0T60
60CT
60€0
8090
£060
90TT
90€0
5090
060
€0zt
€0€0
2090

Import Inflation 0.2 Export Inflation 0.1 Foreign Inflation

0.5

m 8090
£060
90Tt

° 90€0
S090
060

: £0TT
oWu £0€0

oty 2090

S )
Q@

Foreign Interest Rate

Foreign Demand
0.02

0.2

Model

Data

©

1190
0T60
60T
60€0
8090
£060
90¢T
90€0
5090
060
€071
€0€0
2090

1190
0T60
60CT
60€0
8090
£060
907T
90€0
5090
060
€0CT
€0€0
2090

Figure 5.2 Data and one-sided predicted values frotie model

72



0.10 -

0.08 -

0.06 -

0.04 -
|

0.02 5

-0.02
-0.04 -

-0.06 -

-0.08 -

0602

0.00 ll‘

1202
0603
1203
0604
1204
0605
1205
0606

=== Exogenous Spending Shock
———Investment Shock

E=Unit root technology shock

J ‘i’

1206
0607

A“

1207
0608
1208
0609
1209
0610

|
!
&

Figure 5.3 Historical decomposition of output

73

-"E

1210
0611




-05

15
Investment

1
05
0

1
Output
0.5
0 Frrr T T T T T —————
0 5 10 15 20 25
0.2 ]
Consumption
0
0 5 10 15 20 25

0
-05
0 5 10 15 20

05 T EEE RS
Inflation

25

1
Wage
05
0
0 5 10 15 20 25

005 r—rrinterestRate

-0.05

-0.15

-0.25

0 5 10 15 20 25

Figure 5.4 Impulse response to a unit-root technolfy shock

03

15
Output Investment
1
0.1 05
0
-0.1 -0.5
0 5 10 15 20 25 0 5 10 15 20 25
0.2 ) 0.04
Consumption Inflation
0.02
0
0
-0.2 -0.02
0 5 10 15 20 25 0 5 10 15 20 25
0.02 0.1
Wage Interest Rate
0.01 /—\ 0.05 /\
0 y ......................... 0 ~——
001 J -0.05
0 5 10 15 20 25 0 5 10 15 20 25

Figure 5.5 Impulse response to an investment shock

74




12 - e e« e Consumption Price Deflator - 1.2
—*— Investment Price Deflator* KN

11 1 Rel Price of Investment (Right Axis) veo oo’ L1

0303
0903
0304
0904
0305
0905
0306
0906
0307
0907
0308
0908
0309
0909
0310
0910
0311
0911

Figure 5.6 Relative price of investment in Turkey
*Investment price deflator/consumption deflatooue: TURSTAT and author’s calculations.

200 T T T
NIPA
- - = GCV
o~ N ]
~ R
—20 N
- ~
W S~
-~
—40-
60}
—80}
~
100 h —
120l 1 1 1 1 1 1 1 1 1 1
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 200S

Figure 5.7 Relative price of investment in U.S.
SourceJustiniano et al. (2011), Alternative measuresefrelative price of investment

75



TEZ FOTOKOP iSI i1ZIN FORMU

ENSTITU

Fen Bilimleri Enstitusu

Sosyal Bilimler Enstitlisu
Uygulamali Matematik Enstitlist
Enformatik Enstittisu

Deniz Bilimleri Enstitlisu

OO X O

YAZARIN
Soyadi : Yuksel
Adi : Canan
Bolumi :Iktisat

TEZIN ADI (ingilizce) : Role of Investment Shocks in ExplainBgsiness Cycles
in Turkey

TEZIN TURU :  VYiiksek Lisans [X] Doktora []

1. Tezimin tamamindan kaynak gosterilmgktiyla fotokopi alinabilir. D

2. Tezimin icindekiler sayfasi, 6zet, indeks sayfaldan ve/veya bir
boluminden kaynak gosterilmeértiyla fotokopi alinabilir. D
3. Tezimden bir (1) yil sireyle fotokopi alinamaz. &

TEZiIN KUTUPHANEYE TESL iM TAR iHi:

76



