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ABSTRACT

EXTERNAL GEOMETRY AND FLIGHT PERFORMANCE OPTIMIZATON OF
TURBOJET PROPELLED AIR TO GROUND MISSILES

Dede, Emre
M.Sc., Department of Aerospace Engineering

Supervisor : Prof. Dr. Ozan Tekinalp

Decembei2011, 107 pages

The primary goal for the conceptual design phasa géneric air-to-ground missile
Is to reach an optimal external configuration whsgtisfies the flight performance
requirements such as flight range and time, launtass, stability, control
effectiveness as well as geometric constraints segdy the designer. This activity
Is quite laborious and requires the examinationsatelction among huge numbers of

design alternatives.

This thesis is mainly focused on multi objectiveimyzation techniques for an air-
to-ground missile design by using heuristics meshadmely as Non Dominated
Sorting Genetic Algorithm and Multiple Cooling MuliObjective Simulated

Annealing Algorithm. Futhermore, a new hybrid algon is also introduced using
Simulated Annealing cascaded with the Genetic Alilgor in which the optimized

solutions are passed to the Genetic Algorithm asirthial population. A trade off
study is conducted for the three optimization athom alternatives in terms of
accuracy and quality metrics of the optimized Rafedints.

Keywords: Conceptual Design, Flight Performance,r-t&iGround Missile,
Simulated Annealing, Genetic Algorithm, Multi Objee Optimization

iv
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TURBOJETITKILI HAVADAN KARAYA FUZELER ICIN DIS GEOMETR VE
UGCUS PERFORMANS ENYILENMESI

Dede, Emre
Yuksek Lisans, Havacilik ve Uzay MuhendisBolimi

Tez Yoneticisi : Prof. Dr. Ozan Tekinalp

Aralik 2011, 107 sayfa

Kavramsal tasarimsamasi icin temel amag, genel bir havadan karaya fgin
tasarimci tarafindan belirlenecek gguesafesi ve siresi, toplamidik, kararlilik,
kontrol etkinligi gibi ugus bagarim kriterlerinin yani sira geometrik kisitlarawaun
en ideal dy geometriyi olgturabilmektir. Bu glem oldukca zahmetli ve ¢cok sayida

alternatif geometrinin dgrlendiriimeye alinmasi ve incelenmesini gerektktadir.

Bu tez cakmasi @irlikli olarak, havadan-karaya bir flize icin seryisgarama
yontemlerinden Hakim Olmayan Siralamali Genetikohigna ve Coklu Sgutma-
Cok Amacgh Tavlama Benzetimi Algoritmasi gibi cokach en iyileme teknikleri
Uzerinde durmgtur. Ayrica yeni bir karma algoritma olarak Tavlamanzetimi ile
elde edilen en iyilenmi geometrilerin bglangic populasyonu olarak Genetik
Algortimaya aktarilmasi yontemi uygulargtm. Her U¢ en iyileme yontemi de, en
iyilenmis Pareto grilerinin sonuclarinin dgrulugu ve kaliete metrikleri acgisindan

kiyaslanmgtir.

Anahtar Kelimeler: Kavramsal Tasarim, Yc®erformansi, Havadan-Yere Flize,

Tavlama Benzetimi, Genetik Algoritma, Cok Amacli igileme
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CHAPTER 1

INTRODUCTION

1.1  Aim of the Thesis

In current aerospace applications, the conceptesigd step calls for a critical part
of the whole process. The reason behind this fathat the designer should satisfy
some several challenging requirements for maximtfroiency and performance at
this stage. Design optimization then tries to ftheé maximum and minimum of
design objectives which is a function of designiatales. The design variables
contribute to missile diameter, length, nose geometabilizer size and geometry
and the control surface size and geometry. As altres this process, the optimum
external geometry could be achieved and the optirexternal geometry obtained is
to be considered as initial baseline geometry fier further design processes of the

whole missile system.

In this thesis, a simulation based external geomeftimization tool for the
conceptual design phase of an air-to-ground missitteveloped. For this purpose,
two heuristic optimization algorithm alternative® &xamined: Simulated Annealing
and Genetic Algorithm, since they are the mosteuretl techniques used for the
multi-objective optimization in similar studies. &aldition to this, a hybrid algorithm
which is a synthesis of Simulated Annealing andé&derAlgorithm is employed and

the results are examined in terms of computatibma and solution accuracy.

1.2  Air-to-Ground Missiles

In this thesis, optimization of air-to-ground missiis addressed. Some examples for

air-to-ground missiles are illustrated in Table.1.1



Table 1.1 Examples of Air-to-Ground Missiles

o o Missile Missile
Missile Name Missile Geometry _
Length Diameter
Short range AGM-114 | === 1.63m 0.18 m
. /]
Medium range AGM-88 | < —\-—| = 4.10 m 0.25m
Long range Storm Shadomq 510 m 0.48 m

An air-to-ground missile (also, air-to-surface messAGM, ASM or ATGM) is a
missile designed to be launched from a militargraiit (bombers, attack aircraft,
fighter aircraft or other kinds) and strike grouadgets on land, at sea, or both. The
usage of some form of propulsion systems allowtaground missile to achievelon
range distances. Rocket motors and jet enginethar®vo most common propulsion

systems for air-to-surface missiles [1].

The standoff distance they provide is one of thgomadvantages of air-to-ground
missiles over other weapons available for fightecraft to attack ground targets.
Most air-to-ground missiles are fire-and-forgepider to take most advantage of the
standoff distance. This property make them alloe kwunching platform to turn

away after launch.

Another point with the air-to-ground missiles isathhey are numerous in use of
concept that they are made to fly at a pre-defiitigt trajectory in order not to be

tracked and detected by the air defence systentiseoénemy forces. Furthermore,
the final impact conditions such as impact veloatyd impact angle could be
achieved with regards to missile trajectory plagrior the successful destruction of

the targets.



1.3 Conceptual Design Phase of an Air-to-Ground Missile

The main goal of the conceptual design phase e@narmigc air-to-ground missile is to
generate the baseline geometry for a given misgrofile. As a result, the whole
process is initiated with a general definition bk tmission. An initial baseline

missile is obtained based on the mission requirésrterstart the design cycle.

Once the rough geometry is decided, the aerodyrsaafithe missile is ready to be
predicted using simple methods without the benefitthe test data for the

configuration. The aerodynamic output means thatispt for the propulsion system
to achieve the engine sizing to provide the necgdbaust and calculate the required
fuel weight for the missile system.

Next, the overall weight prediction of the missile made for the available
aerodynamic configuration and propulsion unit giziRollowing all these efforts, the
candidate missile is tested whether it succeedddbied flight performance metrics
as a consequence of flight trajectory computationlse missile is redesigned
iteratively until it satisfies the flight performe@ requirements such as range, time to
target, stability, maneuverablity, controllabiligtc. and geometric constraints due to
launch planform integration. Eugene L. Fleemanhis book “Tactical Missile
Design” [1] states these main steps of the cone¢mtesign of a generic missile in

detail and summarizes the whole process as shote ifigure given below.
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Figure 1.1 Missile Design Iteration [1]

1.4  Literature Survey

“Optimization is a favoured challenge in recentdsnn parallel with the increasing
demands for the quick and effective solutions tocimmore complex problems
especially in the field of engineering”. A detaillgrature survey was carried out in
order to get the main idea and to clarify the piribout the optimization

phenomena. Furthermore, it is noticed that sestalies were conducted formerly
for the conceptual design optimization problem afkets and missiles since it is a

crucial point of the whole design process as stait¢le previous section.

In recent years, the deterministic algorithms wewstly applied to the optimization
problems such as Newton’s method, steepest deswemradient-based which
requires function derivatives or gradient inforroati The major problem with the
gradient-based methods is that they are not apbicdor problems with

discontinuities in the design space since thesmdisuities lead to derivatives that

could not be defined in these regions. Since mogineering problems are modelled
4



with considerable nonlinearity, the gradient-baségbrithms almost retain a local
minimum. They are mostly applicable for the proldewhich are continuous and
differentiable. In every cycle of the optimizatitwop, a direction and a step size is
determined for the next candidate configuratioth design space. First and second
derivatives of the objective function(s) are uglizfor this process, hence the name
“gradient-based methods” emerge for this kind afess. As a consequence, this
requires that the function should be twice difféi@vie in the design space, which is
not the case for a considerable amount of realdvprbblems. There is like hood

chance that it converges to local minimums, sdfort

On the other hand, heuristic methods, a higher lelessification, are the ones that
would be mainly focused on. Heuristic methods aedufor hard problems where
differentiation is not possible and enumeration atider exact methods such as
mathematically programming are not computationphgctical. Additionally, many
current heuristics are population-based, which m¢hat it can be aimed to generate
several elements of the optimal set in a single Ewolutionary Algorithms (EA)
and Simulated Annealing (SA) are the most populssoamong these and there
exists quite several applications of these appemdo the problem of multi-

objective optimization problems.

Kirkpatrick was the first to propose the Simulatathealing method [2]. He applied
this algorithm to the famous travelling salesmaobpem in which the shortest path
is to be found for a salesman who must visit Nesitin turn. For these types of
algorithms, the energy of the system is analogouthé objective function of the
problem and the variables to be optimized are tbena of the material which is
being cooled according to an annealing schedule.

Moreover, a kind of Simulated Annealing algorithralled Hide-Seek has been
developed by Belisle et.al. It is shown in his stuat Hide-Seek significantly
outperforms in terms of search performance in #asible domain. Lu and Kahn [3]

applied Hide-Seek algorithm to solve the trajectaptimization of a high-



performance aircraft [4]. They noticed the highfpenance of Hide-Seek Algorithm

in their study compared to some other conventiopal gradient algorithms.

Utalay and Tekinalp [5] solved the trajectory opaation problem of a generic
missile for the first time. In their work, Hide-3edalgorithm is utilized to obtain a

feasible trajectory of an air-to ground missileeThain objective was the maximum
range flight path for given launch and impact ctinds. Furthermore, Hide- Seek is
also applied to design a minimum weight missilenlyon an optimum trajectory
where the impact conditions are the main conssaiRor this case, the control
parameters and missile engine design parameterdhrkst and burnout time for a

solid fuel rocket engine were also included.

Later on Bingdl and Tekinalp [6] have contributedthis work in various ways. In
their study, a new approach to the formulationhaf tmissile trajectory optimization
was proposed. Additionally, multi-disciplinary dgsioptimization of air-to-ground
missile was achieved which includes the discipliokflight mechanics, propulsion
unit, structural models and aerodynamics. MissiEongetry parameters were
optimized together with the angle of attack inpalues and range is maximized and
terminal constraints were realized. The enginerpatars for the minimum weight
objective are also optimized. The objective valwes wvaluated as result of a two-

degree-of-freedom simulation for the two formerdss.

Following that, Karsli and Tekinalp [7] developedchew multi-objective Simulated
Annealing Algorithm for continuous optimization jems in their study. A

population of fitness functions is used with ang@de cooling schedule. This gives
way to the generation of an accurate Pareto front.

Elliptic and ellipsoidal fitness functions are sioke for the generation on non-
convex fronts instead of well known linear fithégactions. Five test problems were
solved using these kinds of fitness functions ideoto demonstrate the effiency of

the algorithm. Following that, the success of thgo@thm is also shown by



comparing the quality metrics obtained with thosmund for a well-known

evolutionary multi-objective algorithm.

In a very recent work that was conducted by Ozti#k the Multiple Cooling
Multiobjective Simulated Annealing (MC-MOSA) algtrin was applied to the
missile design optimization problem. His tool wagegrated to an aerodynamic
prediction tool with a two degree of freedom trilglit simulation which models the
motion in horizontal and vertical axes to evalutite success of each alternative
geometry selected by random walk and output thetBamptimal solutions. Hence,
the geometric variables of a generic missile wake db be optimized in the
conceptual design phase. The tool was prepared ORTRRAN programming

language using the following flowchart.

Aerodynamic

JESIGN
, DESIGN _ _ PARETO-
SIMULATION | OBJECTIVES | OPTIMIZATION I:\ OPTIMAL
ALGORITHM ALGORITHM /e IO
SOLUTIONS
_________________________ DESIGN
; Aerodynamic | VARIABLES
i Database .

| e tris
o Genaration | Geometric
coefficients  t----=mmmmmmmmmmmmmoood variables

Other
variables

Figure 1.2 Functional Flow of MC-MOSA Optimizatidiwol [8]

Besides, the number of efforts that the GeneticoAlgm is applied to the missile

optimization problems are a bit more than the Satad Annealing choice.

Previously, in 2002, in her thesis Orta¢ [9] ackevthe development of the

methodology to obtain an optimum external confitjoraof an unguided missile

that satisfies the defined mission requirements ®hjectives of the optimization

case were maximum range, minimum dispersion and ifaw warhead
7



effectiveness. The range and dispersion functiogie wealized with the aid of six-
degree-of freedom simulations and Monte Carlo aslgiepending on the external
configuration parameters whereas the warhead sféaess function was obtained
by analytical means. Finally Conjugate Gradient,a§uNewton and Genetic
Algorithm techniques for the optimization alternas were tried and the results of
these alternatives were compared to each othea é@nsequence of this effort, it
was concluded that Genetic Algorithm (GA) has sigpeperformance compared

with gradient based methods in terms of accuradysansivity.

The study of Tanil [10] aimed to develop a softwaatform in MATLAB
environment that makes the optimization of the mwkconfiguration of missiles.
The flight requirements for the optimal design werade to be input by the designer
via a graphical user interface. The main improveneiianil’s work compared with
previous examples is that it dealt with guidedtaigir, air-to-ground and surface-to-
surface missile optimization with a three-degredrebdom simulation based on
Genetic Algorithm. By this way, it gave the oppaity of finding the optimal
external geometry among a wide variety of altexagtiin much more shorter time
intervals which satisfies the pre-defined flightssion. It consists of a graphical user
interface helping the user to define the missi@uirements and some basic external
geometry parameters like nose type, tail configomatand engine type. The
aerodynamics of each geometry alternative was ateduby using USAF Missile
DATCOM aerodynamic data prediction tool. The maiycle of the work is

illustrated as below.
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USAF MISSILE DATCOM D

A
SIMULATION

MATLAB® SIMULINK
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USER INTERFACE
MATLAB® GUIDE TOOLBOX

Figure 1.3 Conceptual Design Tool Flowchart [10]

In a later study Zeeshan, Yunfen, Rafique, Nisadl &amran [11] proposed a
conceptual design optimization strategy using GQenatgorithm cascaded with
Simulated Annealing for the design of a multistagg@und based interceptor
comprised of a three stage solid propulsion sysfidm. optimized solution which is
the result of Genetic Algorithm module is passe&itoulated Annealing module as
the initial point. Furthermore, the upper and lowmsunds for the Simulated
Annealing module are updated according to the adtsolution obtained from the
Genetic Algorithm module. For this effort, the dpsiobjective is to minimize the
overall weight and maximize the flight performarafehe interceptor under defined
mission circumstances. The design of the intercepidudes weight, propulsion,
aerodynamics and trajectory analysis. The flowcbéarthe overall strategy of the

work is given as below.
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Figure 1.4 Overall Design and Optimization Stratghj

1.5 Original Contributions

In this thesis , an air to surface turbojet pragmklmissile optimization problem is
addressed. Proper models for optimization suctesxignamic and flight simulation

modules are developed.

Single objective optimization is carried out withde-Seek Simulated Annealing,
Genetic Algorithm and Simulated Annealing-Genetigadkithm combination. The
results are compared as a consequence of theawstof a redesign of an existing
benchmark missile. For multi-objective optimizaticase, MC-MOSA, NSGA-II and
combination of these two are compared and evaluategsach the Pareto front. Their

effectiveness is aimed to be justified for missiésign optimization problem.
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1.6 Scope

In Chapter 2, two degrees of freedom dynamic moélain air-to-ground missile is
explained. The sub-models included are also destritvhich are namely as
equations of motion, aerodynamics, propulsion a agemass and gravity model.
Chapter 3 is allocated for some basic missile destmpsiderations. It is detailed how
the flight trajectory and external configurationaping are made. In this chapter,
flight performance considerations are discussedwadl. In Chapter 4, the
optimization approaches are explained. Thus, theaground missile optimization
problem is formulated to maximize range and minaniaunch weight for given
launch conditions and mission requirements. Thaildebf the single objective
optimization algorithms (Hide-Seek Simulated Annegland Genetic Algorithm)
are described. Afterwards, the application of moitjiective algorithms (MC-MOSA
and NSGA-Il) for such problems are mentioned. Alede give way to the
construction of a hybrid algorithm which is a comdtion of Simulated Annealing
and Genetic Algorithm that blend the advantages @disddvantages of these two
optimization approaches. In Chapter 5, case stateenforced. A well known truss
bar structural design problem is addressed forptimpose of the validation of the
algortihms. Moreover, the missile design optimizatproblem is also carried out for
both single and multi-objective optimization algbms. In Chapter 6, the main

conclusions of the work done and the recommendafimnfuture work are given.
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CHAPTER 2

AIR TO GROUND MISSILE MODEL

To reach an optimum geometry satisfying the giveguirements at the end of the
process could be accomplished by judging the pmdoce of each alternative
geometry correctly and rapidly. As stated in Sectio4, either using analytical

methods or simulation loops stand as the mainratees. Considering the accuracy
and the computational performance of each altar@athe usage of a simulation
loop to evaluate fitness function value of singlessite geometry is thought to be
better for this work. By this way, some flight pmrhance parameters like range,
longitudinal stability and controllability may beauated.

Once the method is decided, the next challengdistset is what the degree of
freedom (DOF) of the simulation model must be. Thisrk is limited to the
optimization of an air to ground missile in the ceptual design phase. Thus, two
degrees of freedom trim flight model is sufficiesihce an autopilot design is not
considered. At this stage of the design, it is aine obtain the optimal baseline
missile geometry rather than a detailed one whghoften necessary for the
preliminary design stage at which much time is sgahoriously calculating the
effects of various design parameters on the missifdiguration. Therefore, the roll

and yaw considerations of the missile are disregghfdr the time being.

The two degree of freedom model includes two tetishal motions that are the

axial (range) and vertical (altitude) motions shafaove in Figure 2.1 [12].

12



Figure 2.1 Two Degrees of Freedom Model

The two degrees of freedom model is comprised bfrmdels which are equations
of motion, aerodynamics, propulsion and atmosphmaoglels. In the preceding
sections these submodels are presented in detail.

2.1  Equations of Motion Model

As stated above, only the vertical planar motionthe missile against gravity is

considered. The missile is assumed to be instaotshetrimmed on a flat earth by

deflecting the control tail fins to sustain thertrangle of attack at each flight phase.
The equations of motion are defined in missile baxlg system; the frame which is
fixed to the missile and moves with it, havingatggin at the centre of gravity (CG)

as illustrated in Figure 2.2. It is denoted with #bbreviation “b” in the figure.

The instantaneous position of the missile is defiredative to the earth fixed frame
whose coordinate axes remain fixed with respethecearth and its origin is located
at the mass centre of the earth. It is denoted thighabbreviation “e” in Figure 2.2.
The magnitude of the airspeed of the missile isesgnted with V whereasandy

stand for angle of attack and path angle, respalgtiv

13



Z,

Figure 2.2 Body and Earth Axes

The angular orientation of the missile in pitchr@as indicated as the anglevhich

is the summation of the angle of attack and patfkean

The related dynamic equations of motion are givemelow. It is assumed that the
applied forces act at the centre of gravity ofltloely in the x and z axis direction of
the missile body axes. These applied forces arsidered to be as the aerodynamic,

gravitational and thrust forces [13].

u = fn—x — gsin( 6) (2.1)
w = % + gsin( 6 ) (2.2)
O=a+vy (2.3)

To evaluate the position of the missile with respecthe earth fixed frame, the
velocities defined in body fixed frame (u is theadxelocity and w is the downward
velocity) should be transformed into the earth diXeame via the transformation

14



angle 6. The angle of rotation is the only requirement forrotation in two

dimensions.

Finally the desired positions are found as a resiithe integration of velocities

transformed into the earth fixed frame. The matauation is labelled as below.
Xe [ cosf  sin 9] [u]
S| = _ 2.4
[Ze] —sin@ cosfllw (2.4)
2.2 Aerodynamic Model

The aerodynamic forces and moments acting on tlesil@iare generated in this
submodel. For two degrees of freedom model, theired| aerodynamic coefficients
are axial force coefficient £and normal force coefficient\C Additionally, the

longitudinal stability term ¢, is also evaluated at the same flight conditions.

These tabular data are generated using Missile D2N008 executable program
[14] as a function of angle of attack)( Mach number and elevator deflection angle
(Ca (0e,0,M) ) for a given missile external geometry. Alhet needed aerodynamic
data is attained as a consequence of the lineanpwiaition of the available data for
the given flight conditions.

Since the lateral effects are out of concept, testip angle, is always set to 0
and the force and moment coefficients are evaluatetiis value. Considering the
flight conditions frequently encountered for a gemeir-to-ground missile, the
domain of the angle of attack, Mach number andagtevdeflection angles, at which

the aerodynamic data would be generated, are dkaglbelow.

Angle of Attack =[-10,-7,-4,-2,0,2, 8, 8,10]

Mach =[0.1, 0.3, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2]

Elevator Deflection Angle = [0, 5]
15



The axial location of the center of gravitiy{;) is assumed to be set on the %50 of
the total missile length and it does not changeugihout the whole flight. An
example input and output file for the Missile DAT®IOs given in APPENDIX B
part.

The force coefficients to be used in the flight giation loop are lift (€) and drag
coefficient (&), however. Lift is the aerodynamic force perpentiic to the total
velocity vector of the missile and drag is the onéhe direction of the total velocity
vector defined in the stability axis system of thessile which is aligned with the
velocity vector in a reference condition of steaglgnmetric flight. Hence the lift and
drag coefficients are able to be calculated usimgnal and axial force coefficients
via a transformation from the body axis to the sitgbaxis utilizing the angle of
attack. The equations for the lift and drag foroefficients are obtained from the

normal and axial force coefficients with the eqoias shown below [15].

CL =Cycos a —Cpsin « (2.5)

Cp =Cpcosa + Cysina (2.6)

The lift and drag forces and the pitching momemt #wen calculated by using the

model below.

L = ZpV2SCy (2.7)
D = %pVZSCD (2.8)
M = ~pV2SdCy (2.9)

p is the air density, S is the reference area wisdie cross sectional area of the

missile and d is the reference length, the dianadtédre missile in other words.
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In addition to these coefficients, the elevatoletdion ¢s) dependency of the pitch
moment coefficient should be calculated for thetreffectiveness consideration.
To do this, the slope of the change of pitch monueefficient with respect to the

elevator deflection angle is calculated as in tivergequation below.

Mm@ 8,1 — CM@ §
Cms, = e =3 (2.10)
621 - 5e2

The aerodynamic data are evaluated at two eledaftection angles,”and 5.

2.3 Propulsion Model

It is usually aimed to implement the thrust modgiig the conceptual design phase
of an air-to-ground missile. Thereby, the thrusofie and the engine size and
dimensions to meet these requirements are able todulelled as well as the mass

fuel consumption calculation.

Air-to-ground missiles can be designated with sav@ropulsion system alternatives.
The most common and existing examples for this s mainly the solid fuel
rocket motor and turbojet engine. The advantagdsiaadvantages of these systems
are investigated by searching the literature amdetkisting air-to-ground missiles.
Consequently, it is captured that in parallel witle developing technology, the
usage of the turbojet engines in air-to-ground il@isgs more common. Hence, the
turbojet engine choice is thought to be more corerdrfor this thesis work due to
this one and the facts listed below, additionall§][

» The use of turbojet engines permits the productbmmissiles with long

endurance, providing long ranges.

» There is no need to carry an oxygen supply forrbdjet engine, whereas a

solid-fuel rocket engine must haul both fuel armbarce of oxygen.
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» Many liquid-fuelled rockets have separate tankdued and oxidizer, and
solid-fuel rocket motors contain an oxidizer andlfihat have been carefully
mixed together. In contrast, the oxygen used ket anjgine is drawn from the
air. For this reason, a cruise missile powered btur@ojet engine can
generate more energy from the same weight of plaogethan can a rocket-

powered missile.

» The benefits of turbojet-powered cruise missileserovocket-powered

missiles are most evident in systems with rangd®©6fkilometers or more.

» Missiles with turbojet engines are powered durirgirt entire flight,
providing the energy needed for maneuvers whilentiesile is attacking its
targets. In contrast, rocket motors generally bawh after a relatively short
time. Most rocket powered missiles rely on the gpagenerated during the

first few seconds of powered flight.

» Thrust is able to be controlled in every instanflight providing long range
precision and controlling the speed of missile.

As a consequence of the implementation of the jatengine model, it generates
the required thrust force for the missile at evelmase of the flight trajectory. It is
equal to the drag force acting on the missile aiser phase to provide equilibrium
flight condition whereas it is greater than thegdfarce this time to achieve the pull
up maneuver at the climb phase, for instance. Tthigdoit is assumed that the angle
of attack observed during the missile flight is sotgreat that it can be treated as
negligible so that the thrust force and the veloe#ctor are considered to be in

alignment.
The user is made to input the desired cruise vigldhat the missile should track.

Therefore the cruise speed can be achieved byysngpghe needed thrust force that

could overcome the drag force at that phase andni@mamization of the missile
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speed could not be an optimization objective anynior a turbojet powered air-to-

ground missile.

Another point to be cleared with turbojet modeahiat the limits of the thrust force of
the turbojet engine must be specified by the usex precaution of a limit exceeding.
The turbojet engine would generate the maximumlavia thrust if the required
thrust is greater than the maximum thrust. On tiwerohand, the engine would fix
the minimum idle thrust if the required thrust @vker than the minimum thrust

value.

Following the calculation of the thrust profile thg the flight trajectory, the amount
of fuel mass needed to fly the mission path iswatald by using the equation given
below [16].

dm

T = Iy go (2.11)

Me = 1
f Isp9o

[Tdt (2.12)

Here g stands for the gravitational acceleratiah Igsfor the specific impulse.

Specific impulse is another user defined paramdteing the conceptual design
phase. The specific impulse envelope for the tetbengine alternative across the
Mach number ranges of subsonic and supersonict flegimes are figured out in

Figure 2.3 [1].
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Figure 2.3 Specific Impulse vs. Mach Number Forbbjet Engines [1]

This approach gives the opportunity of finding thtimal missile geometry which

achieves the maximum range with minimum mass amihmuim amount of fuel.

2.4  Atmosphere & Gravity Model

In order to calculate the speed of sound and thelaisity at each altitude of the
flight, the 1976 Committee on Extension to the 8tad Atmosphere (COESA)
lower atmosphere model available at the library MATLAB R2008b is
implemented. The COESA Atmosphere Model include® tmathematical
representation of the 1976 COESA United Statesdatanlower atmospheric values
for absolute temperature, pressure, density, anddspf sound for the geopotential
altitude input. [17].

Moreover, to include the effect of the altitudetbe gravitational acceleration 1984
World Geodetic System (WGS84) model again availabléne library of MATLAB
R2008b is used which implements the mathematigaksentation of the geocentric

equipotential ellipsoid of the World Geodetic SysteNGS84).
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CHAPTER 3

MISSILE DESIGN CONSIDERATIONS

3.1  Flight Trajectory Shaping

The possible flight trajectories for a generic tydb propelled air-to-ground missile
are considered to be composed of several flightesgtes namely as glide, descent,

cruise and climb flight phases.

In general, to extend the flight range with avdegathrust force generated by the
turbojet engine, the missile is forced to glidenagch as possible without any fuel

consumption.

Two possible combinations for a flight trajectohat the missile should track can be
classified as glide-descent-cruise-climb-desceqgtisece as shown in Figure 3.1 and

glide-descent-cruise-descent sequence.
The choice of the trajectory that the missile sHdtack is left to the designer in this

work. All these four distinct flight phases are segsed in detail in the upcoming

sections.
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Figure 3.1 Flight Trajectory (Glide-Descent-CruSkmb-Glide)

3.1.1 Glide Phase

Glide phase is the one during which the air-to-gcbumissile continue to lose
altitude since the turbojet engine is not started do not generate any thrust force
and consumes no fuel. During the glide phase, #insed that the missile should
reach the maximum range on the expense of minimititnde loss without any
thrust generation. The missile would experiences thight phase once at the
beginning of its flight until the turbojet is acéited. This motor activation time could
differ according to the turbojet engine types usenhissile designation and then it is
come out to be the total time of gliding for thessile. The other glide phase case
could occur at the end of the trajectory if the siéshas run out of its fuel before

hitting the target. The force diagram at the gpti@ase is shown as below.
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Figure 3.2 Glide Phase Force Diagram

For a steady and unaccelerated descent, the equiiliorce equations are as below

wherey is the equilibrium glide angle.

L=Wcosy (3.1)
D = Wsiny (3.2)
Then the gliding angle is simply found by dividieguation (3.1) by Equation (3.2).

tany = % (3.3)

As seen above, the smallest gliding angle occursnatimum lift-to-drag ratio
condition. For this purpose, the missile is comgblto fly at the angle of attack
which satisfies the maximum lift-to-drag ratio tty to the maximum range as

possible at the glide phase without any fuel corsion [15].

3.1.2 Descent Phase

In this phase, the missile loses altitude as irctse of the glide phase. However, for
this time, the turbojet engine is activated andegates thrust to attain a descent
23



constant velocity without acceleration. The clinrldescent flight path angle that the
missile should track is needed to be set by the aiséhe beginning of the design
process.

The force diagram for the descent phase is showigimre 3.3 below.

Figure 3.3 Descent Phase Force Diagram

The equations of motion for this phase are derastelow.

L =Wcosy (3.4)

T=Dcosa—Wsiny — Lsiny (3.5)

3.1.3 Cruise Phase

In the cruise phase, the missile flies at equilibricondition which is also called as
trim condition. In trim condition, there exists ¢er equilibrium both at vertical and
horizontal motion axes which is illustrated as kelor small trim angle of attack

assumption.
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Figure 3.4 Cruise Phase Force Diagram

T=0D (3.6)

L=w (3.7)

To keep this equilibrium flight, as derived fromethbove equations the missile is
assumed to be controlled to fly at trim angle daek (alpha trim) and at the lift
coefficient Gyim. Moreover, at the cruise phase of the flight,rhissile should fly at
constant altitude and constant velocity on the psepof minimum fuel consumption
and maximum flight range. Due to all these reasonsse phase is the longest part
of the whole missile trajectory .

As discussed earlier in this thesis, due to thedegrees-of freedom limitation of

the simulation, no lateral motion and turn manesiee included in this study.

3.1.4 Climb Phase

First of all, the missile makes the pull-up maneuilkit reaches to the desired climb
angle. This angle is given as input to the desjgimozation tool at the beginning of
the process by the user. At the end of this manejwva after the missile achieved
the climb angle, it holds on climbing at constaeloeity in order to keep its search
altitude which is also a pre-defined parameterljistthe climb angle.
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The body force diagram during the climb phase ashas in Figure 3.5.

Figure 3.5 Climb Phase Force Diagram

The force equilibrium equations for climb phasegixe@n below.

L =Wcosy (3.8)

T=Dcosa+ Wsiny + Lsiny (3.9)

3.2  External Configuration Shaping

The external geometry parameters are the mainrdrivat affect the missile flight

performance such as range, stability, weight amdrotiability. Therefore, the main

focus of this thesis is to find the optimum geonegbarameters of the missile.

The main design steps to be followed up at the epto@al design phase of an air-to-
ground missile are discussed in detail in the foilhg sections.

3.2.1 Nose Types

The nose type is such an important parameter thetsi a major effect on the drag

force acting on the missile. In the scope of thigky the nose length is one of the
26



geometric parameters to be optimized. The nose ef@ms taken into account in
such a way that it is equal to the body diametethat end. The nose shape
alternatives, which can be modelled in Missile DAON@ program, are Ogive,
Conical, Power, Haack and Karman. The equations daihitions of these nose
types are specified as below. The variable L defithe nose length and R defines
the nose radius at the end of the nose. The otlreables are x, which stands for the
axial distance from the tip of the nose and y,tha radius at any point of the nose

[18]. These variables are clearly illustrated igu¥e 3.6.

S
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Figure 3.6 Nose Geometric Definitions [18]
Ogive

It is the most popular nose type used in missilestd its ease in production and low
drag profile characteristics. The nose length shbel equal to or less than the ogive
radius. The radius of the circle is called as theve radius and defined as in the

equation below.

_ R%*+17

P =" (3.10)

The variables are shown in Figure 3.7.
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Figure 3.7 Ogive Nose Geometric Definitions [18]

Besides, the radius at any point on the whole teigsngth is formulized as;

y =PI = (Un—0%+R—p (3.11)

where Ly is the nose length and x is the point on the nassiial direction.

Power Series

The power series type for nose geometry is simpfindd as in the formula and the

figure below in Missile DATCOM where the parameteis an indicator of the nose

roundedness.

n
y=R (ﬁ) (3.12)
0<n<1 (3.13)
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Figure 3.8 Power Series Nose Geometric Definitjaa$
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Conical

This is another nose type alternative that hasde wisage since this shape is often

chosen for its ease of manufacture [19].

XR
== (3.14)
¢ = tan~? (%) (3.15)
y=xtan® (3.16)

Figure 3.9 Conical Nose Geometric Definitions [18]

The other nose type alternatives Haack and Von Harrare mathematically
modelled as below.
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Haack

y = R\/% (9 — singze) + isin 93) (3.17)
Von Karman

y = R\/% (9 . singze)) (3.18)
6 = arc cos (1 - sz) (3.19)

3.2.2 Missile Body

The missile cross section is assumed to be a cidaldoody in this work as usually
done in the conceptual design phase of the midsieto software capabilities. The

body length is aimed to be optimized as a consempehthe study.

3.2.3 Wing/Tail Section Considerations

Wing/tail design is a critical factor on the perfance of the missiles since they
provide the lifting force needed to stay in the aird make the missile to be
controlled. First of all, the wing/tail section ®gs the parameter that has to be
decided. For this one, there exists a lot of waibAection alternatives so that it is
left to the user to select the wing/tail sectiothei a NACA profile or a hexagonal

one.

Afterwards, the wing/tail planform geometry altetimas are considered. The figure
given below indicates a comparison of a triang(tkita) planform, a trapezoidal
planfrom with an aft swept leading edge, a trapgaloplanform with a forward

swept leading edge angle and a rectangular suplacéorm. Figure 3.10 shows the

tradeoffs for the surface planform geometry [1].
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Figure 3.10 Wing/Tail Surface Planform Alternatij&f

Considering the objectives as maximum range ankl ¢agtrol effectiveness for the
missile to be designed, the trapezoid planform ggomwould satisfy the

expectations at this step due to its superiorityeims of drag and controllability
characteristics compared with other alternativdse Wing/tail geometric parameters

to be optimized are illustrated as below.

Ct

Figure 3.11 Trapezoidal Wing/Tail Geometry
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Ci: Tip Chord (m)
C:: Root Chord (m)
b : Span (m)

A: Sweep Angle (°)

3.2.4 Flight Control Alternatives

Another leading factor on control effectivenesstitd missile is the flight control
selection (tail, canard or wing). The maneuversdalone during the flight (i.e pitch,
yaw and roll rotations) trajectory would be reatizby deflecting these control

surfaces.

The wing controlled missiles are not preferable has not been developed in recent
years due to deficiencies such as large hinge momesded and large induced roll
[1]. Modern missiles use tail or canard control. Bymparing with tail control
choice, canard control is usually used for missidsch is required to have higher
maneuverability such as air to air missiles. Thaefthe domain of the problem is
reduced to a tail controlled missile.

For tail control, the control surface design al&ives include the number of tails.
Additionally the forward surfaces of a tail contraissile have to be decided at the
conceptual design phase. Investigating some curogd@rational air-to-ground
missiles, it is noticed that most tail control niss have wings to realize the long
endurance flight for hitting further targets. Catesing all these aspects for a generic
air-to-ground missile, the baseline configuratienfixed upon to consist of two
wings and four tails to search a narrow design dieméich is noticed to be the
most preferred design alternative for an air-todgb missile. The baseline
configuration with two wings and four tails arelde used in this thesis is shown in
Figure 3.12.
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Figure 3.12 Two Wings and Four Tail Baseline Misgllonfiguration

3.2.5 Roll Orientation

Roll orientation affects the stability and conteffectiveness of the missile. The
symmetric roll orientation approaches are mainlyspl+) and cross(x) alternatives

which are shown in Figure 3.13.

+ Configuration

1

3
2 1
3 4

X Configuration

ORON

Figure 3.13 Roll Orientation Alternatives [1]




Each has distinct advantages and disadvantages c@hfiguration has the simplest
control mechanization. It usually has an advantddewer drag. As stated formerly,
only the motion in pitch axis is cared about tthesis. For pitch command, two
surfaces provide normal force into the pitch diatt The positive control deflection
direction for plus configuration to induce a positirolling moment sketch is figured

out in Figure 3.14 and the pitch control allocatiormula is given in Equation 3.20

(3.21)

An alternative approach, the cross configurationndumissile flight is somewhat
more complex in its control mechanization. For pitommand, all four surfaces are
deflected to provide normal force without side #ardhe cross configuration often
has advantages or better fit for launch platforrmgability and higher aerodynamic
efficiency that is to attain a high lift to dragica(L/D) [20] . The positive control
deflection direction for cross configuration to utg a positive rolling moment
moment sketch is figured out in Figure 3.14 andpiteh control allocation formula

is given in Equation 3.22
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Figure 3.15 Cross Configuration Positive Controfl®stion Direction (Back View)

_61+6,—83—6,

- (3.23)

Ge

3.3  Flight Performance Considerations

Once the outlines for the air-to-ground missileeexal geometry are decided, the
critical question rises up at the same time. Whahe rule of thumb to judge the

performance of the missile?

From the point of view of the designer who triesdsignate the optimal missile
geometry at the very beginning of the design preciée missile is intended to reach
its maximum flight range with a total launch mass minimum as possible.

However, while acquiring these criterion, the messio be designed would be
expected to be longitudinally stable and contrddlah pitch axis enough to follow

up the given trajectory in order to overcome exerdisturbances. Hence, to
converge to a design that is sensible in termsgypénhics, propulsion and weight as
well as satisfying the flight performance requirenselisted above is the ultimate
goal at the conceptual design stage of an airtosgdt missile. In the current study,
all these criterion are able to be evaluated bymaed the simulation module of the

whole process. Next, the measures of merit focmelidate missile are discussed.
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3.3.1 Static Stability

Static stability in pitch axis is defined by theom¢ of the pitching moment
coefficient (G, versus angle of attacki)( To ensure the static stability for the
missile, the slope of the pitching moment coeffitieersus angle of attack should be

negative as shown in Figure 3.183,/Aa < 0).

Figure 3.16 Cm vs Alpha Curve [1]

An increase in angle of attack (nose up) causeggative incremental pitching

moment (nose down), which then tends to decrea&sartble of attack [13].
Tail control surfaces give the way that the missibelld be restored to its trimmed

flight at the desired angle of attack. This phenoaneould be attained by taking the

centre of pressure (CP) closer to the tail tharreenf gravity (CG) as shown below.
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Figure 3.17 CG and CP Locations for a Staticalbb&t Missile

To sum up, to keep a negative slope of the pitchiiognent coefficient versus angle
of attack curve is a strict constraint for the ddate missile at the current design

stage.
3.3.2 Control Effectiveness

Control effectiveness is such a vital parametet ties to be considered early in
conceptual design. Controllability can be definedtlae effect of control surface
deflections to the pitch, roll and yaw angles oé thissile. In other words, it
determines how much angle of attack is resultedrbgting fin deflections. As stated
earlier, pitch moment is the main concern in thissts. Therefore, only the control

effectiveness in pitch plane is the main interestlie time being.

A rule of thumb for conceptual design of a tail tolled missile is that the change in
angle of attack due to control deflection should dreater than unity to have

adequate control margin [1].

Cn _AC, Aa _Aa

= 1
C. AJ AC, NS

m
Mo
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3.3.3 Flight Range

The designed missile is expected to reach a flightje which is as maximum as it
can. This is one of the objectives of the missédeign optimization problem. For the
evaluation of cruise flight performance, the Brdquenge equation provides an
estimate of the missile flight range during cruigght as it is expressed in Equation
3.24 as below [20].

R= (%) (Isp) Vayg) In (WLMZZ/ F) (3.25)

The constant velocity, constant lift-to-drag radiod constant specific impulse are the
main assumptions made in the derivation of the Beegange equation. Besides, W
stands for the launch weight whilep\fér the fuel weight.

It is followed from the Brequet range equation tihas essential to fly at maximum
lift-to-drag ratio to achieve the maximum flightnge for the given missile
configuration. Lift—to-drag ratio, which is an idtor of the aerodynamic efficiency,
depends on the angle of attack. Angle of attackdcwary in flight phases except
from cruise phase. Due to the roughness in thenattin of the flight range utilizing
the Brequet range equation, the range value id taebe evaluated via two-degrees

of freedom simulation.

Finally, the speed of the missile and the thrustdaealized can be controlled during
the flight for a turbojet powered missile. Moreovierrbojet powered missiles are not
desired for time-critical missions since the accyraf the hit point of the target is
the main priority. Owing to all these reasons, mazation of the cruise flight speed
is not treated as an objective. Instead, cruisedpetried to be adjusted in such a

way that it is closer to the value defined by tkesigner.
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3.3.4 Weight Prediction

Less thrust power needed to fly, ease in portgbilbw production cost, low
observability by the threats and intend for smadige missile leads to a minimum
weight missile design. Hence, weight minimizatisrone of the major objectives of

the conceptual design optimization problem.

It is necessary to develop an approach to estithatenissile launch weight which is
considered to be the input for a new design inctihreceptual design phase. Although
there has been extensive work in the field of weegtimation equations for aircraft,
there has been comparatively little work performedeast in the open literature for
missiles. John B. Nowell Jr., in his study namedis®le Total and Subsection
Weight and Size Estimation Equations”, offers anpeital approach using
statistical regression analysis of historical niésdiata in order to develop equations
for the different physical properties of the migsdnd its subsections based on the
rationale that since these parameters were jusbtdigring each previous missile’s
own design process. Then the relations obtainatyukie data should be applicable
to new designs [21]. His methodology is tried f@veral existing air-to-ground
missiles and the obtained results and error bowrdsin such a way that this

approach is applicable for the solution of the ifesseight prediction problem.

For the weight prediction, empirical methods oftistecal regression analysis are
utilized to generate the equations relating thealenissile geometry and weight to
design variables such as missile length weightndtar, flight range and speed. The

units are in feet, knots and nautical mile.

The estimation for the total missile weight is negdThis is accomplished by using

the equation below which is said to be valid fortatground missies [21].

39



where the variable ‘V@f is the total volume of the missile and it candadculated

as treating the whole missile as a cylindrical badyollows where j, is the missile
length and [} is the missile diameter.

. . 2
Voly = T4 (3.27)
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CHAPTER 4

OPTIMIZATION MODULE

After clarifying the conceptual design steps ofaarto-ground missile, the next step
is to build the optimization algorithm which wouldake the process automized to

reach the optimal solution(s) among many desigTratives.

In this chapter, the missile design optimizationlgpem is defined mathematically

and the methodologies of the optimization techrscare expressed in detail.

4.1  Formulation of the Missile Design Optimization Probem

The aim of this study is to find the optimal ex@rigeometric parameters of the
missile that accomplishes the given mission profiar this purpose, the geometrical
parameters of the missile that should be taken adoount as variables of the

optimization problem are taken as in Figure 4.1.
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Figure 4.1 External Geometry Parameters

The table given below lists what the variable nastesid for. The entire dimensions are

used in meters and degrees throughout the whadg.stu

Table 4.1 External Geometry Variables

BD BODY DIAMETER

ML MISSILE LENGTH

NL NOSE LENGTH

WS WING SPAN

WRC WING ROOT CHORD
WTC WING TIP CHORD

WSWP WING SWEEP ANGLE
WLEAD WING LEADING EDGE
TS TAIL SPAN

TRC TAIL ROOT CHORD
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Table 4.2 External Geometry Variables (continued)

TTC TAIL TIP CHORD
TSWP TAIL SWEEP ANGLE
TLEAD TAIL LEADING EDGE

In general, the terroptimizationcan be defined as the process to find either one o

more feasible solutions that meet the given obje¢s) as well as the constraints.

4.2  Constraints of the Optimization Problem

The requirements and the demands from the custsitercould differ from case to

case. Hence, the limits, within which the optimabmetry is desired to stay, should
be defined accordingly. This contributes to thetmtion of the search domain for
the optimization problem. A narrowed down domaircrdases the computational

time spent to reach to the optimized solution.

The compability of the designed missile with theneh platform is a critical issue
that must be coped with in the early steps of #sgh process. Especially improved
subsystem packaging for diameter limited subsystesma major factor for the
determination of the diameter limits. Furthermdtes launch platform compability
imposes a feasible bound on the missile length. rilee of thumb should be taken
into consideration by the user while defining theervals of interest for geometric
parameters. Some other additional constraints ke imposed. These geometric

constraints are listed below:

)] Sum of the nose length, wing and tail root chordstbe smaller or equal to

total missile length

NL + WRC + TRC =< ML

i)  Root chords must be greater or equal to tip chords
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WRC >=WTC
TRC >=TTC

iii)  Axial location of wing leading edge must be gredban the tails’.

WLEAD > TLEAD

iv)  Axial location of wing leading edge must be gredlan nose length and

smaller than the total body length

BL > WLEAD > NL

v)  Axial location of tail leading edge must be gredbem the sum of axial
location of wing leading edge and wing root chord.

TLEAD >WLEAD + WRC

vi)  Wing span is greater than tail span

WS > TS

On the other hand, the missile body finess ratiogsr an additional constraint on

missile diameter and length. Fineness ratio is ugatkscribe the overall shape of a
streamlined body. It is specifically identifed iB2] as “the ratio of the length of a

body to its maximum width”. Shapes that are "slantl fat" have a low fineness

ratio, those that are "long and skinny" have higkriess ratios. This fact is basically
a factor affecting the structural considerationdhe&f missile such as body bending
phenomena. High finess ratio leads to vulnerabiiitythe buckling whereas low

finess ratio gives rise to high drag forces encenaat for the missile during its flight.

Considering all these limitations, the typical rang missile body finess ratio is

thought to be changed from 5 to about 25 [1].
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5<ML<25
Sup S

Performing the feasibility check for the geometide, the candidates have to be
inspected according to the performance constrairs. performance requirements
for the optimal design is stability, control effeeiness and drag force directions as
stated before. Implentation of all these geomety @erformance constraints lead to
a final desired missile design that satisfies Ak thecessary and user defined

requirements

4.3  Single Objective Optimization

The missile design optimization is performed wiihgte objective previously. The

objectives are maximum flight range and minimumldumass as stated before.

First the flight range is maximized with specifiednstraints. In addition, initial
launch mass is imposed as a constraint into thiengattion problem such that the
launch weight of the optimized missile is forcedb®less than the given upper limit

for the missile weight.

Another trouble is that the units and the ordethaf magnitudes of each objective
and constraints are not the same. To overcomérthible, the normalization of each
is performed by dividing them into the referencéuea. The normalization factors
for range and mass are defined in reference okxi&ing air-to-ground missiles’

range and mass values, as 250 km for range ankighfad the launch weight [16].

Since the optimization problem is the minimizatmfrthe fitness function value, the

sign of the range objective (since the range isganaximized) is made negative in
the fitness function.
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The same procedure is followed for the mass oljectin that case, the missile
initial mass is tried to be minimized while satisfy the given at least range

constraint.

After all these adjustments, the composite fitniesxctions to be minimized for
single objective optimization problem is obtainesl fallows where the penalty

coefficients for missile launch weight and fliglainge are taken as,,.; = 103 and

krange = 10°, respectively. No additional penalization is impdson design
variables.
_ frange(X) max(0,finass(X)—mass,,)
FFrange(x) = %"‘ kmass I ¥ (4.1)
range mass
= fmass(¥) max(0,ranger—frange (%)
FFmass(x) = ——+* krange ( * ) (4.2)
fmass frange
X The design vector including the geammptairameters.

FF.qnge: Fitness function for range objective

FE,.ss: Fitness function for mass objective

frange - Range value evaluated for the current deségn fkm]

*

frange : Range normalization factor [km]
fmass - Initial launch mass value evaluated for therent design sei [kq]
fimass - Initial launch mass normalization factor [kg]

krange - Penalty coefficient for flight range
knass . Penalty coefficient for initial launch mass
range; . Lower bound for flight range [km]

mass,, . Upper bound for initial launch mass [kg]
The single objective missile design optimizatiomlgem is carried out by using

Hide and Seek Simulated Annealing, Genetic Algamitand a hybrid Simulated
Annealing-Genetic Algorithm. The details of the @ithms are described in the

46



upcoming sections and the results of the applioatiof these approaches to the

missile design optimization problem are also giwethe next chapter.

4.3.1 Hide and Seek Simulated Annealing Algorithm

“Simulated Annealing is commonly said to be theestdamong the metaheuristics
and surely one of the first algorithms that hadeaplicit strategy to avoid local
minima”. The origins of the algorithm are in stdtal mechanics (Metropolis
algorithm) and it was first presented as a sealgbrithm by Kirkpatrick in 1983
based on ideas formulated in the early 1950’s (dfpetlis et.al., 1953). “The
fundamental idea is to allow moves resulting inusohs of worse quality than the
current solution (uphill moves) in order to escépen local minima. The probability
of doing such a move is decreased during the segr¢h

Simulated Annealing is a class of stochastic oation algorithm for the following

generalized optimization problem.

min f(X)
(O (4.3)

wherethe feasible regios 0 R" is a compact set, and f ascontinuous function

defined onS. The problem is to find ax*0S so thatf = (X) < f(X) for all x O
S. The algorithm searches for a global optimum by &wmg the physical

phenomena of annealing which is “the physical pgecef heating up a solid and

then cooling it down slowly until it crystallize$25].

The theme of the annealing of the solids estalthsifundamental for the Simulated
Annealing algorithm. The atoms in the material hhigh energies, and have more
freedom at high temperatures. If the temperatuge@eased slowly, the minimum
energy state is reached. If the liquid is coolexvg}, thermal mobility is lost. The
atoms line themselves up and form a pure crysthiclwis the state of minimum
energy for this system. For slowly cooled systemsture is able to find this
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minimum energy state. In fact, if a liquid metaldsoled quickly or quenched, it
does not reach this state but rather ends up iolyaenystalline state having higher
energy. So the essence of the process is slowngpddillowing ample time for

redistribution of the atoms as they lose mobillyhen the system has minimum
energy, a perfect structure is obtained. Simul&tedealing simulates this physical
annealing process ensuring that a low energy siditbe attained. The structure of

the algorithm is developed basically with this ifi2@].

The flowchart given in Figure 4.2, summarizes tle@magal structure of Simulated
Annealing algorithm. In this technique, there am® tmain issues: how to generate
the next trial point, and how and when to cool. #as goal, Hide and Seek search

algorithm is applied which is a random walk sedfenerate the next test point.

This algorithm has a distinct feature of a contuimiaandom walk process for
generating a sequence of feasible points [27]. €agence of the algorithm to the
global optimum is rigorously proved. The user siggpkthe bounds on the design
vector. Within the bounded design space, the féasdgion is specified by criteria
set up by the user.

Hide-and-Seek is a powerful yet simple and easihplémented continuous
Simulated Annealing for finding the maximum of antiouous function over a
compact body. “The algorithm begins with any feksiterior point. In each
iteration it generates a candidate successor ployntgenerating a uniformly
distributed point along a direction chosen at randmom the current iteration point.
The candidate point is then accepted as the nesdtibn point according to the
Metropolis criterion. The sequence of iterationnp®iconverges in probability to a

global optimum” [28].

48



CHOOSE AN INITIAL TEMPERATURE T
AND RANDOMISE AN INITIAL POINT X

A

EVALUATE THE FITNESS
VALUE F FOR THE POINT X

«

A

UPDATE THE TEMPERATURE T ACCORDING TO THE
ANNEALING SCHEDULE

GENERATE A RANDOM STEP S (HIDE-SEEK SEARCH)

IS MAX{1,EXP[(F(X)-F(X+S))/T} GREATER
THAN RANDOM(0,1) ? (METROPOLIS
CRITERION)

REPLACE X WITH X+S

NO

STOPPING CRITERIA MET?

YES

\ 4

FINAL SOLUTION

Figure 4.2 Simulated Annealing Flowchart
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The minimization algorithm is based on Boltzmanolability distribution;

Prob(E) = exp (— :—T) (4.4)

which expresses the idea that a system in therqualiterium at temperature has its
energy probabilistically distributed among all diéént energy statds Even at low
temperature, there is a chance of a system beirghigh energy state, so, for the
system to get out of a local energy minimum in favof finding a better, more
global one. The quantity, Boltzmann’s constant, is a constant of nature rthlates
temperature to energy. In other words, the systemesimes goes uphill as well as
downhill; but the lower the temperature, the legely is any significant uphill

excursion.

Metropolis, in 1953, incorporated these principie® numerical calculations. He
asserted the probability of the change of energiedtom energ¥; to energye; as

below.
E,—E
p = exp (—%) (4.5)

Notice that ifEx<E;, this probability is greater than unity, in suases the change is
arbitrarily assigned a probability equal to unifyhis general scheme of always
taking a downhill step while sometimes taking ahiligtep, has come to be known
as the Metropolis criterion. To make use of Metit@oriterion, one must provide

the following elements:

A description of possible system configurations
A generator of random changes in the configuration

An objective functiorE whose minimization is the goal of the procedure

A

A control parametell and an annealing schedule which tells how it is

lowered from high to low values.
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In simulated annealing, the design vector x stdodthe state of a system while the
cost functionf stands for the energy of the system. Then, thedyetis Criterion

could be stated as follow.

fle)-fx2)
T ) (4.6)

Br = min (1, e
wherex; andx; are two different design points.

Hide-and-Seek proceeds roughly as follows. Thetistpmpoint, %, is generated
randomly and a large initial temperatufe, is selected. In thig" step, a direction,

@y , on the surface of the unit sphere in the segpate is chosen from the uniform
distribution. Following thatAyx from the uniform distribution is chosen such that

A =AOR: X +AD, 09 and set asY,y =% +AD, . Then, the next search

point, X1, IS determined by

Vie+1 if Vi € [0, Br(Xp, Yie+1)]
Xors = 4.7)

Xk if Vi € [Br(xk, Yi+1) 1]

where Vi is a random variable with uniform distribution ¢& 1] ; andT is the
current temperature. It should be noted that froenabove equation, even ifyf()
represents a deterioration in the objective fumctioe.f(x;) < f(yx+1)], the
probability of acceptance gf.1 as the next iteration point is high if the tempera
T is high [29].T is updated (decreased) by the cooling schedule

_ o (=)
T = 2'—;(21_,, = (4.8)

only when f¥) is smaller than all previous objective functicadues, where & p <
1 andxf_p(n) Is the 100(1p) percentile point of the chi-square distributiorthan

degree of freedom [28]. This cooling schedule gatesrthe next point that would

51



give an improvement in function value over currggtation point with probability at

leastp. Performance of the algorithm is insensitive tffedent choices op. When

f " is not known, the authors of Hide-and-Seek haweldped a heuristic estimator

fforf*

2 fi—7f.
f=hH+ (1_;)_—,1/22_1 (4.9)

where f, andf, are the current two smallest function values dred garametep

corresponds to the probability that the real maxmisi larger than this estimator.
4.3.2 Genetic Algorithm

Genetic Algorithm is an important part of a newaaot the applied research termed
Evolutionary Algorithm. It is a search heuristi@aths analogous with the process of
natural evolution. In order to generate a a sehettaviour which is much better than
random, stochastic processes are used. As a résslttechnique is now widely
applied in science and engineering as adaptiveritligts for solving practical

problems.

John Holland was the first who introduced the &@ienAlgorithm for the formal

investigation of the mechanisms of natural adamtaf29], but the algorithms have
been since modified to solve computational searodbblpms. Modern Genetic
Algorithms deviate greatly from the original formmoposed by Holland, but their
linage is clear. There is no single firm definititor a Genetic Algorithm, and the
computational system is highly simplified compatedhe actual situation in nature.
Therefore, we must first define a few terms andwshmw they relate between

modern Genetic Algorithms and more traditional etiohary theory.

In 1859, Darwin come out with the idea of "Surviddlthe fittest” which is well

known theory in today’s world. In this theory, tHféness" defines to the ability of

the organism to survive and to reproduce in natemairorment. On the other hand,
52



in genetic algorithms the "fitness" is the evaldatesult of the "objective function”.

If an organism has a better "fitness" score conptoethers, it is more likely to be

selected for reproduction either through some mashaof competition to mate, or

as a result of the least fit organisms dying. Iis ttvay, genes which encode
beneficial characteristics are propagated througbsequent generations of the
population at the expense of genes which encoderdegttal characteristics. To sum
up, to find the best individual, who would be abdesurvive, is possible since the
constant mutation and recombination of the chrommes@ the population yield a

better gene structure [30]. The discussions canrheclear if the possible design of
the system, as represented by a design vectorassisciated with an individual who
is fighting to survive within a larger populatiofhe term population contributes to a
set of individuals. Each individual in the poputetiis called chromosome. Each
chromosome corresponds to a particular solutiorthe® problem which usually

consists of symbols.

A chromosome is made up with genes which symbolizesiesign variables which
are the external geometry parameters for the cuwphmization problem. It is
possible to work with the design vector directlyuse some kind of mapping, real
(real encoding) or binary (binary encoding). Eanierks in Genetic Algorithm used
binary encoding. In this study, the geometric digiens are represented by real

number coding means that their real values aredecl in the optimization loop.

In his book “Genetic Algorithms and Engineering @ptation”, Goldberg defines

the procedure for Genetic Algorithm as follow. “Téeolution usually starts from a
population of randomly generated individuals angp®ams in generations. In each
generation, the fitness of every individual in {h&pulation is evaluated, multiple
individuals are stochastically selected from therent population (based on their
fitness), and modified (recombined and possiblydcanly mutated) to form a new
population” [31]. The fitness function here, canrbkated to the objective function
whose details were given in previous chapter. Téwe population is then used in the

next iteration of the algorithm. If the maximumaalled number of generations are
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produced or a satisfactory fitness level has besthed for the population, the
algorithm usually terminates.

The flowchart for the Genetic Algorithm can be sthtas below. Now, in the
preceding parts, the detailed explanations foigeetic operators are handled to get
more familiar with the methodology.
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INITIALISE A RANDOM DESIGN INSIDE THE
FESAIBLE BOUNDS

A

GENERATE A POPULATION OF DESIGNS
AS THE NUMBER OF POPULATION SIZE

A
EVALUATE THE FITNESS FUNCTION
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POPULATION
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A

NO

SELECT THE BEST ONE IN THE POPULATION

STOPPING CRITERIA MET?

OPTIMAL SOLUTION

Figure 4.3 Genetic Algorithm Flowchart
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Population Initialization

Generation of an initial population is a necesdiby initiate the optimization

algorithm. The critical issue to be paid attentisrthat the number of initial design
vectors for starting generation which must be kephstant in successive
generations. Traditionally, the population is geted randomly, covering the entire

range of possible solutions (teearch spade

Selection

Genetic Algorithm selection operators perform tlyiiealent role to the natural
selection. At this stage of the Genetic Algorithimdividual genomes are chosen
from a population for later proceeding (recombimator crossover). In other words,
the selection process is to stochastically setech fone generation to create the basis
of the next generation. The requirement is thatfittest individuals have a greater

chance of survival than weaker ones according tovidé evolution theory.

There are numerous selection schemes describét ilitérature; "Roulette wheel"
selection, tournament selection, random selectgtochastic sampling are the
common examples. In this thesis, roulette whe@csieln is utilized which is said to
be fast and accurate in the light of former expers. In this approach, parents are
selected according to their fitness. The bettectiremosomes are, the more chances
to be selected they have. For the sake of simplitiink of a roulette wheel where
all chromosomes in the population are placed, &ashits place bigger according to

its fitness function, like on the following figur&€hey are ranked in ascending order.
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@ Chromosome 1
B Chromosome 2
O Chromosome 3

O Chromosome 4

Figure 4.4 Roulette-Wheel Selection [32]

Then a marble is thrown there and selects the absome. Chromosome with bigger
fitness will be selected more times due to haviggér portion in the whole roulette.
The steps for this are identified as below [32].

I.  Sum: Calculate sum of all chromosome fithessesopufation - sum
S.
ii.  Select: Generate random number from intef®&) - r.
iii.  Loop : Go through the population and sum fithessa® O - sums.
When the sums is greater therr, stop and select the current

chromosome.

What comes next is to generate a second generptipulation of solutions from
those selected ones. The types of operationseaogmized for this goal. The first

one is the crossover and the mutation is the sdouge

Crossover

It is used to combine or mix two different indivalun the population to generate
new elitist individuals for the next generation.idtanalogous to reproduction and
biological crossover, upon which Genetic Algorithere based. There exists several
crossover options available in Global Optimizatiboolbox of MATLAB R2008b.
The most common alternatives among them are spjl#; two-point and scattered
crossover options.
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In single-point crossover method a random integdvetween 1 and number of
variables is chosen. Afterwards, vector entries lenad less than or equal to n from
the first parent and vector entries numbered grélage n from the second parent are
selected for the purpose of combining them to farahild vector. For example, if p1
and p2 are the parents like

pl=[abcdefgh]
p2=[1234567 8]

and the crossover point is 3, the function rettinesfollowing child.
chid=[abc4567 8]

Whereas for the two point crossover method, twosswoer points are selected,
binary string from beginning of chromosome to tiretfcrossover point is copied
from one parent, the part from the first to theoselccrossover point is copied from
the second parent and the rest is copied fromitsieplarent. For example, if p1 and

p2 are the parents as below.

pl=[abcdefgh]
p2=[1234567 8]

and the crossover points are 3 and 6, the funcéiturns the following child.

child=[abc456gh]

Despite these alternatives, the scattered crosssvéie one which is used in this
work. The reason lies behind this choice is thatsingle or double point crossover,
genomes that are near each other tend to survethier, whereas genomes that are
far apart tend to be separated. The technique lsedeliminates that effect. Each

gene has an equal chance of coming from eithent=rB3].

In this type of crossover, a random binary vec®rcieated. So, the genes are

selected from the first parent where the vectar is and from the second one where
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the vector is a 0, and combines the genes to fomfitst child, and vice versa to

form the second one. For example, if p1 and p2tegarents as below;

pl=[abcdefgh]
p2=[1234567 8]

and the binary vectoris [1 1 0 0 1 0 0 0], thecfion returns the following child:

childi=[ab34e678]

These new generated individuals are subjected feasibility check to determine
whether they satisfy the given constraints whibeystg in the desired bounds. This
phase goes on until that all the individuals am@sitele. All these steps ultimately
result in the next generation population of chroomess that is different from the

initial generation.

Mutation

It is a genetic operator used to maintain genetierdity from one generation of a
population of algorithm chromosomes to the nextisitanalogous to biological
mutation. Mutations enables the Genetic Algoritlomtaintain diversity while also
introducing some random search behaviour. Both byation and crossover, it is
made possible to scan a quite wide search domamdwenting to get trapped at any
local optima. The mutation operator provide tha plopulation of chromosomes are
not quite similar to each other. This gives the apmity to the algorithm of

avoiding local minima.

Mutation is simply is carried out by adding a snmalmber to the selected value as

shown in the below example.

(1.29 5.682.86 4.11 5.55) => (1.29 5.68.73 4.225.55)

The mutation function is constructed based on thatationuniform.m” file of the
Global Optimization Toolbox of MATLAB R2008b. Unifon mutation is a two-step
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process. First, the algorithm selects a fractiothef vector entries of an individual
for mutation, where each entry has a probabilitg & being mutated. The default
value of rate is 0.01. In the second step, therilgo replaces each selected entry by
a random number selected uniformly from the ramgeHtat entry. At this point, it is
crucial to define the mutation rate. A very smalltation rate may lead to genetic
drift which is non-ergodic in nature. On the otlwnd, a mutation rate that is too
high may lead to premature convergence of the GeA&jorithm and may lead to
loss of good solutions unless there is elitistd@la. There are theoretical but not yet
practical upper and lower bounds for these parasé¢iat can help guide selection
[34]. Due to this sensivity for mutation rate, deteation of this parameter is left to
the user to input at the beginning of the prockigation operation for the current
population is applied until the feasibility chechrfthe design alternatives are

supplied.

4.3.3 Hybrid Algorithm — Simulated Annealing & Genetic Algorithm

Combination

As described in previous chapters, two stochaséthods commonly used in tough
optimization problems are Genetic Algorithm and @eted Annealing. To cope
with the conceptual design optimization problenthaf air-to-ground missile, a more
effective optimization algorithm is tried to be ilemented unlike with the existing
studies conducted for these kinds of problems.dlperithm generated in this thesis
aims to harmonize the advantages and disadvantdgbem to get better solutions

in much more shorter durations.

Before proceeding, it is investigated whether thetists some comparisons between
Simulated Annealing and Genetic Algorithm in teroficcuracy and computational

time or not in available literature.

In Reference [35], there is a good discussion ow (@ meaningful empirical
comparison should be done. Several algorithms amgpared including Simulated

Annealing and Genetic Algorithm, and carefully natimed the execution time given
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to different algorithms. Their results indicate ttlggven the same amount of time,

Simulated Annealing consistently gave better sohgithan Genetic Algorithm.

Manikas and Cain [36] compare Simulated Annealing &enetic Algorithm for a
circuit partitioning problem. The statistical catgnce of the results is very carefully
analyzed when comparing approximately 20 trialshvaach algorithm. However,
there is no mention of the execution time usedl, 8tey conclude that "the Genetic

Algorithm was shown to produce solutions bettentBanulated Annealing".

Mann and Smith [37] compare Simulated Annealing @w®hetic Algorithm for a

traffic routing problem. The execution times ar@aed by them again. But the
comparison mainly focuses on solution costs. Thecetton times of the Genetic
Algorithm were from 10 to 24 times longer than thad the Simulated Annealing.
They report that Genetic Algorithm gave slightlyttbe solutions than Simulated
Annealing, but they also note that the Simulateche®ling achieved its solutions

much quicker.

The requirement for the current phase is the engircomparisons where one
specific Simulated Annealing implementation is rhatt against one specific
Genetic Algorithm implementation, and sweeping galeations are made from the
results. In reality, it seems that the two appreaclre closer relatives than is
commonly thought, and meaningful comparisons regaareful consideration, both
theoretical and empirical. The two approaches aite glistinctive using dissimilar

terminology by means of the ways of formulation.

Simulated Annealing is in relation with solutioribeir costs, and neighbours and
moves; while Genetic Algorithm deals with individsigor chromosomes), their
fithess, and selection, crossover and mutationicBlg, Simulated Annealing can be
thought as Genetic Algorithm where the populatiare 3s only one. The current
solution is the only individual in the populatiddince there is only one individual,

there is no crossover, but only mutation.
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This is in fact the key difference between Simudat&nnealing and Genetic
Algorithm. While Simulated Annealing creates a ngglution by modifying only

one solution with a local move, Genetic Algorithnsca creates solutions by
combining two different solutions. Whether thisuaily makes the algorithm better

or worse, is not straightforward, but depends enpitoblem and the representation.

In general, Genetic Algorithm treats combinatioh$wm existing solutions as being
"near”, making the assumption that such combinat{ghildren) meaningfully share
the properties of their parents, so that a chiltdvaf good solutions is more probably
good than a random solution.

Paying regard to all these inferences about Simdladnnealing and Genetic
Algorithm comparison, it is concluded that Simuth#nnealing is a "quick starter"
which obtains good solutions in a short time, sutat able to improve on that given
more time, while Genetic Algorithm is a "slow sattthat is able to improve the

solution consistently when given more time.

Therefore the optimization algorithm afforded instkhesis starts with a Simulated
Annealing to obtain an initial population for thef&tic Algorithm module. By this
way, Simulated Annealing module generates a feasibd optimum solution in a
relatively shorter time. What is worthy of noticethat the population size should be
specified at the beginning of the search algorithinad the Simulated Annealing
module is to be run as many times as the populadine to generate a set of
solutions. Thus an initial population which is tigbti to be near global optimum
would be created rapidly by utilizing the Simula#&dnealing optimization module.
It would be favourable that the Genetic Algorithmtimization module starts to
search the optimum starting to evaluate from atiainfeasible population which

gives way to improve the solution to the currerigem.

The overall flowchart of the whole design optimiaatprocess including the hybrid

algorithm is shown in Figure 4.5.
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Figure 4.5 Conceptual Design Optimization Flowchart

The initial baseline geometry to initiate the op#iation process is generated using
MATLAB function of random number generator (rand)high returns a
pseudorandom, scalar value drawn from a uniforrtridigion on the unit interval.
After the specification of the reasonable upper &wler bounds for the design
variables, the span is turn out to be the diffeeebetween these bounds. The
baseline external geometry is then generated ltet the multiplication of the
random number and the span is added to the lowandsoof the design variables.

The equation is given as below.

Baseline Geometry(X) = X,ower + Random Number - (Xypper — Xiower) (4.10)
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Geometric feasibility check is performed after Haseline geometry generation. The
baseline geometry obtained is controlled whethersatisfies the geometric

constraints given in Section 4.2 or not. The ihig&@ion process is repeated until
these linear constraints are satisfied in case gdanetric infeasibility. That is, the

baseline geometric parameters should be chosendarwgdo that they are inside the
interval of linear constraints. To start the op#ation process with an initial point

that lies in the pre-defined feasible region setrtse more effective since it leads to
a decrease in the total iteration number and opéitran time

4.4  Multi-Objective Optimization

If the number of objectives is more than one, tipinazation is called multi

objective optimization. Multi-objective optimizatigproblems often exist in several
fields including engineering design. In such cases essential to make trade-offs
between two or more conflicting objectiv@®ie main difference of multi-objective
optimization from the single optimization is thiaete is no single optimum solution.
There exists a number of solutions that are alhmgdt As a result, it is required for a
multi-objective optimization problem that a choibas to be made among the

obtained optimal solutions applying the trade-afizeen the conflicting objectives.

With this procedure, it is easy to realize thagkrobjective optimization is a case of
multi-objective optimization. In the case of singlbjective optimization with only
one objective, firstly, algorithm would find onlyne solution means second stage is
not required.

On the other hand, the main goal for the multi-otiye optimization algorithms is to
find a set of feasible solutions which are non-dwated with respect to each other.
The solutions of this non-dominated set are cadledPareto optimal solutions. In
other wordsx* is said to be Pareto optimal if no other feasg#e exists that could
decrease some criterion that would not lead tonailéaneous increase in at least one
other criterion. As a consequence of this sequeneevould obtain a set of solutions

rather than a single solution. This set of solwgi@named as Pareto optimal set [38].
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A multi-objective optimization problem could be fioulated as below with the usage

of a number of objective functions that are eitiodbe maximized or minimized.

Minimize fu (), m=12,...M
Subject to gj(x) =20, j=12,...P
he(x) =0, k=12, ...0

xt<x;<xY, i=12,...N

Here M is the number of fitness functions and Nhis number of parameters to be
optimized. The constraint sets include inequaligstraints, equality constraints and
variable boundsx;’ andx;Y imposes the upper and lower bounds for the vasabl
to be optimized while thgy; and h, contributes to the inequality and equality
constraints, respectively. By doing so, a solugehx could be decided whether it is

feasible or not by satisfying all these imposedst@ints and bounds.

In this thesis, two algorithms for multi-objectivaptimization are stuided: Non-
Dominated Sorting Genetic Algorithm (NSGA-II) anduMple Cooling Multi
Objective Simulated Annealing (MC-MOSA)

4.4.1 Non Dominated Sorting Genetic Algorithm (NSGA-I1)

For the solution of the multi-objective optimizatiproblem, an improved version of
Non-Dominated Sorting Algorithm (NSGA) is utilizedalled NSGA-II. This

outperforms the previous version in terms of theediity of the set of solutions and
the convergence to the true Pareto optimal set. mhan advantage of the new
approach is that there is no need to input any defned parameter for the sake of

maintenance of the diversity among the memberseopopulation.

The main loop is initiated with the creation of dam parent population generation.
As a first step, a ranking of the solution is perfed according to the non-

domination level. Then the usual selection, recoration and mutation operators are
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used to create an offspring population. The contlminaf the parents and offspring
population is also sorted according to the non-aatnon. Solutions belonging to the
best non-dominated sgf are of best solutions in the combined population must
be emphasized more than any other solution in énebaed population. If the size
of the setF; is smaller than the number of the population sidleindividuals ofF;
and solutions from the subsequent non-dominateudrim the order of ranking are
combined to get the new populatiBn ;. Thus, solutions from the s&t are chosen
next, followed by the solutions from the g&t@nd then this procedure lasts till no

more sets are able to be accommodated sucli;tigathe last non-dominated set.

The solutions of the last froi} are sorted using the crowded-comparison operator
a, in descending order to select the best solutinribe front in order to fill all the
missing slots of the new population. To create & pepulationQ;,,; from the
current populatiorn?,, ;, the selection, crossover and mutation operatrsuaed.

The main procedure for NSGA-II algorithm is illusted in Figure 4.6.

Non-dominated Crowding
sorting distance
sorting

Qe ||

_><rRejected
]

=

Figure 4.6 NSGA-Il Procedure [40]

Deb stated that the diversity among non-dominatéakisns is introduced by using
the crowding comparison procedure which is usethentournament selection and
during the population reduction phase. Since smhgticompete with their crowding
distance which is a measure of density of solutionthe neighbourhood [39]. No
any other extra parameter is required such asmghérnctiono,,.. that is the case

for NSGA.
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4.4.2 Multiple Cooling Multi Objective Simulated Annealing (MC-MOSA)

MC-MOSA algorithm which is developed to improve th#iciency of the Multi
Objective Simulated Annealing (MOSA) is appliedstthesis work [41].

The general approach is similar as in the caséHide-Seek Simulated Annealing
algorithm. The main difference is that a populatdritness functions is aimed to be
minimized in parallel instead of one single fitnégsction. These fitness functions
are structured by using different weight sets asgexific temperature; i assigned
to each fitness functiony Bs shown in below.

FF, = ¥N . wyifi k=12 ....R (4.11)
where
now=1 i=12.....N (4.12)

R is the number of fitness functions and N is thenbers of objectives. The steps

followed for MC-MOSA algorithm are listed below.

Step O:

Initialize random number generators. Generate ritigli test point x in the interior
of S and choose a high enough temperaturegofnitialize the best and next best

records of the fitness functiong2¢st = Fnextbest = ()

Step 1:
Search direction§®, on the surface of a unit sphere with uniform riistion and

step siz&", are assigned randomly. Setting next variablegas x* + 1%g*

Step 2:
Generatd/*(0 < V¥ < 1) from uniform distribution
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Step 3:
Evaluate the probability acceptance function

. AFy
Pr =min {1,max exp(T K) }, (4.13)
ARy = Fu(x¥) = Fp(¥"), m =12,....M, (4.14)

whereF,, is a set of linear fitness functions.

Step 4:
Accept the trial poingX, with probability Pr

K ; K
(K = {y ifv® e (OIPF)} (4.15)

xX otherwise

Step 5:
If Pr = 1 (i.e., if there are any improving fitnedanctions, £, (y%),(m =
1,2, ....M)):

« Archive the test poin(xX*1 = yX) as well as values of the objectives,

(f;(»™)) , to be further processed to obtain the Parett.fro

~ nextbest o best ~ best _

* Update the best and next best recors, = F, and F, =
En (%)

» Update the related temperature according to theaimy schedule below,
T = 2[Fp(X*) = B ]/ 1%, (@) (4.16)

where F"m* is the global minimum ofth fitness function, and)(zl_p(d) is the

100(1-p) percentile point of the chi-square disttibn with d degrees of freedom.
Since the global minimum is not known in advantegestimatef¢,, is used instead

as given below [41].
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= best ﬁmbest+ﬁmnextbest

(1-p)~#/2-1

(4.17)

The estimator may also be used with upper and Itwends in the algorithm as:

lower lower

E, ., if, Fen <E,
Fn =<E,""P, if, Fe,, <E,"""7 (4.18)
Fe..  otherwise

Increment the loop counter and go to Stepl untiingéed number of function

evaluations reached these steps.

In this work, linear fitness function type is wiid to generate the optimal Pareto
front. These functions are constructed using weiglgums of objective functions
whose aggregate weight should be equal to 1 foh di&wwess function. For the
current problem, totally 9 FFs are generated farimiim mass and maximum range

objectives using the weight sets given in Table 4.1

Table 4.2 Weight Sets For Linear Fitness Function

Weight Sets Weight 1 Weight 2
1 0.1 0.9
2 0.2 0.8
3 0.3 0.7
4 0.4 0.6
5 0.5 0.5
6 0.6 0.4
7 0.7 0.3
8 0.8 0.2
9 0.9 0.1

69



The linear fitness functions illustrate the optimymoints throughout the feasible

region. In linear fitness function approach whikaiching the points near to the

pareto front, these tangent lines are positionedraing to the changes in the weight
of objective functions basically. The linear fitsdsinctions can be represented as in
Figure 4.7.

Feasible
Region

Fithess
Functions

F.

.

1

Figure 4.7 Linear Fitness Function Representad@j,[43]

4.4.3 Hybrid Algorithm (MC-MOSA + NSGA-II)

As it has been done for single objective case inoti@e 4.3.3, MC-MOSA and
NSGA-II algorithms are merged into a hybrid algamit to improve the convergence
of the feasible solutions to the real pareto frdad€-MOSA algorithm is used as the
first step. The obtained non-dominated points aexlento pass to the NSGA-II
algorithm as initial population. If the number admdominated solutions are more
than the population size, the best solutions asitimeber of the population size are
taken as the individuals of the initial populatiminthe NSGA-II algorithm. Whereas,
if the number of non-dominated solutions are ldsntthe population size, the
remaining slots of the population are filled ac@ogdto the formulation given in
Equation (4.10).
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CHAPTER 5

CASE STUDIES

5.1 Test Problem-1 : Two Bar Truss Design

The multi-objective optimization algorithms wereilimed for the two bar truss
structural optimization problem given in refererjd8]. The objectives for this case
are to minimize the maximum stress on truss memhbsrsvell as the material

volume. The problem is illustrated as in the figgrneen below.

1 4m 1 1m

100 kKN

Figure 5.1 Two Bar Truss Problem Schematic [40]

Mathematically speaking, the problem is definethelsw.

Minimize f,(x,y) = A\J16 +y? + Azm , (material volume)
Minimize f,(x,y) = max(04c, 05c) , (Stress)
s.t max(ouc,05c) < 10°

1<y<3

0 < 4;,4, < 0.01m?
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A; andA, are the cross sectional areas of the bars. Tessgparameters are

evaluated according to the given equations below.

20,/16+y2
Opc = 51
e =54 (5.1)
80/ 1+y2
Ogec = 5.2
B =y (5.2)

The problem was solved with MC-MOSA algorithm usifige linear fitness

functions with the given weight sets in Table 5.1.

Table 5.1 Weight Sets For Linear Fitness Functiofest Case 1

Weight Sets Weight 1 Weight 2
1 0.9 0.1
2 0.7 0.3
3 0.5 0.5
4 0.3 0.7
5 0.1 0.9

The obtained Pareto front after 1000 function eataduns are shown in Figure 5.2.
The front contains 42 non-dominated points. Thanupation lasted only a few
seconds in the MATLAB R2008b environment.
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Figure 5.2 Two Bar Truss Problem : MC-MOSA ResUlssng 5 Linear FFs After
1000 FEN

The same procedure is repeated using nine lingest functions in Table 4.2. As it
may be observed from Figure 5.3, more non-dominptedts (69) are found on the
Pareto optimal front that is well spread on the Mtadomain. Figure 5.4 also shows
the comparison of two fronts obtained with diffaremumber of linear fitness

functions.
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Weight Sets After 1000 FEN
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A similar parametric study is also carried out fmrmber of function evaluation to
see its effect on Pareto front. For this purpdse,Rareto optimal fronts are obtained
by using 9 linear fithess function with 1000, 100&@d 20000 function evaluation
numbers. The number of points on the front increagh increasing number of

function evaluations as expected. All obtained ltssare given in Table 5.2.

Table 5.2 Comparison for Non-Dominated Points Nunte The Pareto Front

Number of Function Number of Weight Sets
Evaluations 5 9
1000 42 69
10000 169 181
20000 208 224

Increasing number of function evaluations has aenunastic effect on the non-
dominated points number compared with the numbditredss functions although it

imposes an extra cost on the total computationad.ti
The same problem is solved with NSGA-II algorithar this time with the given
parameter set and the obtained Pareto is giverelasvbThe generation number is

set as 10 which contributes to a total number o€fion evaluation 1000.

Table 5.3 Parameter Sets For NSGA-II

Population Size 100
Crossover Rate 0.8
Mutation Rate 0.02
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Figure 5.5 Two Bar Truss Problem : NSGA-Il Resitter 1000 FEN

The results are in accordance for two distinct @ilgms whereas the spread of the
solutions of MC-MOSA with 9 FFs is better than th8GA-I11 algorithm. Moreover,
the number of points on the front is also more ttia®m ones for the NSGA-II

algorithm.
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Figure 5.6 Two Bar Truss Problem : MC-MOSA & NSGIResults Comparison

The results of two algorithms are compared by tega of some quality metrics for
1000 function evaluations. These metrics assedgqtlality of the obtained Pareto
front. The metrics utilized for this purpose arenNdominated Points (NDP),
Hyperarea Difference (HD), Accuracy (A), Overallr&ad (OS) and Cluster (CL).
The details of each are given in Appendix C. Tisulteng of the quality metrics for

After 1000 FEN

each algorithm are tabulated in the table below.

Table 5.4 Comparison of Multi-Objective Optimizatiélgorithms for Two Bar

Truss Design Problem

MC-MOSA NSGA-II
NDP 69 53
HD 0.1541 0.1525
A 45.1 16.9
(ON) 0.5323 0.4531
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Table 5.4 Comparison of Multi-Objective Optimizati8lgorithms for Two Bar

Truss Design Problem (continued)

CL 150 1.3269 1.4722
CL 1150 1.0500 1.1042

MC-MOSA algorithm is able to find more non-domirgitgoints on the front than
NSGA-II algorithm for this problem. Even though dleaHD value for NSGA-II
algorithm claims for a better front, larger values OS and A for MC-MOSA
algorithm indicates a Pareto front that is spreatl 0 the extreme ends well. MC-
MOSA occupies more cell with both step sizes 50 &28@ which is also another
indication of a good spread front for MC-MOSA aligjom.

5.2  Test Problem-2 : Air-to-Ground Missile Conceptual Besign Optimization

The aerodynamics, flight and the optimization medulconstitute the overall
conceptual design tool. The verification of theltmorealized by applying it for a
new generation existing turbojet powered air-tougieb missile (i.e. Naval Strike
Missile (NSM)) that has a pair of wings and fouilstaand it is controlled by
deflecting tail control surfaces. The flight prefils assumed to be a glide-descent-
cruise-climb-dive sequence. The detailed technigaécifications and external
geometry parameters, mission requirements and reamst for the benchmark
missile is obtained from the open sources available

The weight of the missile is a bit more than 400akg it has a range of at least 185
km. “After being launched into the air by a solmtket booster which is jettisoned
upon burning out, the missile is propelled to @ggéet in high subsonic speed by a
turbojet sustainer engine leaving the 125 kg nuitipose blast, fragmentation
warhead to do its work” [44]. Furthermore it is aithto achieve approximately 0.9

Mach top speed.
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Figure 5.7 Naval Strike Missile (NSM) [44]

The Microturbo TRI-40 turbojet engine supplies ttheust force for the NSM
missile. The maximum thrust value that the enginalat generate is 2500-3500
Newtons. It is 0.68 meters long and 0.28 meterdiameter. The diameter of the
engine imposes a physical constraint on the diamatdéhe missile such that it

should be greater than the engine diameter [45].
Some other inputs required for the tool like cruasel search altitudes, descent and
climb angles, wing and tail airfoil types are netgable in the internet. Thus, a set

of values for these parameters are chosen and lisfEable 5.5.

Table 5.5 Parameters selected for NSM

Search Altitude (m) 1750
Cruise Altitude (m) 300
Descent Angle (°) -15

Climb Angle (°) 15

Wing Airfoil Section NACA-1-6-65-410
Tail Airfoil Section HEX

The missile length is given as 3.96 meters. Unfately, there is no other geometric
dimension available. To specify other geometridaldes, a sample picture of the
missile found from the open sources is transfeinéol a computer aided drawing
tool and its length is scaled with respect to tivery real missile length. Such

estimated parameters are summarized in Table 5.6.
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Table 5.6 NSM Estimated Geometry Parameters In fglete

Missile Length 3.96
Wingspan (tip-to-tip) | 0.835
Wing Tip Chord 0.2
Wing Root Chord 0.6
Tail Span (tip-to-tip) | 0.8
Tail Tip Chord 0.15
Tail Root Chord 0.38

5.2.1 Single Objective Optimization

The missile design optimization problem is solved $ingle objective, first. The
objectives are decided to be as maximum range anidnomm launch mass as stated

earlier.

For maximum range objective, an upper bound coinstig imposed on the initial
launch mass such that the designed missile isedetrbe weighed less than 450 kg.
The problem is solved with Hide-Seek Simulated Aatimg, Genetic Algorithm and
the Hybrid Algorithm (Hide-Seek SA + GA). The maxim number of function
evaluation is selected to be as 1000 for each ighgorand the population size is set
to 100. The obtained results are given in Tablebelbw and compared with the

parameters belonging to NSM.
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Table 5.7 External Configuration Parameters forgea@bjective Case

PARAMETERS SA Optimization [GA Optimization Optisr’:i-SaAtion NSM
Results Results
Results
Nose Type Ogive Ogive Ogive
Panel Config Cross Cross Cross Cross
Body Diameter (m) 0.32 0.30 0.30
Nose Length (m) 0.29 0.54 0.63 -
Wing Span (m) 0.45 0.78 0.67 0.84
Wing Root Chord (m) 0.23 0.55 0.51 0.6
EXTERNAL Win Tip Chord (m) 0.17 0.13 0.18 0.2
CONFIGURATION Tail Span (m) 0.18 0.19 0.34 0.4
PARAMETERS Tail Root Chord (m) 0.43 0.23 0.44 0.38
Tail Tip Chord (m) 0.40 0.12 0.23 0.15
Wing Leading Edge Location From Nose 4.45 3.58 247
Tail Leading Edge Location From Nose 4.75 4.40 3.73
CG location from nose (m) 2.59 2.32 2.08
Wing Sweep (deg) 7.85 28.33 26.78
Tail Sweep (deg) 11.25 30.43 31.25 -
LENGTH Missile (m) 5.19 4.63 4.16 3.95
MASS Launch (kg) 424.4 380.7 362.6 410
Fuel (kg) 42.4 38.1 36.3 -
Range (km) 246.0 232.0 250.9 over 185
FLIGHT - - -
PERFORMANCE Cruise Mach 0.75 0.75 0.75 high subsonic
Time of Flight (sec) 960.4 849.0 976.1

According to the obtained results, the hybrid athon is able to find the missile that
could reach the maximum range with minimum launclassn The external
parameters are noticed to be in accordance withe#igting benchmark missile.
Furthermore, SA has achieved to find a better defign GA for this case (mass

objective design problem) although it comes oua lxeavier missile than the GA'’s.

Afterwards, the launch mass was tried to be opahifor a given at least flight
range limit ( > 200 km) and the obtained results éach three single objective
optimization algorithm including the comparison lwitSM are tabulated in Table

4.1.
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Table 5.8 External Configuration Parameters for $Mabjective Case

PARAMETERS SA Optimization [GA Optimization Optisr:i-ze:;ion NSM
Results Results
Results
Nose Type Ogive Ogive Ogive
Panel Config Cross Cross Cross Cross
Body Diameter (m) 0.30 0.32 0.31
Nose Length (m) 0.26 0.27 0.25 -
Wing Span (m) 1.19 0.76 0.79 0.84
Wing Root Chord (m) 0.27 0.31 0.55 0.6
EXTERNAL Win Tip Chord (m) 0.17 0.17 0.15 0.2
CONFIGURATION Tail Span (m) 0.24 0.41 0.31 0.4
PARAMETERS Tail Root Chord (m) 0.11 0.19 0.38 0.38
Tail Tip Chord (m) 0.10 0.12 0.15 0.15
Wing Leading Edge Location From Nose 2.37 2.45 2.01 -
Tail Leading Edge Location From Nose 4.50 3.10 2.85
CG location from nose (m) 2.30 1.64 151
Wing Sweep (deg) 4.55 10.10 26.77
Tail Sweep (deg) 0.36 9.14 13.33 -
LENGTH Missile (m) 4.60 3.28 3.03 3.95
VIASS Launch (kg) 356.1 287.4 282.5 410
Fuel (kg) 35.6 28.7 28.2 -
Range (km) 211.3 201.3 200.0 ower 185
FLIGHT - - ;
PERFORMANCE Cruise Mach 0.75 0.75 0.75 high subsonic
Time of Flight (sec) 823.9 786.4 780.2

As seen in the table, the dimensions obtained ftwdesign tool are quite close to
the existing missile’s. When taken into considerafior the results of each objective
with three distinct algorithms. The GA results alightly better than the SA results.
However the computational time for GA is approxietattwo hours which is two

times longer than the computational time for SA. tba other hand, the hybrid
algorithm brings a sensible improvement for theultesof the objectives in each
case. Another way of saying is that the hybrid atgm achieves a better solution
point in these two cases for single objective oation problem. The hybrid

algorithm uses the optimized results of the SA ne@ds the initial population for

domain search of GA module. Thus, it is able td Bnbetter point than the others’ in
the whole design space. The improvement in soldgads to a computational time

cost due to the evaluation of the algorithm in seqe.

The aerodynamic characteristics of the redesigniedil@is graphically presented in
the below figures (Figure 5.8 -Figure 5.11) inchglthe Mach number and angle of
attack variation of pitch stability term (&) and pitch controllability term (G/Cse),
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respectively to illustrate the stability and cotitrbility metrics of the optimal design

results of the hybrid algorithm for both mass asige objective cases.

Cma

vs Mach vs AoA

T

Mach : Angle of Attack [deg]

Figure 5.8. Cma vs. Mach vs. Alpha Surface for Mabgective Case

Cma over Cmd vs Mach vs AoA

Mach 0 -10 Angle of Attack [deg]

Figure 5.9 Cma/Cmde vs. Mach vs. Alpha for MasseClije Case
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Cma vs Mach vs AoA

Mach : Angle of Attack [deg]

Figure 5.10 Cma vs. Mach vs. Alpha Surface for RaDbjective Case

Cma over Cmd vs Mach vs AoA

Mach : Angle of Attack [deg]

Figure 5.11 Cma/Cmde vs. Mach vs. Alpha Surfac&fmmge Objective Case

84



All these obtained plots demonstrate that the meiggeometries resulted from the
hybrid algorithm for each range and mass singleeaibje cases are said to be
acceptable in terms of static stability (negativg,)Cand pitch controllability
(Cmo/Cse< 1) throughout the whole Mach number and anglattaick regime.

Additionally, the resultant dimensions for eachiglesd geometry is visualized in
three dimensional (3D) view via importing the “f@dat”. file, which is the output
of Missile DATCOM 2008 module, into a plotting pragn and presented in Figure
5.12.

Range Objective Mass Objective
Figure 5.12 Single Objective Missile Design Optiatian Results
The geometry for maximum range objective is a lang slender body with a large
nose finess ratio which results in a body exposel@ds drag during its flight. The

sketches on the left figures out a shorter misMiereover, the wing span is slightly
longer than the range objective case in ordertisfgdhe at least range constraint.
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5.2.2 Multi-Objective Optimization

In this section, the two objective optimizationsread out using MC-MOSA and
NSGA-II multi-objective optimization algorithms apgesented. In addition to that, a
hybrid algorithm, that sequentially uses MC-MOSAJdadSGA-II combination, is
also tested through the design optimization probl€he Pareto optimal fronts are

obtained and compared.

The results of the MC-MOSA algorithm for 9 lineaFdand 1000 function
evaluation are given in Figure 5.13.
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Figure 5.13 MC-MOSA Missile Design Optimization R#s

As seen from the figure, although not too many fowere generated on the front,
the non-dominated points are noticed to be spardeseattered which is thought to
stem from the difficulty of the problem of optimt&zn of two distinct conflicting
objectives.
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The same two objective missile design optimizatmwablem is also solved using
NSGA-II and hybrid algorithm and the results aresgnted in Figure 5.14 together
with the results of MC-MOSA with the same numberfafction evaluations. A
population size of 100 is used for 10 generatiamsNSGA-II algorithm. For the
hybrid case, the initial population is obtainedaagsult of 500 function evaluation of
MC-MOSA algorithm and then passed to the NSGA-lidule for 10 generations

with 50 individuals in the population which leadsa 1000 function evaluations in

total.
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. " MCMOSA + NSGA Il 1000 FEN
350.0 B
* s anm »

300.0

250.0

200.0

160.0 180.0 200.0 220.0 240.0 2600 280.0 300.0
RANGE [km]

Figure 5.14 Missile Design Multi Objective Optimian Results After 1000 FEN

For the current problem, the Pareto front of NSGAalgorithm looks better when
compared with the front of MC-MOSA algorithm sintewas able to find better
optimal points for present objectives. Approximgtevo times longer computational
time than the one for MC-MOSA algorithm is the ptiyor better front, though. The
hybrid algorithm, carried out for an ultimate triahdicated the capability of the
algorithm of finding more non-dominated points ¢ tfront that is closer to the

optimal than other algorithms.
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Since 1000 function evaluations is small for suctoalinear problem, it was also
solved, this time allowing for 2000 function evdioas. The non-dominated

solutions from each algorithm are plotted in Fighres.
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Figure 5.15 Missile Design Multi Objective Optimian Results After 2000 FEN
The results of the algorithms for both 1000 and ®®0nction evaluations are

compared by using the quality metrics defined ipépdix C and they are presented
in Table 5.9.
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Table 5.9 Comparison of Multi Objective Optimizatidlgorithms for Missile

Design Optimization Problem

MC-MOSA NSGA-I| MC-MOSA-
NSGA-II
1000 | 2000 | 1000 | 2000 | 1000 | 2000
FEN | FEN. FEN | FEN. FEN | FEN.
NDP | 16 18 16 21 7 23
HD | 0.2096| 0.1541] 0.1433 01| 01310 0.0957
A 39.7 | 65.82 56.2 48.53 314 135.2
OS | 01777| 0.1605| 0.1381 0.3924 0.1643  0.24p6
ClLigs | 1.23 | 1.25 | 1.1429] 1.2609  1.1500 12
Clinoo | 114 | 1.25 1.043 | 11154 1.0952  1.0714

It could be noticed that an increase in the nunabdunction evaluations lead to an
increase in the number of non-dominated pointsherfriont as well as a smaller HD
value which is an indication of a better Paretomfrd he results also figure out that
NSGA-II algorithm has performed better than MC-MOS#gorithm for design
optimization problem for both 1000 and 2000 functievaluation number with
smaller HD values whereas the front has not covéredwhole region better than
MC-MOSA algorithm due to a smaller OS value for QOfunction evaluation
number. As the number of function evaluations aeased, the spread over the
whole feasible region seemed to be better for NSIG#lgorithm. Also, NSGA-II

occupied more cells with both step sizes 25 and 100

The results of the hybrid algorithm brings a notefwp improvement in the Pareto
front accuracy with less HD and larger A value, ezsplly for 2000 function
evaluation number which comes out to be the besttfobtained in terms of
optimality. More non-domniated points closer to #wual front are also obtained
with the hybrid algorithm for 2000 function evaligais and it has also better values

for the remaining metrics. Therefore, the fact thet hybrid algorithm has a better
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solution performance than other algorithms for muathjective optimization, could

be drawn as a conclusion for this test problem.
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CHAPTER 6

CONCLUSION

In this thesis work, several optimization technijueere utilized for the conceptual
design optimization problem of a generic air-totgrd missile. To initiate the design
cycle, a baseline missile external configuratiorsgpecified with two wings and

four tails powered with a turbojet engine. The axaé geometry parameters were
aimed to be optimized to satisfy the specified ofojes and the feasible bounds
desired to be stayed in are all left to the desitmée determined at the beginning of
the optimization process. In addition to these, ghemetric constraints for aircraft

launch compability are also imposed.

To decide on the optimal missile geometry that sdmst with the user defined
requirements, a simulation tool was developed with degrees of freedom trim
flight mechanics model. Its usage brought the athgmof the fast evaluation of the
flight performance of the candidate missile. At leastep of the iteration, the
candidate missile was checked whether it satifieggeometrical constraints as well
as the upper and lower bounds for each externdlgtation parameter. The loop
has been run interactively with Missile DATCOM adyoamic prediction tool to

generate the aerodynamic database for the exigeoatetry.

Since the conceptual design stage was the stgyoimg for a whole missile design
process, it was aimed to carry out two main obyesti maximum flight range with
minimum launch mass. Hence, both single objectived amulti-objective

optimization approaches were conducted with differ@lgorithm alternatives that
gave way to carry out a comparative study betwéese solutions and algorithm

alternatives.
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Hide-Seek Simulated Annealing, a Genetic Algoritamd a hybrid algorithm, a
combination of these two approaches, were utilipesgingle objective optimization
problem. The optimization tool was practiced foreaisting cruise missile in order
to check whether the validation of the tool wasséattory or not. The conceptual
design optimization tool was executed for two cabeth maximum flight range and
minimum launch mass objectives. The results shaiwatithe results of the hybrid
algorithm was considerably accurate in terms ofutsmh optimality for both

objective channel accordingly.

The main deficiency for single objective optimipsticase was that it gave only a
single solution in the whole design space that atoatiow the user to make a trade
off between conflicting objectives during the desigrocess. Therefore, a multi-
objective design optimization was also enforcede Téinge maximization problem
was converted into a minimization problem to prévensign confusion and

normalized with respect to the reference valuesttagy with the mass channel.

The multi-objective optimization missile design piem was solved with Multiple
Cooling Multi Objective Simulated Annealing (MC-M®@$ and Non-Dominated
Sorting Genetic (NSGA-II) Algorithms. Before prodésg, these algorithms were
applied for a well known multi-objective optimizati problem, truss bar design to
test their solution accuracy in terms of qualitytmes. The effects of algorithm

parameters on solution accuracy were also investiga

First, the multi-objective optimization problem waslved with MC-MOSA
algorithm using linear FFs and NSGA-II algorithniswas seen that the Pareto
obtained with NSGA-Il algorithm was closer to thetimal front although it
consisted of less non-dominated points on the fidsta final trial, as in the case for
single objective optimization case, a hybrid altjori was also used. The obtained
Pareto fronts for each three attempt were competidd each other using quality
metrics. Again, the results showed that the hyhtgbrithm was able to find more
points closer to the optimal Pareto when same nurobdunction evaluation is

permitted.
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The obtained results prove that the conceptualgdesiol is capable of finding an
optimal external missile configuration satisfyirtgetuser defined requirements and
constraints in short durations even with singlenoiti objectives. This plays a vital
role in the missile design processes since it resitite effort and time to find out the

optimum baseline geometry throughout a huge desgmain.

The capabilities of the current tool could be erdeain Several recommendations for

future improvements of the tool could be listedakw.

» The design objectives could be increased. Miningizlre radar cross section
(RCS), maximizing the hit accuracy and warheadc#ffeness could also be
taken into account as design objectives.

» Better aerodynamic prediction tools other than Nes®ATCOM could
probably be used in the future. Various crossiseat alternatives for
missile bodies could be taken into account byway.

» The specifications for turbojet engine could beoezed. The turbojet
engine that provides the necessary requirementfvibguspecified that suits
geometrically with the designed missile.

» The scope of the conceptual design optimizatioarofir to ground missile
could be extended to cover other types of miséikesair-to-air and surface-

to-air missiles.
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APPENDIX A

USER INTERFACE FOR CONCEPTUAL DESIGN

OPTIMIZATION TOOL
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APPENDIX B

MISSILE DATCOM INPUT & OUTPUT FILES

B.1. Missile Datcom Input File

The necessary inputs for the execution of the NMISATCOM program is written

into the file for005.dat as shown below.

CASEID CASE1
DIM M
DERIV DEG
$REFQ
XCG=2.63,
BLAYER=NATURAL,
$END
$AXIBOD
TNOSE=OGIVE,
POWER=1.0,
LNOSE=0.68,
BNOSE=0.01,
DNOSE=0.34,
LCENTR=4.57,
DCENTR=0.34,
$END
$FINSET1
SECTYP=NACA,
SSPAN=0.0,0.72,
CHORD=0.83,0.18,
XLE=2.96,
SWEEP=0.00,
STA=1.0,
NPANEL=2.0,
PHIF=90.0,270.0,
$END
NACA-1-6-65-410
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$FINSET2

SECTYP=HEX,
SSPAN=0.0,0.11,
CHORD=0.18,0.12,
XLE=5.08,

SWEEP=0.00,

STA=1.0,

NPANEL=4.0,
PHIF=45.0,135.0,225.0,315.0,
$END

$FLTCON

NMACH=10.0,
NALPHA=10.0,
MACH=0.1,0.3,0.5,0.6,0.7,0.8,0.9,1.0,1.1,1.2,
ALT=100.0,100.0,100.0,100.0,100.0,100.0,100.04,000.0,100.0,
ALPHA=-10.0,-7.0,-4.0,-2.0,0.0,2.0,4.0,6.0,8.001.0.
$END

$FLTCON

BETA=0.0,

$END

$DEFLCT
DELTA1=0.0,0.0,0.0,0.0,
DELTA2=0.0,0.0,0.0,0.0,
$END

DAMP

SAVE

NEXT CASE

$DEFLCT
DELTA1=0.0,0.0,0.0,0.0,
DELTA2=-5.0,-5.0,5.0,5.0,
$END

DAMP

SAVE

NEXT CASE
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B.2. Missile Datcom Output File

As a consequence of the execution of the MD707iex&r the determined external
configuration and atmospheric flight conditionsg #eerodynamic database is written
to the for006.dat output file. A small part of tilésshown below as example.

STATIC AERODYNAMICS FOR BODY-FIN SET 1 AND 2

¥#*xxwx% FLIGHT CONDITIONS AND REFERENCE QUANTITIES *¥¥%¥%¥x

MACH NO = 0.10 REYNOLDS NO = 2.298E+06 /M
ALTITUDE = 100.0 M DYNAMIC PRESSURE = 700.90 N/M*x*2
SIDESLIP = 0.00 DEG ROLL = 0.00 DEG
REF AREA = 0.071 M**2 MOMENT CENTER = 1.630 M
REF LENGTH = 0.30 M LAT REF LENGTH = 0.30 M
————— LONGITUDINAL ----- —- LATERAL DIRECTIONAL --
ALPHA CN cM Ca (03 4 CLN CLL
-10.00 -2.145 3.583 0.054 0.000 0.000 0.000
-7.00 -1.323 2.103 0.091 0.000 0.000 0.000
-4.00 -0.571 0.701 0.123 0.000 0.000 0.000
-2.00 -0.131 -0.108 0.139 0.000 0.000 0.000
0.00 0.281 -0.885 0.147 0.000 0.000 0.000
2.00 0.717 -1.737 0.148 0.000 0.000 0.000
4.00 1.203 -2.688 0.143 0.000 0.000 0.000
6.00 1.733 -3.729 0.132 0.000 0.000 0.000
8.00 2.281 -4.772 0.115 0.000 0.000 0.000
10.00 2.804 -5.672 0.092 0.000 0.000 0.00q
ALPHA CL CD CL/CD X-C.P.
-10.00 -2.103 0.425 -4.943 -1.670
-7.00 -1.302 0.252 -5.172 -1.589
-4.00 -0.561 0.163 -3.450 -1.228
-2.00 -0.126 0.144 -0.878 0.822
0.00 0.281 0.147 1.914 -3.151
2.00 0.711 0.173 4.120 -2.422
4.00 1.190 0.226 5.259 -2.236
6.00 1.710 0.312 S5.481 -2.151
8.00 2.243 0.431 5.203 -2.092
10.00 2.746 0.578 4.752 -2.023

Figure B.1 Missile Datcom Output File

103



APPENDIX C

QUALITY METRICS

The quality assessment of the frontier obtainedaasesult of multi-objective
optimization is conducted using four metrics pragmbsn [41] and [46] which are
namely as hyper-area difference (HD), overall Rasgiread (OS), accuracy of the
observed Pareto frontier (AC) and the cluster (CL).

The area below the Pareto frontier is called adhyiperarea difference. It is shown in
Figure C.1.

.4 (a) B

Hyperarea difference (/D)

Figure C.1 Hyperarea Difference [46]
Points A and B define the bounding box around thee® front and HD is normally

calculated using normalized objectives. Generapgaking, it is clear that the

smaller the HD metric means that the observed @amution set is the better [46].
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Overall Pareto spread (OS) is the area of the maximectangle constructed using
the two extremes of the Pareto front (p1 and p23hesvn in Figure C.2. Again a
solution set with the largest OS value is generafiyndication that a particular front
has spread to the extreme ends of the Pareto fieomd, consequently, it is

comparatively better than a front with a smallduea

f.a (D)
: B

>

Overall spread (OS)

Figure C.2 Overall Spread [46]

Accuracy (A) is an indicator of the smoothness fué front. Areas of the small
rectangles constructed from neighbouring solutiaress summed up (Figure C.3) to
obtain a total area and the inverse of this tatah @ives the value for this metric. If
the solution set contains all the actual Paretatswis (i.e., a continuous Pareto
frontier), the total area would be zero, causing Ahmetric to be infinite. Thus, a
solution set with a large A value is better thae ¢me with a smaller A value. It is

desirable to have the solutions spread uniformingithe front.
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Accuracy (A)

Figure C.3 Accuracy [46]

Another quality metric is defined as the [Cinetric (clustering) that occurs when too
many solutions are found at certain parts of tlatfrwhile other parts are empty.
For this purpose normalized objectives are dividetd square grids of size
throughout the whole domain. Then, those rectarmieapied with a non-dominated
solution are counted. The total number of non-dateid solutions in the set is
divided to the number of occupied rectangles. lge&d have a good spread, each
rectangle shall be occupied by a single solutiaingi a Clu metric equal to one.
For example, in Figure C.4, there are four solian the front, while only three
grids are occupied (i.e., @GL= 1.25). Similarly, of the two solution sets hayin
almost equal number of solutions, the one with allen CLu metric shall be

preferred.
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Cluster (CL,)

Figure C.4 Cluster [46]
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