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ABSTRACT

PID AND LQR CONTROL OF A PLANAR HEAD STABILIZATION PLATFORM

Akgül, Emre

M.S., Department of Electrical and Electronics Engineering

Supervisor : Asst. Prof. Dr. Afşar Saranlı

September 2011, 84 pages

During the uniform locomotion of legged robots with compliant legs, the body of the

robot exhibits quasi-periodic oscillations that have a disturbing effect on different on-

board sensors. Of particular interest is the camera sensor which suffers from image

degradation in the form of motion-blur as a result of this camera motion. The effect of

angular disturbances on the camera are pronounced due to the perspective projection

property of the camera. The thesis focuses on the particular problem of legged robots

exhibiting angular body motions and attempts to analyze and overcome the resulting

disturbances on a camera carrying platform (head). Although the full problem is in 3D

with three independent axes of rotation, a planar analysis provides significant insight

into the problem and is the approach taken in the thesis. A carefully modeled planar

version of an actual camera platform with realistic mechanical and actuator selections

is presented. Passive (filtering) and active (controller) approaches are discussed to

compensate/cancel motion generated disturbances.

We consider and comparatively evaluate PID and LQR based active control. Since

PID has the limitation of controlling only one output, PID-PID control is considered to
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control two states of the model. Due to its state-space formulation and the capability

of controlling an arbitrary number of states, LQR is considered.

In addition to standard reference signals, Gyroscope measured disturbance signals

are collected from the actual robot platform to analyze the bandwidth and test the

performance of the controllers. Inverted pendulum control performance is evaluated

both on a Matlab-Simulink as well as a precise electro-mechanical test setup. Since

construction of the planar head test setup is in progress, tests are conducted on sim-

ulation.

Keywords: Legged Robots, Camera Platform Stabilization, PID Control, LQR Con-

trol
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ÖZ

PID VE LQR YÖNTEMLERİ ILE TEK EKSENLİ KAFA STABİLİZASYON
PLATFORMU KONTROLU

Akgül, Emre

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Yrd. Doç. Dr. Afşar Saranlı

Eylül 2011, 84 sayfa

Bacaklı robotların gövdeleri robotların yürüme hızına bağlı olarak belli bir salınım ya-

par. Bu salınım yüzünden algılayıcılardan ve özellikle kameradan veri almak zorlaşmaktadır

ve görüntü kalitesini bozan unsurlar oluşmaktadır. Bu çalışmanın amacı, çeşitli salınım

izolasyon yöntemlerini kullanalarak bahsedilen salınımları yalıtacak bir kamera (kafa)

stabilizasyon sistemi tasarlamaktır. Problemin genel tanımı 3 eksende olsa da, sis-

temin tek eksende analizi çözüme yonelik önemli sonuçlar doğuracaktır ve tez kap-

samında tek eksenli bir kafa stabilizaston sistemi tasarlanmış ve kontrol edilmiştir.

Bu amaç çerçevesince, kafa platformunu kontrol etmek için farklı kontrolculer denemiş

ve bunlarun uygunluğu karşılaştırılmıştır. Tek eksenli kafa modeli mekanik ve ey-

leyici detayları da hesaba ayrıntlı bir şekilde katılarak, tasarlanmış ve modellenmiştir.

Pasif(izolator) ve aktif(kontrolcü) salınım izolasyon methodları, robot hareketinden

kaynaklanan salınımları etkisiz hale getirmek için denenmiştir.

PID ve LQR kontrolcüler ayrı ayrı denenmiş ve performans karşılaştırmları yapılmıştır.

Öncelikle PID kontrol denenmiş ancak bu methodun sistemin sadece tek değişkenini
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kontrol edebiliceğinden, çift PID-PID yapısına geçilmiştir. Bunun yanı sıra aynı anda

sistemin pek çok değişkenini kontrol edebilme yetisine sahip olan LQR kontrolcü de

denenmiştir.

Standart referans sinyallerinin yanı sıra, gyroskop kullanılanarak robot deneyleri sırasında

alınmış, açısal hız sinyalleri de kontrolcülerin performans analizi sırasında kullanılmıştır.

Ters sarkaç modeli hem Matlab-Simulink ortamında hem de üretilmiş olan bir deney

platformunda denenmiştir. Kafa sisteminin üretimi halen devam etmekte olduğundan,

ilgili deneyler simulasyon ortamında denenmiştir.

Anahtar Kelimeler: Bacaklı Robotlar, Kamera Platformu Stabilizasyonu, PID Kon-

trol, LQR Kontrol
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out the problems occurred during my study and proposing solutions especially in

modeling and control part of my work.

I wish to express my deep sense of gratitude to Dr. Uluç Saranlı for his guidance
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ÖZ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv

LIST OF ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

CHAPTERS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . 7

2 LITERATURE SURVEY . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Stabilization Platform Methodology . . . . . . . . . . . . . . . 10

2.2 Controlling Approaches . . . . . . . . . . . . . . . . . . . . . . 14

3 THEORY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Linear Actuated Planar Head Model . . . . . . . . . . . . . . 19

3.1.1 Position Analysis . . . . . . . . . . . . . . . . . . . . 20

3.1.2 Velocity And Acceleration Analysis . . . . . . . . . . 22

3.1.3 Force Analysis . . . . . . . . . . . . . . . . . . . . . . 23

3.1.4 Non-linear State Space Model . . . . . . . . . . . . . 24

3.1.5 Linearization of the Model . . . . . . . . . . . . . . . 25

xi



3.2 Background on Controller Models . . . . . . . . . . . . . . . . 26

3.2.1 Proportional Integral Derivative Controller . . . . . . 26

3.2.1.1 Proportional Action . . . . . . . . . . . . 27

3.2.1.2 Integral Action . . . . . . . . . . . . . . . 27

3.2.1.3 Derivative Action . . . . . . . . . . . . . 28

3.2.1.4 Filtering the Derivative Action . . . . . . 28

3.2.2 Double Proportional Integral Derivative Controller (PID-
PID) . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.3 Linear Quadratic Regulator Controller . . . . . . . . 29

3.3 Passive Vibration Isolation . . . . . . . . . . . . . . . . . . . . 31

4 EXPERIMENTAL SETUP . . . . . . . . . . . . . . . . . . . . . . . . 38

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.2 Linear Actuated Planar Head Model . . . . . . . . . . . . . . 39

4.2.1 Simulation Model . . . . . . . . . . . . . . . . . . . . 40

4.2.2 Actual Setup . . . . . . . . . . . . . . . . . . . . . . 41

4.3 Performance Measures . . . . . . . . . . . . . . . . . . . . . . 42

5 COMPARATIVE EXPERIMENTS WITH HEAD MODEL . . . . . . 43

5.1 Response to an Initial Non-Zero Angular Velocity . . . . . . . 44

5.2 Tracking Sinusoidal Signal . . . . . . . . . . . . . . . . . . . . 50

5.3 Tracking the Angular Movement of Rhex . . . . . . . . . . . . 53

5.4 Performance Evaluation with Different Motors . . . . . . . . . 65

5.5 Relation Between Motion Blur and Robot Motion . . . . . . . 71

5.6 Additional Conditions Effects the Performance . . . . . . . . . 73

5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6 CONCLUSION AND FUTURE WORK . . . . . . . . . . . . . . . . . 78

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

xii



LIST OF TABLES

TABLES

Table 2.1 Summary of the Performance Characteristics of Pendulum’s Angle [30]. 16

Table 2.2 Summary of the Performance Characteristics for the Cart’s Position

[30]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Table 3.1 Effects of Increasing PID Control Parameters to the Performance of

the System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Table 3.2 Linear Acceleration with Different Robot Speeds. . . . . . . . . . . . 36

Table 5.1 Comparison of Angular Velocity Step Response of Controllers in

60deg/s as a Initial Condition. . . . . . . . . . . . . . . . . . . . . . . . . . 47

Table 5.2 Comparison of Angular Velocity Step Response of Controllers in 90

deg/s as a Initial Condition. . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Table 5.3 Experimental Oscillations Values of Robot Base at Different Robot

Speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Table 5.4 Errors Amplitude in Tracking the Sinusoidal Signal at Different Robot

Speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Table 5.5 Maximum and Average Amplitude Errors (degree/s) in Tracking the

Experimental Signals Taken From Rhex with IMU during locomotion at

Different Robot Speeds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Table 5.6 Parameters of Different Faulhaber Linear DC Motors. . . . . . . . . 66

Table 5.7 Summation of RMS Error in Angular Velocity in terms of degrees*10−4

During Robot Locomotion Velocity Set to 0.3 . . . . . . . . . . . . . . . . 66

Table 5.8 Summation of Mean Squared Error in Angular Velocity in terms of

degrees*10−4 During Robot Locomotion Velocity Set to 0.6 . . . . . . . . 67

xiii



Table 5.9 Summation of Mean Squared Error in Angular Velocity in terms of

degrees*10−4 During Robot Locomotion Velocity Set to 0.9 . . . . . . . . 67

Table 5.10 Maximum and Minimum Amount of Motion Blur in term of Pixels

for an angular velocity of 1 degree/s with a shutter speed of 1/60 s . . . . 72

Table 5.11 Maximum and Minimum Amount of Motion Blur in term of Pixels

for an angular velocity of 1 degree/s with a shutter speed of 1/60 s with

Linear Motor M1247 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Table 5.12 Maximum and Minimum Amount of Motion Blur in term of Pixels

for an angular velocity of 1 degree/s with a shutter speed of 1/60 s with

Linear Motor M2070 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Table 5.13 Effect of sampling period to the controller performance . . . . . . . 74

Table 5.14 Effect of mounting angle of the actuator to the controller performance 75

xiv



LIST OF FIGURES

FIGURES

Figure 1.1 C Shaped Legs of SenoRHex Robot in METU Electrics and Eletron-

ics Department. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Figure 1.2 Head movements in an Animal Skeleton System [2] : (1) Pitch, (2)

Roll and (3) Yaw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Figure 2.1 Camera stabilization platform mounted on unmanned air vehicle [1]. 8

Figure 2.2 Antenna platform mounted on 4x4 vehicle [14]. . . . . . . . . . . . 9

Figure 2.3 Gun stabilization on elevation axis[32]. . . . . . . . . . . . . . . . 10

Figure 2.4 A Typical Two Axes Gimbal Mechanism [15]. . . . . . . . . . . . . 11

Figure 2.5 Configuration of 6-DOF Gough-Stewart Platform [42]. . . . . . . . 12

Figure 2.6 Configuration of 6-DOF Gough-Stewart Platform [42]. . . . . . . . 13

Figure 2.7 Comparison of LOS rate when control is and is not applied [12] . . 14

Figure 2.8 Comparison of LOS rate when control is and is not applied [25]. . . 16

Figure 2.9 Configuration of 6-DOF Gough-Stewart Platform [42]. . . . . . . . 17

Figure 2.10 Configuration of 6-DOF Gough-Stewart Platform [42]. . . . . . . . 18

Figure 3.1 3D Schematic of Linear Planar Head Model in Solidworks. . . . . . 20

Figure 3.2 2D Schematic of Linear Planar Head Model. . . . . . . . . . . . . . 21

Figure 3.3 Diagram of the Planar Head Model. . . . . . . . . . . . . . . . . . . 23

Figure 3.4 Block diagram of the PID controller in MATLAB Simulink Environ-

ment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Figure 3.5 Block diagram of the PID-PID controller in MATLAB Simulink

Environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

xv



Figure 3.6 Block diagram of the LQR controller in MATLAB Simulink Envi-

ronment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Figure 3.7 Passive Isolation of a Base Platform with Springs [5] . . . . . . . . 32

Figure 3.8 Active Isolation with Actuation at the Legs of the Table [3]. . . . . 33

Figure 3.9 Passive Isolation with four Isolators Located at the Corners of the

Platform. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Figure 3.10 Acceleration Measurements taken by Dytran 3035B from the RHex

Robot During Locomotion in Time Domain . . . . . . . . . . . . . . . . . 35

Figure 3.11 Acceleration Measurements taken by Dytran 3035B from the RHex

Robot During Locomotion in Frequency Domain . . . . . . . . . . . . . . . 36

Figure 3.12 Bode Plot of Passive Isolation Filter with Different Damping Ratios 37

Figure 3.13 Passive Isolation with four Isolators Located at the Corners of the

Platform. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Figure 4.1 A Typical Three Axis Gimbal Mechanism Used in Camera Stabilization[4]. 39

Figure 4.2 Three Axis Head Stabilization Platform designed for Rhex in Solid-

works. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Figure 4.3 Simulation of Head Model. . . . . . . . . . . . . . . . . . . . . . . . 40

Figure 4.4 Flowchart of the Head Model Stabilization Model. . . . . . . . . . . 41

Figure 4.5 3D Schematic of Linear Planar Head Model. . . . . . . . . . . . . . 41

Figure 4.6 Graphic Illustration of Performance Measures. . . . . . . . . . . . . 42

Figure 5.1 Illustration of Linear Planar Head Model Designed in SolidWorks. . 43

Figure 5.2 PID Control Block Diagram with Head Stabilization Model in MAT-

LAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Figure 5.3 LQR Control Block Diagram with Head Stabilization Model in MAT-

LAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Figure 5.4 Non Filtered Angular Velocity of Pitch Axis with Different Robot

Speeds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Figure 5.5 PID Control Step Response with a reference signal 60 degree/s. . . 46

Figure 5.6 LQR Control Step Response with a reference signal 60 degree/s. . . 47

xvi



Figure 5.7 LQR Control Step Response with a reference signal 60 degree/s with

a 1/10 Weight Ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 5.8 Controllers Step Response with a reference signal 90 degree/s. . . . 49

Figure 5.9 Controllers Step Response with a reference signal 120 degree/s. . . 49

Figure 5.10 Tracking of Sinusoidal Signal with an Amplitude of 30 deg/s which

Corresponds to the Maximum Angular Velocity Change of Rhex Signal with

Robot Speed Set to 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Figure 5.11 Error in Tracking of Sinusoidal Signal with an Amplitude of 30

deg/s which Corresponds to the Maximum Angular Velocity Change of

Rhex Signal with Robot Speed Set to 0.3. . . . . . . . . . . . . . . . . . . 51

Figure 5.12 Tracking of Sinusoidal Signal with an Amplitude of 45 deg/s which

Corresponds to the Maximum Angular Velocity Change of Rhex Signal with

Robot Speed Set to 0.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Figure 5.13 Error in Tracking of Sinusoidal Signal with an Amplitude of 45

deg/s which Corresponds to the Maximum Angular Velocity Change of

Rhex Signal with Robot Speed Set to 0.6. . . . . . . . . . . . . . . . . . . 52

Figure 5.14 Microstrain Inertial Measurement Unit used to Obtain Angular Ve-

locity and Acceleration in Rhex Robot. . . . . . . . . . . . . . . . . . . . . 53

Figure 5.15 Velocity Graph of All Axis. . . . . . . . . . . . . . . . . . . . . . . 54

Figure 5.16 Angular Velocity of Pitch Axis with Robot Speed set to 3 with and

without Passive Isolation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 5.17 Locations of Inertial Measurement Unit and Camera on RHex. . . . 56

Figure 5.18 Angular Velocities of the Robot Body in Three Different Robot Speed. 57

Figure 5.19 Tracking of Experimental Angular Velocity with the Robot Speed

Set to 0.3 with Linear DC motor M1270. . . . . . . . . . . . . . . . . . . . 57

Figure 5.20 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.3 with Linear DC motor M1270. . . . . . . . . . . . . . . . 58

Figure 5.21 Tracking of Experimental Angular Velocity with the Robot Speed

Set to 0.6 with Linear DC motor M1270. . . . . . . . . . . . . . . . . . . . 58

Figure 5.22 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.6 with Linear DC motor M1270. . . . . . . . . . . . . . . . 59

xvii



Figure 5.23 Tracking of Experimental Angular Velocity with the Robot Speed

Set to 0.9 with Linear DC motor M1270. . . . . . . . . . . . . . . . . . . . 59

Figure 5.24 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.9 with Linear DC motor M1270 . . . . . . . . . . . . . . . . 60

Figure 5.25 Tracking of Experimental Angular Velocity with the Robot Speed

Set to 0.3 with Linear DC motor M2070. . . . . . . . . . . . . . . . . . . . 60

Figure 5.26 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.3 with Linear DC motor M2070. . . . . . . . . . . . . . . . 61

Figure 5.27 Tracking of Experimental Angular Velocity with the Robot Speed

Set to 0.6 with Linear DC motor M2070. . . . . . . . . . . . . . . . . . . . 61

Figure 5.28 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.6 with Linear DC motor M2070. . . . . . . . . . . . . . . . 62

Figure 5.29 Tracking of Experimental Angular Velocity with the Robot Speed

Set to 0.9 with Linear DC motor M2070. . . . . . . . . . . . . . . . . . . . 62

Figure 5.30 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.9 with Linear DC motor M2070. . . . . . . . . . . . . . . . 63

Figure 5.31 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.3 with an ideal motor. . . . . . . . . . . . . . . . . . . . . . 63

Figure 5.32 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.6 with an ideal motor. . . . . . . . . . . . . . . . . . . . . . 64

Figure 5.33 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.9 with an ideal motor. . . . . . . . . . . . . . . . . . . . . . 64

Figure 5.34 Faulhaber Linear DC Motor Used in Head Stabilization Platform . 65

Figure 5.35 Summation of Mean Squared Error with Different Control Parame-

ters R for All Kinds of Faulhaber Motors During Robot Locomotion Velocity

Set to 0.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Figure 5.36 Summation of Mean Squared Error with Different Control Parame-

ters R for All Kinds of Faulhaber Motors During Robot Locomotion Velocity

Set to 0.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

xviii



Figure 5.37 Summation of Mean Squared Error with Different Control Parame-

ters R for All Kinds of Faulhaber Motors During Robot Locomotion Velocity

Set to 0.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Figure 5.38 Angular Velocity Error with Different Control Parameters R for

M1247 Faulhaber Linear Motor During Robot Locomotion Velocity Set to 3 68

Figure 5.39 Force Output of M1247 Faulhaber Linear Motor During Robot Lo-

comotion Velocity Set to 0.3 with Different Control Parameters R . . . . . 69

Figure 5.40 Angular Velocity Error with Different Control Parameters R for

M2070 Faulhaber Linear Motor During Robot Locomotion Velocity Set to 3 70

Figure 5.41 Force Output of M2070 Faulhaber Linear Motor During Robot Lo-

comotion Velocity Set to 0.3 with Different Control Parameters R . . . . . 70

Figure 5.42 Relation Diagram of Controller Angular Velocity Motion Blur and

Feature Detection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Figure 5.43 Pin Hole Camera Model. . . . . . . . . . . . . . . . . . . . . . . . . 71

Figure 5.44 Flea 2 Camera Mounted on SensoRHex . . . . . . . . . . . . . . . 73

Figure 5.45 Graphic Illustration of the Relation Between Robot Speed and Illu-

mination Intensity to Control Effort . . . . . . . . . . . . . . . . . . . . . 74

Figure 5.46 Graphic Illustration of the actuator mounting . . . . . . . . . . . . 75

Figure 5.47 Error in Tracking of Experimental Angular Position with the Robot

Speed Set to 0.3 with Linear DC motor M1247 with Peak Errors are Marked. 77

xix



PID Proportional-Integral-Derivative

LQR Linear Quadratic Regulator

θ Angle of Pendulum

xc Position of Pendulum Cart

φ Angle of Head Stabilization Platform

s Actuator Length of Head Stabilization Platform

α Actuator Angle of Head Stabilization Platform

γ Angle of Force Actuation to the Head Stabilization Platform

KP Proportional Control Constant of PID Control

KI Integral Control Constant of PID Control

KD Derivation Control Constant of PID Control

Q Weight Control Parameter in LQR Control

R Control Effort Parameter in LQR Control

xx



CHAPTER 1

INTRODUCTION

1.1 Motivation

Different types of mobile platforms are in use today. Tracked or wheeled vehicles

have been around for a long time. Although these platforms ensures high speed,

robustness and easiness of use, they are capable of locomotion mainly in relatively flat

environments. In other words their performances are restricted to the environment

for which they are built. Disadvantages of wheeled platforms must be discussed in

a comparison to legged platforms. In [16] and [34] legged robots are investigated

in terms of advantages to the wheeled robots. As the application fields of robotics

increase, need of robots that can operate in unstructured and rugged environmental

conditions gradually arises. Mobile robots with tracks or wheels result in over-sized

designs when they are built to meet the demands of the terrain. Still a large percentage

of the land mass of the Earth is still accessible only to legged biological creatures. At

various scales from insects to very large mammals, these show a striking ability for

high speed, energy efficient locomotion on practically any terrain. Legs also show

functional diversity, being used for other purposes than locomotion alone.

Although wheeled and tracked systems still dominate today, these examples in nature

make the study of legged robot designs a necessity for the ultimate performance of

future systems. Moreover, a number of examples from the scientific and commercial

domain such as the RHex [37] and BigDog[28] morphologies demonstrate that impres-

sive locomotion performance can be achieved by engineering systems by carefully and

selectively borrowing principles from the nature. In these two examples, the main

principles are significant leg compliance, dynamic stability and control; resulting in a
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high speed, dynamically stable gait with minimal mechanical complexity.

Many different motion capabilities are admitted by dynamically stable legged mor-

phology such as, running [7], leaping and self-righting [35], jumping and stair climbing.

Also by using legs in different functional roles, other tasks which would require other

specialized structures on wheeled robots, can be achieved. E.g., legs can be used to

push/pull objects or orient sensors in different directions. Another biologically in-

spired hexapod robot example is the RISE robot that has the capability of climbing

vertical structures like walls and trees [39, 36, 8]. A variant of the RHex morphology,

the SandBot is tuned and has special leg designs to move successfully and efficiently

on the sand [18].

Although it is acceptable to say legged robots have a potential for greater mobility

than wheeled and tracked robots, and on many different terrains like, designing and

controlling legged robots exhibit many unique difficulties. In wheeled robots in order

to give actuation to the system, there exists only a motor, gearbox and wheel structure,

resulting in a very simple and robust system. For most of the legged robots, designed

for a statically stable locomotion mode, there exists complex mechanical designs and

a greater number of actuators. Many different leg mechanisms are used to move

certain legs while other legs keep the robot stable on the ground by keeping the

robot Center-of-Gravity (GOG) within the leg support triangle. In a common legged

robot design, each leg consists of at least two actuators in order have more freedom

during locomotion. Resulting kinematic complexity result in robots that are often

slow (due to higher gear reduction ratios) and fragile beating the original motivation

of locomotion on rugged terrain. Reducing the number of actuators with a simpler

design results in much faster and more rugged designs but the reduced degrees of

freedom and increased speed requires the robots to be dynamically balanced, hence

requiring high bandwidth active control for successful locomotion. Some rare designs

such as the RHex morphology exhibit self stable behavior that can partially lift the

need for active control for certain locomotion behaviors and enable open-loop control.

Our legged robotic research platform SensoRHex has the original RHex morphology

with only one actuator for each to its legs. This results in a great simplification in

actuation and mechanical design and low level control of the legs. However, gait level
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Figure 1.1: C Shaped Legs of SenoRHex Robot in METU Electrics and Eletronics
Department.

control of various dynamic behaviors is an active area of research. SensoRHex legs

are C-shaped composite curved beams as illustrated in Fig. 1.1. These composite

structures act like as a spring-damper system.

The body moving on these composite legs based on a given gait pattern results in

complex oscillations in the body. One of the main objectives of our research group is

to build autonomous legged robots which integrate data from a variety of on-board

sensors in order to accomplish high level behaviors. Unfortunately, most sensor data is

disturbed or corrupted by high frequency mechanical vibrations as well as by motion

exceeding certain magnitude and frequency occurs due to the legged locomotion.

Of particular interest for us is the visual sensor (camera) mounted on the robot body.

In particular, a distortion known as motion-blur occurs when camera moves with

respect to the scene being imaged. For a scene at a reasonable distance, rotational

motion of the camera dominates as the source the motion-blur distortion. In nature,

fast moving animals have their important sensors (eyes, inner ears as effective inertial

sensors) placed on a stabilized head. The inspection of their motion illustrates that

although the head still is subject to translational up-down motion, the angle of the

3



head is tightly controlled.

Therefore, stabilizing the camera carrying platform becomes a particularly important

problem for fast moving, dynamically stable legged robots.

A camera stabilization platform that we sometimes refer as a head is suggested in order

to overcome the visual sensor motion-blur problem. We postulate that this platform

will eliminate high frequency oscillations by using passive vibration isolators. The legs

which are themselves spring-damper systems also pre-filter the original disturbances

from the ground. We are hence motivated to investigate the feasibility of canceling

the remaining low frequency quasi-periodic oscillations by active angular control of

the platform. We use off-the-shelf linear DC motors and investigate actual feasibility

of such control based on realistic parameters of the model.

Our strong motivation is that this platform carrying the camera, when coupled with

a successful control algorithm will bring the angular motions within the tolerances

of the camera, hence resulting in better vision data quality. The visual data qual-

ity is important because it effects the performance of many vision based perception

algorithms such as object detection and recognition, pose and state estimation and

ultimately all high level behaviors.

Figure 1.2: Head movements in an Animal Skeleton System [2] : (1) Pitch, (2) Roll
and (3) Yaw.
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The design of the full camera carrying platform has the ability to move in pitch, roll

and yaw axes as illustrated in Fig. 1.2 for a biological example of an animal skeletal

head. Angular disturbances coming from our robot body effect all three of these axes

and hence the platform needs to be controlled on all three axes so it can compensate

disturbances due to motion of the robot platform.

However this concept is not a totally new concept. Generalization of camera sta-

bilization could be mentioned as platform stabilization. Researches about platform

stabilization is conducted about 100 years. Stabilization platforms are used to stabilize

a board array of sensors, cameras, harddisk drives, telescopes, antennas, hand cameras

and weapon systems. So the application of this area is used by scientific,commercial

and military purposes for several times. For example; surveillance, gun-turret control,

communications,astronomical telescopes [10], cameras [41], improving gunfire perfor-

mance [31]. Even Hubble Space Telescope works with the help of this technology.

Furthermore stabilization platforms are mainly used in all kind of vehicles such as,

ground vehicles, ships , aircrafts and spacecrafts.

As a start we discuss the suitability and comparatively present the performances of

two different control strategies to control the angular velocity of the camera/head sta-

bilization platform. The first method is the common Proportional-Integral-Derivative

(PID) control. Due to its state-space formulation and the capability of controlling an

arbitrary number of states, the Linear Quadratic Regulator (LQR) is evaluated last

to control all states of the inverted pendulum.

1.2 Methodology

Before designing any hardware for the control of the camera platform, firstly the

mathematical model of the system must be derived and a series of simulations must

be conducted in order to assess the feasibility of the design. All simulations of the sys-

tem are implemented in Matlab-Simulink environment by utilizing the manufacturer

provided system model.

In accordance with our motivation of ultimately controlling a particular three-axis

platform design and actuator configuration, the thesis then considers a planar ap-
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proximation to this platform with a single actuator. This simplification still preserves

important properties of the problem while avoiding some of the model complications.

The thesis approach is to consider realistic disturbances on a single axis initially and

achieve acceptable control before moving into multiple axis control as future work.

For the planar platform, the nonlinear state-space model is derived and a Simulink

model is constructed. This model is used to simulate the behavior of the system. Since

the actual planar test setup is not ready, this part of the thesis is limited to simulation

results. Nevertheless, we select all simulation model parameters in accordance with

our mechanical design and actuator choices available for this design. In fact, the

simulations act as a tool for both actuator and control approach selection for the

design.

As part of our methodology, PID and LQR based control approaches are considered to

stabilize both systems. Thir nonlinear models are later linearized using Taylor Series

expansion in order to design the necessary LQR control parameters. PID controllers

on the other hand are experimentally tuned.

1.3 Contributions

Stabilization platforms are most big in size, such as telescope stabilization platforms,

gun-turret stabilization platforms, antenna-radio stabilization platforms, camera sta-

bilization platforms for UAV’s. However our design must fit into our robot RHex.

That constraint forces us to produce one of the smallest camera stabilization platform

in the literature. Although a 3D platform is produced ,this study investigates charac-

teristics and controllability of a single axis camera stabilization platform. So we can

control our 3D model better with the experience gained from single axis stabilization

platform.

In order to stabilize a platform mainly two approaches are considered; gimbal and

stewart platform. However our motivation is based on an original platform stabiliza-

tion configuration which is a simplified steward platform with three actuators. By a

certain combination of actuators pitch, yaw and roll motion can be obtained with the

help of linear DC motor. This three actuated approach to the stewart platform is a
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totally new concept in platform stabilization.

An important evaluation is the evaluation of a specific platform/actuator configuration

that will be used in practice and also explicitly modeling a particular platform design

that we will use in practice.

A comparative evaluation of two popular control approaches as a baseline approach in

controlling our realistic system as well as an actual hardware inverted pendulum. A

detailed analysis of PID(Proportional Integral Derivative) and LQR(Linear Quadratic

Regulator) controller is given. Moreover, we investigate LQR tuning in relation to

actuator capabilities. We take into account actuator limitations in the form of actuator

saturation and use these results for actuator selection.

In addition, presence and consideration of realistic disturbance signals collected from

the actual robot platform during locomotion at different speeds. And consideration

of how these can be integrated into the simulation model is included.

Moreover the link between controller performance of the robot camera stabilization

platform and motion blur on the image that is retrieved on the robot is created. And

ideas about a higher quality image set is given.

1.4 Outline of the Thesis

Thesis starts with an introduction chapter in which, the aim and purpose of the study

is described including motivation and contribution. And following chapter is devoted

to the existing work on head stabilization platform.

The third chapter discusses all theoretical background used during the implementation

of the platforms. And fourth chapter introduces the simulation and hardware designs

of the platforms.

Chapter 5 gives simulation results of the head stabilization platform. Results of dif-

ferent experiments are given with a comparative approach.

Finally the conclusion is given with the predicted future work at chapter 6.
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CHAPTER 2

LITERATURE SURVEY

Stabilization platforms are used to stabilize a board array of sensors, cameras, hard

disk drives, telescopes, antennas, hand cameras and weapon systems. The research

about these platforms is conducted about 100 years. So the application of this area is

been used by scientific,commercial and military purposes several times. For example;

surveillance, gun-turret control, communications, astronomical telescopes [11] , cam-

eras, improving gunfire performance[41]. Even Hubble Space Telescope works with

the help of this technology.Furthermore stabilization platforms are mainly used in all

kind of vehicles such as, ground vehicles, ships , aircrafts and spacecrafts. The main

idea between this concept is hold or control the line of sight of the sensor which is

used.

Figure 2.1: Camera stabilization platform mounted on unmanned air vehicle [1].

Moreover cameras mounted on any kind vehicles such as ground,air,sea even space,

uses stabilization platforms in order to obtain better resolution for surveys of the
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environment. [41] investigates the problem in order to create a solution for video

tele-operated ground vehicles. During motion in violent terrains image is tried to

be stabilized by using a system that counteracts the movements of the vehicle body.

Also unmanned air vehicles uses the camera stabilization technology during image

retrieving for surveilance purposes with great efficiency as seen in Fig. 2.1. Also [29]

gives detailed information about optical imaging systems on stabilization platforms.

[14] investigates the same problem for antennas mounted on mobile vehicles. Since for

a high quality satellite communication the antenna must be pointed to the satellite

with an accuracy of one degree position of the antenna must be aligned accurately

during locomotion of the vehicle. Fig. 2.2 shows the picture of a satellite antenna

installed on a 4x4 test vehicle in order to determine the off-road performance of the

stabilization system.

Figure 2.2: Antenna platform mounted on 4x4 vehicle [14].

Another example for stabilization platform could be given as gun turret stabilization.

One of the most important capabilities of today’s turret subsystems is the fire on

the move, which enables very high firing accuracy while moving on a rough terrain.

This capability is obtained basically by gun stabilization, which means holding the

orientation of the gun stationary relative to a reference on the ground even under

random disturbances generated by the vehicle moving on an unconstrained terrain

[32].
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Figure 2.3: Gun stabilization on elevation axis[32].

In today’s stabilization systems, holding the turret orientation stationary on the target

is not enough because most of the targets do poses also ”fire on the move” capability.

The time for aiming and shooting has been greatly reduced, so there is a need for

target tracking and fast reaction. Stabilization systems having target tracking capa-

bility are called third generation stabilization systems. In this generation, unbalance

compensation using accelerometers are used in addition to disturbance feed-forward

technique because most of the turret subsystems using third generation stabilization

systems have huge guns (120mm and 140mm guns for main battle tanks) resulting in

high mechanical unbalances [17].

Also this approach is used in vehicles in order to improve the ride quality and increase

off-road mobility. Using active suspension controls the disturbance from the environ-

ment to the sensors are tried to be minimized [13]. Moreover active vibration isolation

systems are used for rejection seismic level disturbances with satisfying results [12].

2.1 Stabilization Platform Methodology

There exists one main solution for this problem, to mount sensor or payload that will

be stabilized,on a platform. Gimbals in Fig. 2.4 and stewart platforms in Fig. 2.5

are mainly selected in order to overcome the problem where the payload could be

camera, antenna, IR detectors. More importantly those payloads requires stabilization
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in terms of line-of-sight [23] and the amount of angular error in those applications

must be around 6mdeg. However those platforms have great differences in mechanical

structure however in certain applications they serve to the same purpose.

Figure 2.4: A Typical Two Axes Gimbal Mechanism [15].

Gimbal is referred as any type of mechanism that allows the line of sight of the object

to be rotated or stabilized whereas originally gimbal was thought of a concentric

set of rings suspended on bearing. Gimbal system is used as pointing and tracking

applications in mostly unmanned aerial and grounded vehicles. Many studies are

conducted about gimballed system over the year and advanced gimballed systems

have control over all three rotational axis. However as the number of controlled axis

increases the complexity of gimballed design increases exponentially. Though, two axis

systems are more common in application. Like [44] two axes gimballed mechanism are

used in order to create a stabilization platform.

Moveover stewart platform which is illustated in Fig. 2.5 is a combination of moving

upper platform, fixed base and six actuators which connects the base and the platform.
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Figure 2.5: Configuration of 6-DOF Gough-Stewart Platform [42].

Although this platform has a more complex mechanical structure it has the ability of

6 degree of freedom motion which are three rotational and three translational motions

which is impossible to be obtained by a gimballed system. Many ideas in different

applications including our research interest are tested on this platforms. For example

[22] deals with the position control of the stewart platform by using inverse dynamics

control. Also [27] uses adaptive control for the sinusoidal disturbance cancellation in

two axes, which method is also used in our study. [42] uses PID(Proportional Inte-

gral Derivative) and PDGC(Proportional Derivative Control Gravity Compensation)

controllers to track a 6 DOF sinusoidal signal with the successful results shown in

Fig. 2.6.

Furthermore another and simple approach is proposed. This method is called mirror

stabilization, in which a mirror that is placed on the optical path of the sensor is

stabilized, rather than mass stabilization of the entire assembly. A two-axis mirror-

stabilized configuration (heliostat) is used by researchers with satisfying results [17].

As stated in Chapter 1 the main motivation behind the study is to implement a head

stabilization platform where the camera of the robot will be mounted and by reducing

the amount of angular velocity,increase in image data is proposed. However angular
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velocity at our robot body (SensoRHex) due to legged locomotion is a three axes

movement. So a gimballed mechanism which will compansate this motion will be

too complex and the need of 6 DOF motion which stewart platform suggests will be

needless. So an original platform stabilization model is suggested in this thesis which

could be seen as a derivation of stewart platform with three actuators and a capability

of 3 DOF motion.

Figure 2.6: Configuration of 6-DOF Gough-Stewart Platform [42].
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2.2 Controlling Approaches

In order to design an efficient control system, engineers mainly use both passive and

active disturbance cancellation techiniques. As [12] states vibration isolation is done

by using a suitable spring damper system then the residual vibrations are tried to be

eliminated by using an active system which includes an actuator. The disturbances

with high frequency and low amplitude will be eliminated by the passive isolation

system. In our robot those disturbances occurs due to the structural issues. On

the other hand active vibration cancel outs the movements with high amplitude and

low frequency, in our case those vibrations occurs due to the legged locomotion of

the SensoRHex. As seen in Fig. 2.7 undesired movements are firstly eliminated in

passive vibration isolation state then active vibration cancellation system deals with

the residual disturbance. Another practical application of this vibration cancellation

method is also be given as the active vehicle suspension control in off road vehicles

[13].

Figure 2.7: Comparison of LOS rate when control is and is not applied [12] .

Eventhough the requirements of every system differs from each other there are some

basic principle for stabilizing a platform. The main principle is mass stabilization,

this approach relies on equating the resultant torque on the system to zero. In other

words measure and apply the disturbance torque to the platform in order to stabilize
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it. By the help of the improvements in developing a reliable gyro, this method is very

reliable and efficient. And so called active vibration isolation system.

Inspite of the fact that, traditional control techniques as P controller or PID controller

gives good results with the help of more complicated control algorithms such as state

variable feedback, adaptive techniques and disturbance observer design system per-

formance can be improved significantly as explained in [19]. For instance [25] deal a

nonlinear inertial stabilization system with an advanced self-tunning controller.

Also we have to note that sliding mode controller is a common and advanced controller

which proves its effectiveness in various systems by different researchers. A smooth

sliding mode controller is designed and tracking performance is discussed in [20] and

[21] by using the stewart platform. [38] proposes a sliding mode controller for a

gimballed mechanism which has an aim of stabilizing a flat antenna.

In [25] Li, Hullander and DiRenzo focuses on the disturbance rejection problem in

gimbal mechanisms and proposes a Linear Quadratic Gaussian(LQG) control which

is capable of estimating the disturbances. Fig. 2.8 is the angular rate of change in the

line of sight at the instance when the disturbance occurs. Also they present a similar

study in with a self tuning controller for inertial stabilization systems in [24] which

results a more robust controller under condition changes.

Moreover [33] experiments with another stewart platform with a force controller with

effective results in isolation the disturbances between a range of 50 to 200Hz in addition

a specially designed passive isolator.Fig. 2.9 illustrates the vertical transmission of the

platform under disturbance with and without control. While the straight lines are the

simulation results, dashed lines shows the experimental outputs of the system. A more

complex control algorithm is presented on [27]. An adaptive disturbance cancellation

methodology is used for the stewart platform during the study.

[42] deals with the forward and inverse kinematics of this system with a model-based

PD controller. So ideally every disturbance could be rejected by using this system.

Also [40] implements a robust auto disturbance rejection controller with the same

platform and tested their controllers on disturbance and measurement noise with

using a PD controller. Since many researchers implement advanced controllers [42]
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Figure 2.8: Comparison of LOS rate when control is and is not applied [25].

Table 2.1: Summary of the Performance Characteristics of Pendulum’s Angle [30].

Specifications LQR PID

Settling Time 3.34 s 4.48 deg

Maximum Over Shoot 20 deg 0.5 deg

Steady State Error 0 deg 0 deg

and [40] shows the performance of traditional controllers. Tracking performance of

sinusoidal signal by using a PD controller is resulted as Fig. 2.10. While tracking error

of specific sinusoidal signal is given in right and the tracking signal is given in left.

Since our study gives a comparative evaluation of PID and LQR control for a head/camera

platform. Similar comparetive studies are investigated. [6] talks about the advantages

of fuzzy PID over traditional ones. And [9] compares LQR and a robust controller

and shows the superiority of LQR controller in an inverted pendulum setup. A similar

performance comparison of PID and LQR controller is done by [30] where results of

this study is presented in Table 2.2 and Table 2.2. The results of both methodologies

for controlling an inverted pendulum is presented by Nasir and his colleagues. Even

though both controller are capable of stabilizing the inverted pendulum, the perfor-

mance of LQR controller is proven to be better in Nasir’s study. Those results gives

us hints about the performance of both controllers in our systems.
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Figure 2.9: Configuration of 6-DOF Gough-Stewart Platform [42].

Table 2.2: Summary of the Performance Characteristics for the Cart’s Position [30].

Specifications LQR PID

Rise Time 0.41 s 1.50 s

Settling Time 2.04 s 3.59s

Percent Overshoot 0.00 0.32

Steady State Error 0 cm 0 cm

Moreover at most of the applications servo systems are used. But in some light

systems as hard disk drives [26] PZT-actuated suspension is also used. However in

our application we have decided to use a linear DC motors and control it by using

different approaches.

As a difference from above mentioned designed, our platform stabilization system will

consist of three actuator and has a capability of 3 DOF motion. However the desired

disturbance cancellation is in the roll,yaw and pitch axis in our robot SensoRHex. So

the proposed design handles the problem occurred due to our robots motion.
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Figure 2.10: Configuration of 6-DOF Gough-Stewart Platform [42].
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CHAPTER 3

THEORY

Since the main motivation behind this study is to design a robot head namely a camera

stabilization platform on which a camera is mounted and has a capability of distur-

bance cancellation in all roll,yaw and pitch axis. However a planar head stabilization

platform is designed in order to investigate the problem in a simpler architecture with

the ability of disturbance cancellation only one axis. As a result, present study fo-

cuses on a stabilization platform which can only compensate the disturbances occurs

on a single axis, for the six legged robot Rhex. Also in order to have more insight in

PID and LQR controllers, a linear inverted pendulum which has a similar dynamic

model with the head model, is controlled using those controllers. Due to availability

and similarity of characteristics inverted pendulum model is selected. Moreover this

study allows us to observe and compare the performances of those controllers with

a system that has similar characteristics of the head model namely inverted pendu-

lum and the head model. This chapter summarizes the theoretical background used

during designing and controlling both the inverted pendulum and head stabilization

platform.

3.1 Linear Actuated Planar Head Model

Main objective of this research is to implement a robot head that can reject the

disturbances occurring due to the motion of our legged robot. During our experiments

rotational movements in 3 axis, that could effect the performance of vision based

algorithms, is observed. However as a start a one axis planar head model or in

other words a planar head stabilization platform is designed to see and overcome the

19



difficulties of the main problem in a simpler architecture. This model Fig. 3.1 has the

capability of stabilize rotational movements in one direction only with a linear DC

motor.

Figure 3.1: 3D Schematic of Linear Planar Head Model in Solidworks.

Mathematical model of the linear planar head model is carefully derived in order to

create a realistic simulation environment. PID and LQR controllers are tested on

this simulation platform as a start of the research on single axis head stabilization.

However before starting to model the structure of head stabilization model, parameters

of the system must be defined. Four main variables are used in order to determine

the simulation model. θ represents the base platforms angle with respect to ground.

φ is the camera platform angle with respect to Fig. 3.2 shows those parameters in the

diagram of the head model.

3.1.1 Position Analysis

Before analyzing the system the correspondence of the parameters to the real world

must be discussed. s is the length of the linear DC motors shaft. And it is the

parameter that will be controlled by the control algorithm in order to obtain a stable

head movement. More importantly φ which is the camera platform angle with respect

to base platform is the parameter that is observed and measured. Moreover φ or φ̇ are
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Figure 3.2: 2D Schematic of Linear Planar Head Model.

the system variables that will be stabilized by certain control algorithms. Three main

position derivations are conducted in order to aid the force analysis of the system.

As Fig. 3.2 illustrates, a is the height of the stabilization platform, where distance

between the end of the actuator shaft and center of the camera platform is b and,

d is the horizontal distance between the actuator joint and the center of the camera

platform. c is the vertical distance between the actuator joint and actuator shaft.

And s is the length of the actuator as discussed. Using complex plane approach in

mechanism analysis following equations are derived.

sejα − bej(π−φ) = d+ ja (3.1)

se−jα − bej(π−φ) = d− ja (3.2)

From (3.1) and (3.2), (3.3) is obtained.

s = f(φ) =
√
a2 + b2 + d2 − c2 + 2bdcos(φ) + 2basin(φ) (3.3)

Then by using trigonometric relations (3.4), (3.5) and (3.6), the required position

analysis is obtained as (3.7) and (3.8).
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Acos(α)−Bsin(α) = C = Rcos(α+ γ) (3.4)

R2 = A2 +B2 (3.5)

γ = tan−1(B/A) (3.6)

φ = g(s) = cos−1

(
s2 − a2 − b2 − d2 + c2√

(2bd)2 + (2ba)2

)
+ tan−1(

a

d
) (3.7)

α = h(s) = cos−1

(
s2 + a2 − b2 + d2√

(2bd)2 + (2ba)2

)
+ tan−1(

a

d
) (3.8)

However in force analysis (3.9) is required which is a derivation of the above analysis.

α(t) = j(φ(t)) (3.9)

After obtaining above equations, speed and acceleration analysis must be done in

order to complete force analysis for a realistic simulation environment.

3.1.2 Velocity And Acceleration Analysis

There exists two kinds of motion; rotational and translational. The motion kind must

taken into consideration while conducting the velocity and acceleration calculations.

However in our system there exist no translational motion. By studying the rotational

motion of the system, velocity and acceleration vectors of φ and α is obtained. Velocity

equations are obtained by Cramer’s Rule by using position analysis.

wφ =
js

bej(α−φ)
(3.10)

wα =
jṡb(ej(φ−α) − ej(α−φ))

−2bsej(α−φ)
(3.11)
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Moreover acceleration equations can be obtained easily by simply taking derivative of

the (3.10) and (3.11).

aφ =
dwφ
dt

(3.12)

aα =
dwα
dt

(3.13)

By putting those analysis into force equations, a complete system analysis could be

obtained.

3.1.3 Force Analysis

Force analysis is required in order to create a simulation environment. As seen in

Fig. 3.3 force is applied to the camera platform from the linear actuator which is the

control input of the system.

Figure 3.3: Diagram of the Planar Head Model.

As a start moments around a certain point and forces in three axis must be zero.

∑
M = 0 (3.14)
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∑
Fx = 0 (3.15)

∑
Fy = 0 (3.16)

∑
Fz = 0 (3.17)

3.1.4 Non-linear State Space Model

The aim of this analysis is to find the φ̈ as a state space variable.

φ̈(t) = [mcamgrsin(φ(t))−Bhead ˙φ(t) + F (t)asin(Γ(t))]
r

mcamr + Icam
(3.18)

Γ(t) = α(t) + 90− φ(t) (3.19)

Γ(t) is the angle of force applied to the head stabilization platform and can be written

in terms of α and φ as (3.19). Moreover, Bhead is the viscous friction at the joint

which connects the stabilization platform to the body of the robot. r is the distance

between the center of mass of the camera and that joint and h is the distance between

the end of the stabilization platform where the force is applied and the center joint.

In equation (3.18) by finding φ̈ in terms of other variables state space of the system

could be obtained where φ̇ and φ are the state space variables.

Moreover, in order to create a realistic simulation of the dynamic head stabilization

platform, motor model must be added. Motor voltage will be the controller output in

the real applications, so the relation between the applied force and the motor voltage

must be derived and added to the model of the system. By adding (3.20) to (3.18) a

more realistic simulation model is created. Where Vm(t) is the motor voltage, Kt is

the force constant and Kb is the back emf constant of the motor. Also note that motor

inductance is neglected in this formula in order to create a fast working simulation

model.
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F (t) =
Vm(t)−Kbṡ

Ra
Kt (3.20)

3.1.5 Linearization of the Model

Although we have a non-linear system, linear controllers are investigated in this study.

Moreover in order to implement a LQR controller linear state space model must be

derived. Second order equations are linearized by using Jacobian linearization method

to find state space matrices as similar to the inverted pendulum model.

φ̈(t) = [mcamgrφ(t)−Bhead ˙φ(t) + F (t)a0.7]
r

mcamr + Icam
(3.21)

˙x(t) = Ax(t) +Bu(t) (3.22)

A =

 0 1

a21 a22

 (3.23)

x(t) =

φ
φ̇

 (3.24)

B =

 0

b2

 (3.25)

a21 =
mcamgr

2

mcamr + Icam
(3.26)

a22 =
−Bheadr

mcamr + Icam
+

KbKtbd

Ra
√
a2 + b2 + d2 − c2 + 2ba

(3.27)

b2 =
hr0.798Kt

(mcamr + Icam)Ra
(3.28)
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After finding the linearized model of the system, control parameters for LQR control

are obtained easily.

3.2 Background on Controller Models

As mentioned at the beginning of this document a linear inverted pendulum and a

planar head model is controlled by using different control strategies and their per-

formances are compared under different experimental scenarios. As a start, a brief

introduction of controllers will be given.

3.2.1 Proportional Integral Derivative Controller

One of the most common controllers used in the literature is PID ( Proportional-

Integral-Derivative) controller. With its simple structure it is also one of the most

general control algorithm that is used in the industry. Many instruments and engi-

neers are using this method daily. Eventhough PID controller is not a new controller

its effectiveness is still valid with comparison to other more developed and complex

techniques.

Figure 3.4: Block diagram of the PID controller in MATLAB Simulink Environment.

A basic representation of PID control is given in Fig. 3.4 PID control basicly takes

the amount of error in the control parameters (angle in our case) and applies input

to the system according to its parameters. KP : position constant , KD: derivative

constant and KI :integral constant are the three parameters of this control. Effects of

increasing these parameters to the mains system response is given in Table 3.2.1.

Textbook version of PID control algorithm can be described as ;
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Table 3.1: Effects of Increasing PID Control Parameters to the Performance of the
System.

Response Rise Time Over-Shoot Settling Time S-S Error

KP Decrease Increase NT Decrease

KI Decrease Increase Increase Eliminates

KD NT Decrease Decrease NT

u(t) = KP e(t) +KD
de(t)

dt
+KI

∫
e(Γ)dΓ (3.29)

3.2.1.1 Proportional Action

In the case of proportional control, equation simplifies to;

u(t) = KP e(t) + ub (3.30)

In just proportional action, control action is directly proportional to the error of the

controlled signal. Proportional action is the fundamental element of the PID control.

Other actions are mainly effects the performance of proportional action.

3.2.1.2 Integral Action

Integral action ensures that the plant output agrees with the set point in steady state.

Usually proportional action, leaves a steady-state error in the control signal. Integral

action provides an increasing effect to the small errors, which changes the control

signal no matter how small the error is. The equation of PI control can be given as ;

u(t) = KP e(t) +KI

∫
e(Γ)dΓ (3.31)

Steady State error is removed when KI has nonzero values. For small values of KI

the response of the system moves slowly towards the reference point. This approach is

faster for larger values of KI . However in this case response becomes more oscillatory.
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3.2.1.3 Derivative Action

Derivative action improves to closed-loop stabilization performance of the controller.

Because of the process dynamics, it will take some time for the controllers output

become noticeable to a sudden change. So the response of the controller can not

reach the speed of input change, this will result unstability. Derivative action in PD

controller basicly, responds to the rate of change of the controlled state. The equation

of PD controller can be given as;

u(t) = KP e(t) +KD
de(t)

dt
(3.32)

3.2.1.4 Filtering the Derivative Action

Although derivative in PID control increases the system performance and response

time significantly, there is a main trade off using this approach. Pure derivative

action has very high gain for high frequency changes. Thus results large changes in

the control output due to that noise. Eventhough the need for filtering in simulation

environment is relatively small, in real experimenting a derivative control without the

filter produces large amplitude noises which becomes the system uncontrollable.

3.2.2 Double Proportional Integral Derivative Controller (PID-PID)

One of the main drawbacks of PID controller is that it can only control one state of the

system. However in our case our pendulum has two states to be controlled, angle and

position of the pendulum. In order to overcome this problems two PID controllers are

used, each of them controlling each state and their output are summed to be applied

to the plant. Fig. 3.5 illustrates the block diagram of PID-PID controller

This controller creates a control signal which is the sum of two PID controllers. They

individually create outputs with respect to error of angle of the pendulum and error of

carts position. With the suitable parameters an effective control can be implemented.

Although PID control algorithms like Zeigler Nicolas Method does not apply in this

case with fine tunning of both parameters in controllers, successful results are obtained.
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Figure 3.5: Block diagram of the PID-PID controller in MATLAB Simulink Environ-
ment.

3.2.3 Linear Quadratic Regulator Controller

The Linear Quadratic Regulator (LQR) is an optimal controller that requires a state-

space linear approximation of the non-linear system but generally has superior per-

formance. LQR measures all states and produces a plant input as a function.LQR

stabilizes the system using full state feedback. Fig. 3.6 shows the schematic of the

LQR controller.

Figure 3.6: Block diagram of the LQR controller in MATLAB Simulink Environment.

Suppose that state space equations of linear time invariant system is ;

˙x(t) = Ax(t) +Bu(t) (3.33)
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y(t) = Cx(t) +Du(t) (3.34)

Performance index of the LQR controller is introduced as follows,where u(t) is input

and x(t) is the state of the system.

J = 1/2

∫ ∞
0

[x(t)Qx(t) + u(t)Ru(t)] dt (3.35)

J must be minimal in order to achieve an optimal control. Q and R denote the

weighting matrix of the state variable and input variable. An optimal control is

dependent on Q and R matrix. However there is no common method in tuning those

parameters. Usually simulation trial and error method is used for arranging the correct

parameters. However note that in order to implement an optimal control an optimal

control input must be found u(t). (3.35) could be written as (3.36).

J = J0 + 1/2

∫ ∞
0

[
(u(t)− u0(t))′R(u(t)− u0(t))

]
d(t) (3.36)

Let P be a symmetric matrix, there exists such relation:

∫ ∞
0

[x′(A′P + PA)x+ 2x′PBu]dt = −x(0)′Px(0) (3.37)

By adding and substrating (3.37) to (3.35), (3.38) is obtained.

J = x(0)′Px(0) +

∫ ∞
0

[x′(A′P + PA+Q)x+ u′Ru+ 2x′(PB +N)u]dt (3.38)

Then the optimal control input which minimizes the cost function J is found as (3.39)

by equating (3.36) and (3.38).

u0 = −R−1(B′P +N ′)x (3.39)

Moreover Q and R have significant effect on the system performance, if R is large than

a smaller input will be applied to stabilize the system. Also if the error in a certain
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state needs to be small, the corresponding column of Q needs to be larger. Also

keeping Q fixed and reducing R; results a decrease in transition time and maximum

overshoot and an increase in rise time and steady state error.

u(t) = −Kx(t) (3.40)

K = R−1(B′P +N ′) (3.41)

The optimal control input is also be found by the help of MATLAB function K =

lqr(A,B,Q,R) where K is the LQR gain of the controller. Where the input is repre-

sented as (3.40).

By increasing the relative weight of the state 1 error gain Q(1, 1), the relative impor-

tance, in the cost function, of the state 1 error is increased and therefore tends to be

minimized more effectively by LQR. This results better tracking in desired state 1.

By increasing the relative weight of the state 2 error gain Q(2, 2), the relative impor-

tance, in the cost function, of the state 2 error is increased and tends to be minimized

more effectively by LQR. This results better regulation around zero of the state 2 .

By increasing the relative weight of the control effort factor R(1, 1), the cost of ap-

plying an input increases, there control effort spent will be reduced. For example, if

the motor voltage comes into saturation, R(1, 1) needs to be increased or Q(1, 1) or

Q(2, 2) reduced in order to decrease the input magnitude.

3.3 Passive Vibration Isolation

Eliminating the effects of external or internal disturbances is the main aim of the

vibration isolation systems. Several approaches are developed on this field through

several years since the wide application area of the subject. Vibration isolation sys-

tems are used in basically every kind of vehicles. For example: cars uses them in

suspension systems, crucial electronics system of planes are protected by vibration

isolators. Moreover a wide range of electromechanical systems like gimbals, stabiliza-
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tion platforms, CNC machines uses isolators in order to decrease the vibration acts

on those systems.

Figure 3.7: Passive Isolation of a Base Platform with Springs [5]

Passive and active vibration isolation are two main approaches to the problem. Pas-

sive vibration isolation is achieved by using structures like springs and dampers or

shock mounts which consumes no external energy. Fig. 3.7 is an example of passive

isolators. On the other hand, active vibration isolation systems uses energy to re-

ject the disturbances acts on the system. Fig. 3.8 is a six degree of freedom active

vibration isolation table which has four linear actuators in the legs of the table. A con-

troller gives actuation commands to the legs of the table so that it remains horizontal

position.

In our study passive isolation will be obtained by using elastomeric vibration isolators

and a head stabilization platform powered by faulhaber’s linear DC motors will succeed

the active isolation.

Elastomers are rubber-like materials that deforms to absorb mechanical energy. Auto-

mobile engines, aircraft components, industrial machinery, and building foundations

used elastomeric isolators for shock and vibration isolation. Since the rubber structure

does show different characteristics under different directions, elastomers are better in

one axis in the sense of isolation. Due to this characteristics four isolators will be

placed at the bottom of the head stabilization platform like Fig. 3.9.

Before installing isolators to the systems the effects of isolation to the system must
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Figure 3.8: Active Isolation with Actuation at the Legs of the Table [3].

be discussed. Behavior of the system changes by adding isolators to the system. And

some constraints merge in order to obtain a stable and effective isolator. Any acting

force or moment on the isolator creates linear or angular displacements which could

cause dynamic coupling in the system and creates undesired movement of the body.

Also natural frequency of the isolators and the body must be taken into consideration

while designing an isolation platform. As close as the natural frequencies get the

chance of dynamic coupling increases.

Dynamic coupling is not desired in stabilization platform. If a system has dynamic

coupling a disturbance is not rejected effectively and also it will create rotary motions.

So the followings must be conditions must be satisfied in order to reduce the dynamic

coupling in the system:

-Isolators must be located on the same plane.

-Center of gravity of the load must be close to the mounting plate of isolators.

-Elastic axes of the isolators must be parallel to the coordinated axis of the system.

-Isolators kinds and locations must be selected in a manner that, stiffness constant must

be proportional to the weight that acts on the system.

By taking those into consideration a passive isolation integration like Fig. 3.9 is

merged. In order to analyze the system stiffness constant and natural frequency of
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Figure 3.9: Passive Isolation with four Isolators Located at the Corners of the Plat-
form.

the system must be found. As shown of the figure, plate has the ability to rotate in y

and z directions. So both stiffness constants Ktθ and Ktϕ must be found in terms of

spring constant and dimensions of the plate.

Ktθ = ka2z (3.42)

Ktϕ = ka2y (3.43)

Morely, rotary natural frequencies must be found by noting Iy and Iz are moment of

inertias of the system around that axes.

wnθ =
√
k/Iyaz (3.44)

wnϕ =
√
k/Izay (3.45)

By adjusting those parameters a suitable passive vibration isolation platform can be

obtained.

In order to determine the desired natural frequency and damping ratio of the passive

34



isolator for our system, several experiments are done with a high speed accelerometer

which has a 10 kHz bandwidth. However there exists a mounted IMU (MicroStarin

3DM-GX1) on the RHex, but it has a bandwidth of 300Hz. So vibrations above this

frequency can not be measured by this inertial measurement unit. So by using a high

speed single axis accelerometer(Dytran 3035B) and its analyzer (HP3560 Dynamic

Signal Analyzer) the vibrations acting on the robots body is obtained. Fig. 3.10

illustrates the vibrations on the system in terms of g force during walking at different

speeds.

Figure 3.10: Acceleration Measurements taken by Dytran 3035B from the RHex Robot
During Locomotion in Time Domain

A frequency domain analysis is useful during these situations, since one can understand

the frequency values of the signal more clearly. Fig. 3.11 clearly indicates the signal

in frequency domain. From figure it is clear that around 200Hz and 1000Hz there

exists high frequency oscillations in the system due to the both motion and structural

integrity of the Rhex. The vibrations in this range must be filtered out from the

system by using a passive isolator.

However passive isolators do not have exact same characteristics as ideal low pass

filters. The mathematical model of a passive isolator is shown in (3.46) where wn is

the natural frequency and ξ is the damping ratio of the isolator.
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Figure 3.11: Acceleration Measurements taken by Dytran 3035B from the RHex Robot
During Locomotion in Frequency Domain

Robot Speed Max RMS

0.3 0.6 g 0.00041 g

0.6 1.0 g 0.00098 g

0.9 1.9 g 0.00260 g
Table 3.2: Linear Acceleration with Different Robot Speeds.

H(s) =
2sξwn + w2

n

s2 + 2sξwn + w2
n

(3.46)

Bode plot of a typical passive isolation filter is shown in Fig. 3.12. While wn selec-

tion effects the cutoff frequency of the filter, xi changes the filter reponse as seen in

Fig. 3.12. With an incorrect damping ratio selection the frequency which is desired

to be filtered out, can be amplified instead since with lower damping ratio gain of the

filter increases above unity in a certain location.

As explained, robots body movements during legged locomotion is measured by using

sensors at different robot speeds. And those movements are tried to be canceled out

by using a head stabilization platform. However the high frequency disturbances in

the robot body is elliminated by using a passive vibration isolator. Fig. 3.13 shows

the results of the robot body motions with and without a passive isolator in FFT. It

is clear that passive vibration isolator works as predicted and residual high frequency
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Figure 3.12: Bode Plot of Passive Isolation Filter with Different Damping Ratios

disturbances are much lower.

Figure 3.13: Passive Isolation with four Isolators Located at the Corners of the Plat-
form.
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CHAPTER 4

EXPERIMENTAL SETUP

In order to prove the concepts that are been discussed, characteristics of controllers

with different models are be tested. Proposed controllers, PID and LQR are applied

to a planar inverted pendulum and the head stabilization model.

This chapter includes the details of the proposed software and hardware design. Firstly

mathematical models of those platforms are simulated on MATLAB by using simulink.

Then hardware setups are mentioned in detail.

4.1 Introduction

Eventhough main purpose of this paper is to implement and compare both PID and

LQR controllers in the head stabilization platform, similarities of head model and

planar inverted pendulum encourages us to try the proposed algorithms firstly in

planar inverted pendulum. There are several motivations behind this action.

As a start inverted pendulum in production sense, pendulum is more straight for-

ward compared to a head stabilization platform. So by producing and obtaining

and inverted pendulum setup, we can convert our theoretical discussions into a real

world application with a convenient hardware. Also a precisely manufactured inverted

pendulum setup is purchased from Quanser Company in Canada for a new student

laboratory in Electrics and Electronics Department in METU. And theoretical ideas

are also tested on that platform. Moreover in order to produce an effective head stabi-

lization platform, many different ideas are discussed. As discussed in Chapter 2 part

of the thesis, several ideas about this topic suggests a gimbal mechanism like Fig. 4.1
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to overcome this problem.

Figure 4.1: A Typical Three Axis Gimbal Mechanism Used in Camera Stabilization[4].

After some series of discussion and many researches about this problem, idea of a

stewart-platform like head stabilization platform merges. However in classical stewart

platform there are six actuators to control the base platform. But in our case 3 small

linear DC motors will power the platform in order to have to ability of yaw,roll and

pitch movement. Because of the complexity of this three axis stabilization platform,

a basic one axis stabilization platform Fig. 3.2, which has one actuator and capable

of stabilizing only one axis, is studied as a start for the study. The experience gained

from the planar head stabilization platform will guide the final research on the three

axis platform which will have a design like Fig. 4.2.

4.2 Linear Actuated Planar Head Model

Eventhough inverted pendulum system is investigated first due to the similarities of

head stabilization platform, purpose of the study is to design a head stabilization

platform that can reject disturbances caused by our six-legged robot Rhex in order to

reduce motion blur and aid other image processing algorithms. Those disturbances will

have all; yaw,pitch and roll nature, but as a start one axis head stabilization platform

is designed and anaylzed before carrying on the research in three axis disturbance

rejection.
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Figure 4.2: Three Axis Head Stabilization Platform designed for Rhex in Solidworks.

4.2.1 Simulation Model

As a start simulation the model is created by using MATLAB simulink from the

calculations in Chapter 3. The state space model is used in order to implement the

simulation model. In this model system input is the force applied to the camera

stabilization platform and outputs are the φ and rate of change of φ. However while

creating the plant model s is also given as an output for the use of motor model.

Schematic of the head simulation model is given in Fig. 4.3. Voltage is applied to the

motor as an input from the controller and motor gives force as an output which is

used as an input to the head model.

Figure 4.3: Simulation of Head Model.

The simulink model of the system is shown in Fig. 4.4. Main difference between

traditional dc motored system is the usage of linear dc motor. In traditional DC

motor modeling back Emf is caused by the angular movement of the rotor of the

motor. However in our case there only exists translational motion. Therefore back

emf is caused by the linear velocity of the motor shaft as seen in Fig. 4.4.
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Figure 4.4: Flowchart of the Head Model Stabilization Model.

4.2.2 Actual Setup

The actual one-axis camera stabilization platform will like Fig. 4.5. Camera will be

mounted at the top of the platform while the base will be fixed to the robot base.

Linear motor can rotate the camera platform around at the center of it by applying

force to the edge of the platform.

Figure 4.5: 3D Schematic of Linear Planar Head Model.

Motors are linear DC motors that are bought from faulhaber, also motor controllers

are selected for this motor which will give us the ability to position and speed control

as extra features. During simulations the actual motor parameters of faulhaber motors

are used while performance of the system is being tested. And a detailed performance
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comparison is given with using different motors.

4.3 Performance Measures

Different experiments are conducted in order to compare the performances of con-

trollers in head stabilization setup. Step responses of the head/camera stabilization

platform for the angular velocity is investigated. Comparison is done in the scope

of rise-time, maximum overshoot , settling time and steady state error. Also sinu-

soidal tracking ability of the system is investigated and the specific signal tracking,

which is taken from the real life experiments of robot SensoRHex by using an inertial

measurement unit, during locomotion is given as a reference signal.

Also head model is studied and comparison of PID and LQR controller is done in

the scope of performance measures. Moreover, a comparative tracking ability of head

model is tested by using real experimental signals as a reference.

Figure 4.6: Graphic Illustration of Performance Measures.
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CHAPTER 5

COMPARATIVE EXPERIMENTS WITH HEAD

MODEL

In the scope of those teorical data a planar head stabilization model is designed and

controlled with using two different control algorithms. And in different experimental

scenarios a comparative evaluation of those control structures in a head stabilization

platform is discussed. By using the model of the designed platform Fig. 5.1, different

responses of the system is investigated by using PID and LQR control.

Figure 5.1: Illustration of Linear Planar Head Model Designed in SolidWorks.

The main motivation at the beginning of the study is to reduce the amount of motion

blur on the image data taken from the robot, which occurs due to the rotational veloc-

ity of SensoRHex. Reducing the motion blur will increase the performance of image
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processing algorithms. A head stabilization platform which controls and stabilizes

the angular velocity is designed for this task. However also angular position of the

stabilization platform could be taken under control but with a less weight.

After obtaining the step response of the system, tracking ability of the system is tested

by applying first a sinusoidal signal as a reference and than the real experimental

data obtained from an inertial measurement sensor mounted on the robot during

locomotion.

Figure 5.2: PID Control Block Diagram with Head Stabilization Model in MATLAB.

Figure 5.3: LQR Control Block Diagram with Head Stabilization Model in MATLAB.

Fig. 5.2 and Fig. 5.3 illustrates the control block diagrams of the head model with

PID and LQR control sequentially in MATLAB Simulink environment. By using those

control structures, a comparative evaluation of PID and LQR controllers in real life

experimental conditions, is conducted in different experimental conditions.

5.1 Response to an Initial Non-Zero Angular Velocity

Before analyzing the system response with more realistic signals, the step response

of the system to a non-zero initial angular velocity is obtained with two different

controllers. Also their performances are compared in terms of performance measures.
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Figure 5.4: Non Filtered Angular Velocity of Pitch Axis with Different Robot Speeds

With different initial angular velocities different experiments are done and controllers

effects on stabilizing the system is obtained. Since we are planning to stabilize move-

ments of the robot base due to locomotion, the step response of certain angular velocity

is investigated in the scope of the measurements taken from the experiments on Sen-

soRHex. While experimenting during the measurement of the angular velocity and

acceleration, the maximum amount of change in the angular velocity is decided as

120degree/s as seen from Fig. 5.4. And simulations are conducted at the light of this

data, three different results are obtained with initial non-zero velocities 60degree/s,

90degree/s and 120degree/s which are similar to the maximum amount of angular

velocity change during three different experiments at different robot speeds.

Fig. 5.5 and Fig. 5.6 shows the angular step response of PID and LQR controller

separately. Although LQR is a state space controller capable of controlling multiple

states, weight of angular position is selected to zero in order to make an accurate

comparison with the performance of PID control which only controls the system by

the error in the angular velocity of the head model. It is clear that while angular
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Figure 5.5: PID Control Step Response with a reference signal 60 degree/s.

velocity is setting to zero by the controllers, the angle of the head model remains

constant.

However Fig. 5.7 is the response of the head model with LQR controller which has a

1/10 weight ratio of the states. This means that LQR controller tries to sets also the

angle of the head model to zero while trying to balance the angular velocity. From

Fig. 5.7 clearly illustrates this effect. Although by this approach, one can control over

both states of the system, stabilizing performance of angular velocity is decreased as

compared to Fig. 5.5 and Fig. 5.6.

In addition Fig. 5.8 and Fig. 5.9 are the step response of the system while angular

velocity is set to 90 and 120 degrees/s which corresponds to the maximum amount of

angular velocity change in the body of the Rhex with different experiments. Table 5.1

is prepared using the data in Fig. 5.5 and Fig. 5.6. In addition Table 5.1 uses data in

Fig. 5.8.

However there is one crucial situation that can lock the system totally, and the force

applied become obsolete. In a certain angle the force applied to the system will be
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Figure 5.6: LQR Control Step Response with a reference signal 60 degree/s.

Table 5.1: Comparison of Angular Velocity Step Response of Controllers in 60deg/s
as a Initial Condition.

Controller Rt Over-Shoot St S-S

PID 0.395 s 0 deg/s 0.636 s 0 deg/s

LQR 0.395 s 0 deg/s 0.636 s 0 deg/s

directed to the center of the shaft and this will results zero rotational force around

that axis. Thus, effect of the actuator to the system become almost negligible. So

limits of the control algorithm arises from this constraint. From geometric calculation

the interval for the angle is found as +25 and -155 or to be more realistic, +25 -25

degrees could be considered as the limit of the system, above this range controller will

fail due to geometric constraints.

However, although the proposed algorithm seems to be sufficient for this problem,

it has drawbacks in terms of stabilizing the angle of the platform. So during the

stabilization of the actual head stabilization platform angle of the platform must also

be controlled with a lower weight with respect to the angular velocity.

Tunning of both controllers are one intuitively, since the effects of all the parameters
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Figure 5.7: LQR Control Step Response with a reference signal 60 degree/s with a
1/10 Weight Ratio.

Table 5.2: Comparison of Angular Velocity Step Response of Controllers in 90 deg/s
as a Initial Condition.

Controller Rt Over-Shoot St S-S

PID 0.395 s 0 deg/s 0.487 s 0.5 deg/s

LQR 0.395 s 0 deg/s 0.446 s 0.5 deg/s

are known to the controller performance fine tuning is achieved. However as an initial

step for PID controller Zeigler-Nicolas method is used in order to obtain the rough

PID parameters and for LQR control a special MATLAB function is used in order

to obtain the optimized gain for the controller and by using trial and error method

suitable Q and R parameters are selected.
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Figure 5.8: Controllers Step Response with a reference signal 90 degree/s.

Figure 5.9: Controllers Step Response with a reference signal 120 degree/s.

49



5.2 Tracking Sinusoidal Signal

Before testing the system with the actual experimental data, sinusoidal signals with

the similar amplitude and frequency as the experiments which are done at three differ-

ent velocities of our robot SensoRHex is tested as a tracking reference. Investigating

the performance of the controllers with a virtual φ̇ signal will gives clues about the

characteristic behavior of our system under oscillations occurs in the robots body.

Amplitudes and frequencies of those signals are be decided by investigating experi-

mental data and illustrated in Table 5.3. Since the main parameter that is aimed to

be controlled is the angular velocity, two different approaches are tried in stabilizing

the oscillations in angular velocity.

Figure 5.10: Tracking of Sinusoidal Signal with an Amplitude of 30 deg/s which
Corresponds to the Maximum Angular Velocity Change of Rhex Signal with Robot
Speed Set to 0.3.

Angular velocity is selected as a reference and tracking ability of controller by using

φ̇ as a reference is discussed. Fig. 5.10 and Fig. 5.12 shows the tracking performance

of PID and LQR controller when a sinusoidal signal is applied which represents the

SensoRHex experiment with speed set to 0.3 and 0.6. Also the error in tracking the

sinusoidal reference is shown in Fig. 5.11 and Fig. 5.13 it is clear that residual oscilla-

tions in the robot body remains in tolerable amplitudes with a steady characteristics.

In both cases, the amplitude of error signal is given in Table 5.2. Since those systems
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Figure 5.11: Error in Tracking of Sinusoidal Signal with an Amplitude of 30 deg/s
which Corresponds to the Maximum Angular Velocity Change of Rhex Signal with
Robot Speed Set to 0.3.

Table 5.3: Experimental Oscillations Values of Robot Base at Different Robot Speed.

Robot Speed Oscillation Period Oscillation Amplitude(peak to peak)

0.3 1.827s 60 degree/s

0.6 1.108s 90 degree/s

0.9 0.656s 120 degree/s

are able to track the signal with that amplitude, both controller failed while trying

to track a virtual φ̇ which has similar amplitude and frequency as the experiment at

velocity is set to 0.9.

However both controllers can not manage to track the sinusoidal signal which corre-

sponds to the experiment with the highest robot speed. So at this velocity level of

the robot, success rate of the controller could be assumed to be low.

Robot Speed Error in PID Error in LQR

0.3 0.25 degree/s 0.2 degree/s

0.6 0.6 degree/s 0.5 degree/s

0.9 FAIL FAIL
Table 5.4: Errors Amplitude in Tracking the Sinusoidal Signal at Different Robot
Speed.

51



Figure 5.12: Tracking of Sinusoidal Signal with an Amplitude of 45 deg/s which
Corresponds to the Maximum Angular Velocity Change of Rhex Signal with Robot
Speed Set to 0.6.

Figure 5.13: Error in Tracking of Sinusoidal Signal with an Amplitude of 45 deg/s
which Corresponds to the Maximum Angular Velocity Change of Rhex Signal with
Robot Speed Set to 0.6.
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5.3 Tracking the Angular Movement of Rhex

Main motivation behind this study is to design a head stabilization platform for our

robot SensoRHex, so that the effect of angular disturbances due to the legged loco-

motion of the robot must be minimized. This results performance increase in image

processing algorithms since the main load of the head stabilization platform will be a

camera.

Figure 5.14: Microstrain Inertial Measurement Unit used to Obtain Angular Velocity
and Acceleration in Rhex Robot.

In order to design a platform as mentioned first of all the angular disturbances must

be investigated during robot motion. Several experiments are conducted and an-

gular motion data is taken by using MicroStrain 3DM-GX1 inertial measurement

unit(Fig. 5.14). Three experimental data arrays are obtained from those trials with

different forward velocities. Those experiments are conducted at robot speed set to

0.3, 0.6 and 0.9.

Fig. 5.15 is the velocity data taken from the IMU sensor during the motion of the

robot when the speed of the robot is set to 0.3. As expected the maximum change

occurs in pitch axis. Since our head/camera stabilization platform is a planar version

which is capable of canceling the disturbances occurs in only one axis, the changes in

the pitch axis is selected and performance of controllers are tested by using the pitch

axis signal.
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Figure 5.15: Velocity Graph of All Axis.

Starting point of this study was the need of increasing the image data quality taken

from the camera which is mounted on the robots body. Due to non-ideal practical

issues, like motion blur, performance of image processing algorithms are decreased.

A hardware solution is proposed as a head stabilization platform for this problem.

Also, because the origin of this problem is caused by the changes in angular velocity,

aim of this study is focused on stabilizing the angular velocity of the head platform.

Experiments are conducted with our robot Rhex and angular velocity and angular

acceleration data are obtained by using an IMU sensor at three different robot speeds.

Fig. 5.17 shows the picture of sensors mounted on the robot. Fig. 5.16 illustrates the

angular velocity in pitch axis measured on Rhex during locomotion with the speed set

to 3. Since there will be a passive isolation system at the bottom of the stabilization

platform, red lines in Fig. 5.16 shows the angular velocity of the stabilization platform

after passive isolation is applied where blue graph shows the row velocity data.

Angular velocities at the robot body due to locomotion at different speeds is given in

Fig. 5.18 after passive isolation. The effect of passive isolation could be clearly seen

with comparing Fig. 5.18 and Fig. 5.4, where filtered and non-filtered angular velocity
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Figure 5.16: Angular Velocity of Pitch Axis with Robot Speed set to 3 with and
without Passive Isolation.

values are illustrated. This section presents results of controlling directly the angular

velocity of the robot with PID and LQR controllers with three different motor, M1270,

M2070 and an ideal Motor. Comparative results for all three experiments are given in

Fig. 5.19 , Fig. 5.21 and Fig. 5.21 for M1270. Since M2070 is a more powerful motor,

better results are obtained in Fig. 5.25 , Fig. 5.27 and Fig. 5.27.

Moreover angular velocity errors of controller while tracking the experimental signals

are given in Fig. 5.20, Fig. 5.22 and Fig. 5.24 and Fig. 5.26, Fig. 5.28 and Fig. 5.30 for

both motors. Since those motors have certain peak force values as the control effort

increases above their maximum force values saturation occurs. However ideal motor is

free from this case and angular velocity error during experiments with different speed

of our robot is given in Fig. 5.31, Fig. 5.32 and Fig. 5.33. In addition Table 5.3 shows

the value of maximum error in angular velocity in all cases.

Simulations with an ideal motor shows us that, although controller are able, distur-

bance rejection capability of the system is limited by the motor type. Also in the case

where the robot speed is set to 0.9, the disturbance cancellation results are unsuccess-
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Figure 5.17: Locations of Inertial Measurement Unit and Camera on RHex.

Table 5.5: Maximum and Average Amplitude Errors (degree/s) in Tracking the Ex-
perimental Signals Taken From Rhex with IMU during locomotion at Different Robot
Speeds.

Motor Type Vel. Set to 0.3 Vel. Set to 0.6 Vel. Set to 0.9

M1270 max = 20 / av = 1.61 max = 25 / av = 3.27 max = 40 / av = 12.97

M2070 max = 4 / av = 0.37 max = 10 / av = 0.63 max = 30 / av = 5.30

Mideal max = 2/ av = 0.37 max = 4 / av = 0.49 max = 5 / av = 1.04

ful as predicted in Section 5.2. Also from Table 5.3 it is clear that both motors can

cancel out disturbances occurs when robot speed is set to 0.3 and 0.6 however at the

highest robot speed, peak force values of the motors are exceeded in order to manage

effective stabilization. The main reason behind the result with the ideal motor case is

that the assumption of infinity peak force value.
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Figure 5.18: Angular Velocities of the Robot Body in Three Different Robot Speed.

Figure 5.19: Tracking of Experimental Angular Velocity with the Robot Speed Set to
0.3 with Linear DC motor M1270.
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Figure 5.20: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.3 with Linear DC motor M1270.

Figure 5.21: Tracking of Experimental Angular Velocity with the Robot Speed Set to
0.6 with Linear DC motor M1270.
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Figure 5.22: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.6 with Linear DC motor M1270.

Figure 5.23: Tracking of Experimental Angular Velocity with the Robot Speed Set to
0.9 with Linear DC motor M1270.
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Figure 5.24: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.9 with Linear DC motor M1270 .

Figure 5.25: Tracking of Experimental Angular Velocity with the Robot Speed Set to
0.3 with Linear DC motor M2070.
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Figure 5.26: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.3 with Linear DC motor M2070.

Figure 5.27: Tracking of Experimental Angular Velocity with the Robot Speed Set to
0.6 with Linear DC motor M2070.
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Figure 5.28: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.6 with Linear DC motor M2070.

Figure 5.29: Tracking of Experimental Angular Velocity with the Robot Speed Set to
0.9 with Linear DC motor M2070.
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Figure 5.30: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.9 with Linear DC motor M2070.

Figure 5.31: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.3 with an ideal motor.
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Figure 5.32: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.6 with an ideal motor.

Figure 5.33: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.9 with an ideal motor.
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5.4 Performance Evaluation with Different Motors

From the above discussions, the case when the control parameter is selected as the

angular velocity. However it is noted that a weight comparatively small with the veloc-

ity must be given to the angle of the pendulum. Also the most important parameter

that effects the controller performance is the motor selection. In the head stabiliza-

tion platform a Faulhaber linear DC motor will be used Fig. 5.34. However there

exists three different motors with all different parameters. As the motors maximum

peak force increases the disturbance cancellation performance of the model increases

significantly. But as a trade of motors size,weight and power consumption increases

proportionally. Table 5.6 summarizes some important parameters of the motors.

Figure 5.34: Faulhaber Linear DC Motor Used in Head Stabilization Platform

With a set of different control parameters simulations with those motors models are

conducted in order to determine the most suitable one. So results with LM0830,

LM1247 and LM2070 are given comparatively and their feasibility in head stabilization

platform is discussed.

In an ideal motor peak force is assumed to be infinity, which means that as the voltage

applied to the motor increases, the produced force will also have the same tendency.

However in real life application, motors can not exceed their peak force value. Also if

a motor produces its peak force for a certain amount of time due to the temperature

rise in the motor core, permanent damage could occur in the motor. So this incident

must also be taken in to consideration during the motor selection.
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Table 5.6: Parameters of Different Faulhaber Linear DC Motors.

Motor Type Cont. Force Peak Force Peak Current Force Constant Length Weight

LM0830 1.03 N 2.74 N 1.41 A 1.94 N/A 27 mm 17 g

LM1247 3.6 N 10.7 N 1.66 A 6.43 N/A 46.8 mm 82 g

LM2070 9.2 N 27.6 N 2.37 A 11.64 N/A 70 mm 388 g

Figure 5.35: Summation of Mean Squared Error with Different Control Parameters R
for All Kinds of Faulhaber Motors During Robot Locomotion Velocity Set to 0.3

It obvious that as the amount of the force applied to the system increases the con-

trollers performance will increase however since every motor can produce a certain

amount of maximum torque. Force saturation will occur when the controller asks

for a force output greater than the peak value of that motor. This saturations re-

sults nonlinearities in control, which will limit the control performance. At Fig. 5.35,

Fig. 5.36 and Fig. 5.37 this effect is observed clearly for all experimental angular ve-

locity values measured from our robot RHex. Those figures shows the summation of

rms error for a certain R value in LQR control for three different motors which have

Table 5.7: Summation of RMS Error in Angular Velocity in terms of degrees*10−4

During Robot Locomotion Velocity Set to 0.3

Motor Type R = 10−1 R = 10−3 R = 10−4 R = 10−5 R = 10−6 R = 10−8 PID

LM0830 5.58 5.13 5.10 5.07 5.11 5.12 5.10

LM1247 4.39 1.20 0.842 0.781 0.811 0.830 0.822

LM2070 2.67 0.117 0.052 0.139 0.148 0.160 0.130
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Figure 5.36: Summation of Mean Squared Error with Different Control Parameters R
for All Kinds of Faulhaber Motors During Robot Locomotion Velocity Set to 0.6

Table 5.8: Summation of Mean Squared Error in Angular Velocity in terms of
degrees*10−4 During Robot Locomotion Velocity Set to 0.6

Motor Type R = 10−1 R = 10−3 R = 10−5 R = 10−6 R = 10−8 PID

LM0830 3.82 3.80 3.80 3.80 3.80 3.80

LM1247 3.64 2.93 2.73 2.69 2.69 2.70

LM2070 3.27 1.51 1.01 0.98 1.01 1.04

different maximum peak values. As R decreases the control effort increases directly

in LQR controller. However in PID control there exist no such direct relation with

the control parameter and the control effort. So LQR control is most suitable for

this comparison. It is expected that as R decreases the summation of rms error will

decrease also. However since force saturation occurs after a certain point, despite an

decrease in R do not results any performance increase.

In Table 5.7, Table 5.8 and Table 5.9 the values of summation error for different

Table 5.9: Summation of Mean Squared Error in Angular Velocity in terms of
degrees*10−4 During Robot Locomotion Velocity Set to 0.9

Motor Type R = 10−1 R = 10−3 R = 10−5 R = 10−6 R = 10−8 PID

LM0830 8.71 8.75 8.75 8.75 8.74 8.72

LM1247 8.04 8.08 8.09 8.09 8.09 8.09

LM2070 7.02 6.00 5.75 5.71 5.74 5.67
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Figure 5.37: Summation of Mean Squared Error with Different Control Parameters R
for All Kinds of Faulhaber Motors During Robot Locomotion Velocity Set to 0.9

control parameters for different motor types are given. From those values one can also

observe that after a certain R value, there is no change in the summation of error. The

effect of saturation in the motor force is observed by investigating the gray shaded

sections in Table 5.7. Fig. 5.38 and Fig. 5.40 shows the angular velocity error while

Fig. 5.39 and Fig. 5.41 are the force output at those experiments. Force saturation,

which limits the controller performance is clear when R is small.

Figure 5.38: Angular Velocity Error with Different Control Parameters R for M1247
Faulhaber Linear Motor During Robot Locomotion Velocity Set to 3

However results with bigger motor M2070 is much more superior than M1247, dimen-
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Figure 5.39: Force Output of M1247 Faulhaber Linear Motor During Robot Locomo-
tion Velocity Set to 0.3 with Different Control Parameters R

sion and weight of bigger motor is a problem. If both motors are evaluated in terms of

weight there is 300g difference between them. Since the platform will be mounted on

robot RHex this amount of weight could decrease the locomotion performance of our

robot when it is considered that the actual three axes head stabilization platform will

consists of three motors. So from above discussions M1247 is considered as a more

suitable for our system.

Also using a motor in its peak force value for a certain amount of time could damage

the motor permanently, so while choosing the control parameters, the duration of

applied peak force must be taken into consideration. And due to the trade of between

the performance of the system and risk of permanent damage in the motor, a lesser

control input which results more angular velocity error could be selected for the sake

of the motor.

69



Figure 5.40: Angular Velocity Error with Different Control Parameters R for M2070
Faulhaber Linear Motor During Robot Locomotion Velocity Set to 3

Figure 5.41: Force Output of M2070 Faulhaber Linear Motor During Robot Locomo-
tion Velocity Set to 0.3 with Different Control Parameters R
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5.5 Relation Between Motion Blur and Robot Motion

As mentioned though the thesis, main motivation behind this study is to implement

a camera stabilization platform for our robot Rhex, which cancels outs the angular

disturbances due to the legged locomotion. This stabilization platform will increase

the image processing algorithms that are running on the SensoRHex by reducing the

motion blur. As illustrated in Fig. 5.42 the relation between controller and the angular

velocity (1), is derived in this section. Moreover the relation between the motion blur

and the feature detection failure in edge,corner and sift algorithms (2) are derived in

the thesis of another member of our ROLAB(Robotics Labrotory Group in METU

EE) [43]. By roughly estimating the relation between the angular velocity and motion

blur (3), we can have more insight about the effect of controlling the angular velocity

in image processing algorithms.

Figure 5.42: Relation Diagram of Controller Angular Velocity Motion Blur and Fea-
ture Detection.

Figure 5.43: Pin Hole Camera Model.

By taking the pinhole camera model into consideration as Fig. 5.43, the relation be-

tween the angular velocity and motion blur in terms of pixels are derived. Moreover
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Table 5.10: Maximum and Minimum Amount of Motion Blur in term of Pixels for an
angular velocity of 1 degree/s with a shutter speed of 1/60 s

Angular Velocity Minimum Motion Blur Maximum Motion Blur

1 degree/s 0.38 pixels 0.40 pixels

Table 5.11: Maximum and Minimum Amount of Motion Blur in term of Pixels for
an angular velocity of 1 degree/s with a shutter speed of 1/60 s with Linear Motor
M1247

Robot Speed Max. Error Motion Blur Abs. Average Error Average Motion Blur

Set to 0.3 20 degree/s 7.6 pixels 2.09 degree/s 0.836 pixels

Set to 0.6 25 degree/s 9.5 pixels 3.65 degree/s 1.46 pixels

Set to 0.9 40 degree/s 15.2 pixels 13.1 degree/s 5.24 pixels

camera intrinsic parameters are used for this calculation which are derived experi-

mentally by using camera calibration algorithms. Experimental focal length of the

Flea 2 camera is found ad 9.731 mm, where a pixel has the dimensions of 7.4x7.4

micrometers. And by estimating the shutter speed of the camera to 1/60 s and the

distance between the object and the robot will be 5m, the minimum and maximum

amount of occurred motion blur is approximated as 0.38 and 0.40 pixels as seen from

Table 5.10.

By combining the knowledge with the thesis study, motion blur during the locomotion

of Rhex at different speeds could be estimated. Table 5.11 and Table 5.12 shows the

predicted motion blur in terms of pixels during locomotion while Flea2 is used as

the camera. Also from this results one can conclude that in order to obtain qualified

image data, images must be taken at most when robot speed is set to 0.6.

Table 5.12: Maximum and Minimum Amount of Motion Blur in term of Pixels for
an angular velocity of 1 degree/s with a shutter speed of 1/60 s with Linear Motor
M2070

Robot Speed Max. Error Motion Blur Abs. Average Error Average Motion Blur

Set to 0.3 4 degree/s 1.6 pixels 0.37 degree/s 0.148 pixels

Set to 0.6 10 degree/s 4 pixels 0.63 degree/s 0.252 pixels

Set to 0.9 30 degree/s 12 pixels 5.30 degree/s 2.12 pixels
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5.6 Additional Conditions Effects the Performance

Note that main motivation behind this study is the improve the image quality taken

from our robot Rhex. In order to achieve this task the design of a single axis distur-

bance cancellation platform is investigated in this study which is a preliminary work

for a three axis head or camera stabilization platform. During this study results shows

that as the locomotion speed of the robot increases angular velocity disturbances

increases significantly which results the demand of a higher control effort.

Figure 5.44: Flea 2 Camera Mounted on SensoRHex

However shutter speed parameter of the camera is directly proportional to the motion

blur concept. If the shutter speed is in millisecond scale the motion blur an the

image will be negligible but it the shutter speed is set to once second, camera must

stay stabilize during that one second in order to obtain a qualified image data. As

Fig. 5.44 illustrated the camera on the SensoRHex is a Flea 2 which has a shutter

speed variable between 0.02ms to 10s.

In addition, the illumination of light in the environment effects directly the perfor-

mance of the camera in terms of the need of shutter speed, in a brighter area shutter

speed could be lower with compared to a darker area, in order to obtain the same

image quality. So in darker places control effort must be higher due to high shutter

speed. The above mentioned phenomenons are illustrated in Fig. 5.45 graphically.
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Figure 5.45: Graphic Illustration of the Relation Between Robot Speed and Illumina-
tion Intensity to Control Effort

Table 5.13: Effect of sampling period to the controller performance

Sampling Period Absolute Average Error

20 ms 4.59 degree

2 ms 1.34 degree

0.2 ms 1.14 degree

0.02 ms 0.16 degree

Moreover the sampling period of the controller is a crucial parameter which effects

the performance. During this study the sampling period of the controller is selected

as 200Hz which could be achieved by an advanced micro controller. However as

the sampling period decreases a significant increase in the stabilizing performance

is observed. Table 5.6 illustrates the effect of sampling period when controller is

stabilizing the angular movements of SensoRHex at robot speed is set to 3 with the

motor M1247.

Actuator mounting angle (α) directly effects the applied force to the camera plat-

form since there is a trigonometric relation between. As seen in Fig. 5.46, it is more

clear that as the mounting angle decreases, the effect of applied force is reduced ex-

ponentially. So during hardware design, in the light of this parameter the mounting

angle is tried to be selected as small as possible within mechanical constraints. Also

Table 5.6 illustrates this phenomenon numerically.
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Figure 5.46: Graphic Illustration of the actuator mounting

Table 5.14: Effect of mounting angle of the actuator to the controller performance

Mounting Angle Absolute Average Error

170 degree 1.23 degree

125 degree 2.59 degree

110 degree 3.87 degree
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5.7 Discussion

This chapter gives the detailed analysis of the head or camera stabilization model with

several conditions. Both PID and LQR controller are implemented in order to track

the disturbance signals where sinusoidal and real life experimental angular velocity

data measures on the SensoRHex during locomotion is used. In it concluded that if

the controller can track a signal successfully than it can reject those signals when they

are applied as disturbance to the system. Moreover both controllers give successful

results.

Then the effect of motor selection and parameter selection is mentioned at this stage.

Results clearly shows that as the peak force output of the motor increases the control

performance of the system increases. And also since as the robot speed increases the

oscillations on the body increases, control becomes more difficult.

So usage of linear DC motor M2070 will absolutely increase the disturbance rejection

performance of the system an will result much less motion blur in the image. However

the size, weight and power consumption of that motor is relatively high. On the other

hand M1247 gives acceptable results while speed of the robot is set to 3 and 6. So

during the usage of the image processing data speed of the robot could be decreased.

Moreover if the angular error figures are analyzed, it is obvious that angular velocity

peak occurs at the instance when the leg of the robot touches to the ground, other

than this movement angular velocity error is relatively very low. As seen in Fig. 5.47

which is the performance of the M1247 motor during the locomotion of the robot

when the speed is set to 3, dotted points represents the high peak error when the

leg of the robot touches to the ground. Since our shutter speed will be around 1/60

many image datas could be taken between those dotted areas. So by measuring the

residual angular velocity of the upper platform the the head model, and implementing

a controllable image obtaining system or by simply neglecting the image data taken at

the instance above a certain residual angular velocity a much better image processing

performance could be obtained.
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Figure 5.47: Error in Tracking of Experimental Angular Position with the Robot
Speed Set to 0.3 with Linear DC motor M1247 with Peak Errors are Marked.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

Main motivation behind this study is to design a head stabilization platform which

can cancel the oscillations in the body occurred due to the legged motion of our robot

SensoRHex. Angular velocity changes on the robot body cause non-ideal results in

sensors especially in the camera. Motion blur during the locomotion, effects the

feature detection performance of image processing algorithms occurs as a results of

this motion. Although those oscillations presents in all axis, roll, yaw and pitch.

A planar head stabilization system which is capable of controlling only one axis is

designed, in order to solve the problem in a simpler architecture. Thus, modifications

and improvements could be made at the next version of head stabilization platform.

In order to implement an effective head stabilization platform both PID and LQR

controllers are tested and compared in terms of their performances.

Three experiments are done by the SensoRHex robot at different speeds, angular ve-

locity and acceleration changes of the robots body is measured by using an IMU.

Performance of controllers with those signals are observed by giving the angular ve-

locity as a reference to the platform and tracking ability is observed since if a system

is able to track the state changes, it can cancel out those signals when they act as

disturbance to the system.

Moreover, simulations of head stabilization platform with PID and LQR controllers

are conducted in order to obtain responses at different conditions. Finally real ex-

perimental signals obtained from IMU at different experiments, are given to the head

stabilization model as a reference and tracking ability of those controllers are ob-

served. Although the main purpose of the study is to cancel the oscillations happens
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on the angular velocity of the robot body, angle of the stabilization platform will be

controlled with a less weight in the future.

Also effect of motor selection to the performance of the disturbance cancellation al-

gorithm is purposed. And results with different motors during different robot speed

are discussed. Moreover effects of different parameters like, sampling time, shuttle

speed, illumination density and mounting angle of the actuator is observed in terms

of controlling performance and motion blur in the received image data is discussed.

Results clearly shows that both controllers are successfully able to track the exper-

imental data obtained during SensoRHex tests. Although their performances show

great similarities an engineer must take more different parameters into consideration.

LQR control requires the knowledge of the linearized state space model of the system

in order to create the control parameters, on the other hand PID control does not re-

quire such things. So implementing a robust PID control is much simpler and requires

less computational need than LQR controller, which could be considered as one of the

reasons PID control still dominates the industry in spite of the fact that much more

complex control algorithms are available. On the other hand one has the control over

weight of the controller parameters as well as the control effort separately in the LQR

controller.

Simulations with data measured on the robot during locomotion with different speed

show that at the highest robot speed disturbance cancellation algorithms can not work

as successful as the other speeds. So during image retrieving lowering the locomotion

speed of the robot is recommended as a result of this study. Also by measuring the

residual angular velocity at the top of the head platform in other words at the camera,

one can simply reject the image data taken when there exists a disturbance which is

higher than a certain value. By following those results a significant improvement in

the image processing algorithms is suggested.

Since the manufacturing process of the planar head stabilization platform is still in

progress, only simulation tests could be conducted at this study. But at the end of

2011 the hardware platform is planned to be completed. Then hardware test of this

platform will be conducted initially. Also the design of a three axis head stabiliza-

tion platform is almost complete and ready for manufacturing. While testing the
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planar head stabilization model, tests will also be conducted on a three axis platform

simultaneously.

In addition at this study only traditional control methods are studied as a start in

controlling the disturbances occurred during legged locomotion. However as a future

work, adaptive and predictive algorithms will be implemented and their performances

will be compared with our robot SensoRHex.
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