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The notion of ”Planar functions” goes back to Dembowski and Ostrom, who introduced it in 1968 first time to describe projective planes with special properties in finite geometry. Recently, they attracted an interest from cryptography because of having an optimal resistance to differential cryptanalysis. This thesis is based on the paper ”New semifields, PN and APN functions” by Jürgen Bierbrauer. The whole purpose of this thesis is to understand and present a detailed description of the results of the paper of Bierbrauer about planar functions. Here and throughout this thesis ”new” means ”new” in the paper of Bierbrauer. In particular we have no new constructions here and we only explain the results of Bierbrauer.
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CHAPTER 1

Introduction

The notion of "Planar functions" goes back to Dembowski and Ostrom, who introduced it in 1968 first time to describe projective planes with special properties in finite geometry. Recently, they attracted an interest from cryptography because of having an optimal resistance to differential cryptanalysis. In cryptography, planar functions were first considered in the work of Nyberg and renamed as "perfect nonlinear" (PN). This name describes roughly the importance of planar functions in cryptography as being far from linearity. In addition, the notion "almost perfectly nonlinear" (APN) arose in the theory of S-boxes in characteristic 2 in order to prevent linear attacks. This thesis is a survey on new results of the paper of Bierbrauer about new family of functions that are PN and APN and corresponding new semifields. This part consists of basic definitions and theorems that will be used in next chapters.

1.0.1 Basic definitions, PN and APN functions

Definition 1.0.1 Let $f$ be a function from $F$ to $F$. Directional derivative of a function $f$ is defined as $f(x + a) - f(x)$ for every $a \in F$ and $a \neq 0$.

Definition 1.0.2 Let $p$ be an odd prime and $F = \mathbb{F}_p$. A function $f : F \rightarrow F$ is called a planar function or perfectly nonlinear (PN) if for each $a \neq 0$ and $a \in F$ the directional derivative defined as above is bijective.

Or, equivalently we can say that $f$ is planar over finite field $\mathbb{F}_q$ if and only if $\Delta_a(x) = f(x + a) - f(x) - f(a)$ is one to one for any $0 \neq a \in \mathbb{F}_q$. Here we may think of $f$ as a polynomial with coefficients in $F$. In this thesis, in order to prove planarity of a given function
we will use this equivalent definition. When characteristic is an odd number then there are close connections to finite geometries and algebra.

**Example 1.0.3** Let $\mathbb{F}_{q^n}$ be finite field. Then $f(x) = x^2$ is a planar function over $\mathbb{F}_{q^n}$ (folklore). This is obvious, since $\triangle_a(x) = f(x + a) - f(x) - f(a) = 2ax$ which is one to one function.

**Definition 1.0.4** Let $p = 2$ and $F = \mathbb{F}_{2^n}$. A function $f : F \rightarrow F$ is called an almost perfectly nonlinear (APN) if for each $a \neq 0$ and $a \in F$ the directional derivative defined as above is two-to-one. Equivalently, $f$ is an APN if and only if kernel of $\triangle_a(x)$ has the dimension 1 over finite field $F$.

**Definition 1.0.5** Let $F = \mathbb{F}_{p^n}$ be a finite field with $p$ an odd prime. A polynomial $L : F \rightarrow F$ is called a linearized polynomial (or additive polynomial or $p$-polynomial) if $L$ is of the shape

$$L(x) = \sum_{i=0}^{n-1} a_i x^{p^i}$$

Observe that, any linearized polynomial satisfies $L(x) + L(y) = L(x + y)$ and $L(\alpha x) = \alpha L(x)$ where $x, y \in \mathbb{F}_q$ and $\alpha \in \mathbb{F}_p$. Conversely, any polynomial satisfying this conditions has to be a linearized polynomial.

**Definition 1.0.6** Let $F = \mathbb{F}_{p^n}$ and $p$ be an odd prime number. A function $f : F \rightarrow F$ is called Dembowski-Ostrom (DO) polynomial if all the exponents are sums of two powers of $p$ or $f$ is the form

$$f(x) = \sum_{i,j=0}^{k} a_{ij} x^{p^i + p^j}$$

1.0.2 Semifields and Presemifields

Let $f$ be a planar function so that $f(0) = 0$. Interpret $f(x + a) - f(x) - f(a) = a \ast x$. Then observe the followings:

1) $a \ast x = f(x + a) - f(x) - f(a) = x \ast a$

2) $a \ast x = 0$ holds if and only if either $x = 0$ or $a = 0$.

In addition, if we let $f$ to be a Dembowski-Ostrom polynomial then we get an extra property in odd characteristic:
3) \( a \ast (x + y) = a \ast x + a \ast y \) and \((a + x) \ast y = a \ast y + x \ast y \) (to prove use the shape of 
\[ f(x) = \sum_{i,j=0}^{k} a_{ij} x^{d^{i} + p^{j}} \text{ and put instead} \]
This properties leads to the notion of semifields and presemifields.

**Definition 1.0.7** An algebra \( F \) with at least two elements and binary operations \(+\) (addition) and \(*\) is called a finite **semifield** if it satisfies the followings:
1) \((F, +)\) is a group with identity element 0.
2) \( a \ast (b + c) = a \ast b + a \ast c \) and \((a + b) \ast c = a \ast c + b \ast c \) for all \( a, b, c \in F \).
3) \( a \ast b = 0 \) implies \( a = 0 \) or \( b = 0 \).
4) There exists \( 1 \in F \) such that \( 1 \ast a = a \ast 1 = a \) for all \( a \in F \).

If all the conditions above are satisfied except 4) then \( F \) is called a **presemifield**. Note that a semifield (presemifield) \( F \) is commutative if \(*\) is commutative.(See [3] for details)

**Example 1.0.8** (1) A finite field is a trivial example of a semifield.
(2) \((\mathbb{F}_{q^{2k}}, +, \ast)\) is a nontrivial semifield of order \( q^{2k} \) with addition and multiplication defined as follows:
\((a, b) + (c, d) = (a + c, b + d)\)
\((a, b) \ast (c, d) = (ac + \alpha bd^{q}, ad + bc)\)
where \( q \) is an odd prime power and \( \alpha \) is a non-square in \( \mathbb{F}_{q}. \) (Dickson [4]).

The relationship between presemifields and D.O polynomials is stated in the following theorem discovered recently by Coulter-Henderson [2]:

**Theorem 1.0.9** The following notions are equivalent:

i) Commutative presemifields in odd characteristic.

ii) Dembowski-Ostrom polynomials that are planar functions.

It is already explained in introductory part of semifields that if we choose \( f \) as a planar D.O polynomial in odd characteristic \( q \) and define our multiplication \(*\) as \( a \ast x = f(a + x) - f(x) - f(a) \) then \( F = (\mathbb{F}_{q}, +, \ast) \) is a commutative presemifield.

Conversely, if \( F = (\mathbb{F}_{q}, +, \ast) \) is a commutative presemifield of odd characteristic, then the polynomial given by \( f(x) = \frac{1}{2}(x \ast x) \) is a planar D.O polynomial.

There is also a way to turn presemifield into a semifield. For this we choose our favourite
element, say \( e \in F \) and define new multiplication \( \star \) as:

\[
(x \ast e) \star (y \ast e) = x \ast y
\]

Now with respect to this new multiplication we still have presemifield with an identity element \( e \ast e \).

On the other hand, only a small number of commutative semifields of odd order has been found. Some classes are the followings:

1) The Dickson semifields, [4]
2) The commutative twisted fields of Albert, [5]
4) The Ganley semifields, [7]
5) The Penttila-Williams semifield of order \( 3^{10} \). [8]

**Definition 1.0.10** Let \( F_1 = (F_q, +, \ast) \) and \( F_2 = (F_q, +, \star) \) be two presemifields. We say that \( F_1 \) and \( F_2 \) are isotopic if and only if there exists three invertible polynomials \( L_1, L_2 \) and \( L_3 \in F_q[x] \) such that \( L_1(x \ast y) = L_2(x) \ast L_3(y) \) for all \( x, y \in F_q \). In other words, \( (L_2, L_3, L_1) \) is an isotopism between \( F_1 \) and \( F_2 \).

**1.0.3 Nucleus of a semifield**

**Definition 1.0.11** The left nucleus \( N_l(F) \), the middle nucleus \( N_m(F) \) and the right nucleus \( N_r(F) \) of a semifield \( F \) are defined as follows:

\[
N_l(F) = \{ a \in F \mid a \ast (b \ast c) = (a \ast b) \ast c \text{ for all } b, c \in F \}
\]

\[
N_m(F) = \{ b \in F \mid a \ast (b \ast c) = (a \ast b) \ast c \text{ for all } a, c \in F \}
\]

\[
N_r(F) = \{ c \in F \mid a \ast (b \ast c) = (a \ast b) \ast c \text{ for all } a, b \in F \}
\]

Left nucleus is also called as kernel. In addition, \( N(F) \) is called a nucleus of \( F \) if

\[
N(F) = N_l(F) \cap N_m(F) \cap N_r(F)
\]

Observe that, \( N_l(F) = N_r(F) \) when the semifield \( F \) is commutative.

**Claim 1.0.12** Kernel of a commutative semifield is contained in middle nucleus.
Proof. We have to prove that $N_l(F) \subset N_m(F)$. Choose an element $a \in N_l(F)$ and show that $a \in N_m(F)$, that is prove that $a$ satisfies: $(b * a) * c = b * (a * c)$

\[
(b * a) * c = (a * b) * c \quad (\text{commutativity})
\]

\[
= a * (b * c) \quad (a \in N_l(F))
\]

\[
= a * (c * b) \quad (\text{commutativity})
\]

\[
= (a * c) * b \quad (a \in N_l(F))
\]

\[
= b * (a * c) \quad (\text{commutativity})
\]

Hence $a \in N_m(F)$. 

$\blacksquare$
CHAPTER 2

New family of functions

In this chapter, a large class of new functions are defined and the method to prove whether such kind of functions are PN or APN in different characteristic [1].

Definition 2.0.13 Let $q=p^s$, $q'=p^t$, for some positive integers $s$ and $t$, $K=\mathbb{F}_q \subset \mathbb{F}_{q^k}=F$ and $T: F \to K$ be the trace.

Let $P(X_0, X_1, \ldots, X_{k-1}, Y_0, Y_1, \ldots, Y_{k-1})=P(X, Y)$ be a homogeneous quadratic polynomial with coefficients in $F$. We can write $P$ as:

$$P(X, Y) = \sum_{0 \leq i \leq j \leq k-1} a_{ij} X_i X_j + \sum_{0 \leq i \leq j \leq k-1} b_{ij} Y_i Y_j + \sum_{0 \leq i \leq j \leq k-1} c_{ij} X_i Y_j$$

Our new family of function $f: F \to F$ is defined as

$$f(x) = P(x, x^{q}, \ldots, x^{q^{k-1}}, x^{q'}, \ldots, x^{q'^{k-1}}) \quad (2.1)$$

Large class of these functions are PN and APN for different values of $k$, in odd and in characteristic 2 respectively.

2.1 Method to prove

To prove whether above functions are PN or APN in the cases $k = 3$ and $k = 4$ we will proceed the method described in [1]. We assume $k \leq 4$. If $p > 2$ and $\Delta_a(ax)$ is invertible (or has kernel of dimension 0) for all $a \neq 0$ then $f$ is PN or planar. If $p = 2$ and $\Delta_a(ax)$ has a kernel of dimension 1 for all $a \neq 0$ then $f$ is APN. The method is described as follows:
1. Separation: Consider the equation $T(c \triangle_a(ax)) = 0$ for suitable $c \in \mathbb{F}_{q^k}$. Collect the terms with $q'$ in the exponent to the right side and use elementary properties of trace function to get the equation:

$$T(c_1x) = T(c_2 x^{q'})$$

where $c_1$ and $c_2$ are in $\mathbb{F}_{q^k}$ (depend on $c$).

2. $\mathbb{F}_q$-linear equation: Find values of $c$ so that either $c_1 = 0$ and $c_2$, or $c_1$, $0$ and $c_2 = 0$.

Obtain:

$$T(c_2 x^{q'}) = 0$$
$$T(c_1 x^{q'}) = 0$$

in the first case and in the second case respectively.

3. Non-degeneracy: Show that these two $\mathbb{F}_q$-linear equations for the unknown $x^{q'}$ are linearly independent.

4. Reduction: Show that $x \in \mathbb{F}_q$ satisfies both equations in case $k = 3$. Show that $x \in \mathbb{F}_{q^2}$ satisfies both equations in case $k = 4$.

5. Final: Show that for arbitrary $a \neq 0$ and $x \in \mathbb{F}_q$ (when $k = 3$) respectively $x \in \mathbb{F}_{q^2}$ (for $k = 4$) the kernel of the linear mapping $\triangle_a(ax)$ has the dimension 0 in odd characteristic (for planar case), and dimension 1 in characteristic 2.

Before passing to the chapter 3, we need to prove some basic things related to elementary algebra.

**Lemma 2.1.1** For any integers $p \geq 2$, $k \geq 1$ and $m \geq 1$ we have

$$gcd(p^k - 1, p^m - 1) = p^{gcd(k,m)} - 1$$

**Proof.** Let $b = gcd(k,m)$. Then it is obvious that, $p^b - 1$ divides $p^k - 1$ and $p^m - 1$ and hence $c = gcd(p^k - 1, p^m - 1)$. If we show that $c$ divides $p^b - 1$ then proof will be done.

Obviously, $c \mid (p^k - 1)$ and $c \mid (p^m - 1)$. Now write $k = md_1 + e_1$ for some integers with $d \geq 0$ and $m > e \geq 0$.

Write $p^k - 1 = (p^{dm} - 1) p^e + (p^e - 1)$. Since $c \mid (p^m - 1)$ and $(p^m - 1) \mid (p^{dm} - 1)$, $c \mid (p^{dm} - 1)$.

And since $c \mid p^k - 1 \Rightarrow c \mid p^e - 1$. We continue this process in analogue with the Euclidean algorithm for $k$ and $m$. (i.e, in second step we get $m = e_1 f_1 + e_2$ and find that $c \mid p^{e_2} - 1$)

When we reach to the last step we get $c \mid p^{gcd(k,m)} - 1 = p^b - 1$. Hence $c = p^{gcd(k,m)} - 1$. 


In the following claim we collect the main facts that are used in the proofs in the next chapter.

Claim 2.1.2 Let $p$ be a prime
i) Let $1 \leq l \leq p^n - 1$ and $a$ be a nonzero element of $\mathbb{F}_{p^n}$. Then $x^l = a$ has a solution in $\mathbb{F}_{p^n}$ if and only if $a$ is an $l$-th power in $\mathbb{F}_{p^n}$.

ii) Let $u$ be a primitive element of $\mathbb{F}_{p^n}$ and $1 \leq l \leq p^n - 1$ be a divisor of $p^n - 1$. Then a nonzero element $a$ of $\mathbb{F}_{p^n}$ is an $l$-th power in $\mathbb{F}_{p^n}$ if and only if $a = u^r$ where $l | r$.

iii) Let $p$ be odd and $1 \leq s \leq n$. Then the equation $x^{p^s - 1} = -1$ has a solution in $\mathbb{F}_{p^n}$ if and only if $\gcd(n, s)$ is an even number.

Proof. i) This part is trivial, since first assume $x^l = a$ has a solution in $\mathbb{F}_{p^n}$ say, $w$. Then, $a = w^l$, i.e., $a$ is an $l$-th power in $\mathbb{F}_{p^n}$. For the second part, obviously if $a$ is an $l$-th power then it satisfies the equation $x^l = a$ in $\mathbb{F}_{p^n}$.

ii) $a$ is an $l$-th power if and only if $a = w^l$ for some $w \in \mathbb{F}_{p^n}$. And since $u$ is a primitive element, $w = u^k$ for some $k$. Then we get $a = u^{lk} = u^r$.

iii) Let $t = \gcd(n, s)$. Then $\gcd(p^s - 1, p^n - 1) = p^t - 1$ (see previous lemma)
Since $u$ is a primitive element then it satisfies,

$$(-1) = u^{(p^n-1)/2}$$

Then the equation $x^{p^t - 1} = (-1)$ has a solution if and only if

$$p^t - 1 \mid (p^n - 1)/2$$

(from i) and ii)}. And since $p^t - 1 \mid p^s - 1$,

$$p^t - 1 \mid (p^n - 1)/2$$

We can assume that $n = tv$ for some integer $v$ (because $t = \gcd(n, s)$). Then observe that,

$$p^n - 1 = p^{tv} - 1 = (p^t - 1)(p^{(v-1)} + p^{(v-2)} + ... + 1)$$

So $p^t - 1 \mid (p^n - 1)/2$ if and only if $(p^{(v-1)} + p^{(v-2)} + ... + 1)$ is even. Equivalently, it has an even number of summands, i.e $v = \frac{n}{\gcd(n, s)}$ is even.


CHAPTER 3

Planar functions

Definition 3.0.3 Let $p$ be an odd prime, $q=p^s$, $q'=p^t$, for some positive integers $s$ and $t$, $K=\mathbb{F}_q \subset \mathbb{F}_{q^k}=F$ and $T: F \to K$ be the trace.

Let $P(X_0, X_1, \ldots, X_{k-1}, Y_0, Y_1, \ldots, Y_{k-1})=X_0 Y_0 - v X_{k-1} Y_1$ where $v \in (\mathbb{F}^*)^{q-1}$ and $P(X,Y)$ is the homogeneous quadratic polynomial with coefficients in $F$.

Our new family of function $f : F \to F$ is defined as

$$f(x) = P(x, x^q, \ldots, x^{qk-1}, x^{q'}, \ldots, x^{q'k-1})$$  \hspace{1cm} (3.1)

By simple substitutions we can easily see that:

$$f(x) = x^{q'+1} - v x^{q'k-1+q'}q$$  \hspace{1cm} (3.2)

Note that, $f(x)$ is constructed in the way that described in Definition 2.0.6. In this chapter, we will try to understand and explain the reason why $f(x)$ is PN when $k=3$ and $k=4$ following the method described in Chapter 2 for planar case. Note also that the result is new for the case $k=4$.[1]

Lemma 3.0.4 Under the assumptions of definition 3.0.3 and definitions in introduction part we have:

$$\frac{\Delta_d(ax)}{a^{1+q'}} = (x + x^q) - u(x^{q'k-1} + x^{q'q})$$

where, $u = va^m = w^{q'-1} \in (\mathbb{F}^*)^{q-1}$ and $m = qk-1 + qq' - q' - 1$

Proof. From definition of $\Delta$: $\Delta_d(x) = ax^q + xa^q - v(a^{qk-1} x^{q'q} + a^{q'q} x^{q'k-1})$

Hence we have:
\[
\Delta_\alpha(ax) = a^{q' + 1}x^{q'} + a^{q' + 1}x - v(a^{q' + 1}q'x^{q'} + a^{q' + q' - 1}x^{q' - 1})
\]
\[
\Delta_\alpha(ax) = a^{q' + 1}x^{q'} + a^{q' + 1}x - a^{q' + q' - 1}q'v(x^{q'} + x^{q' - 1})
\]
\[
\Delta_\alpha(ax) = a^{q' + 1}[x^{q'} + x - a^{q' + q' - 1}v(x^{q'} + x^{q' - 1})] \implies \text{divide both side by } a^{1 + q'} \text{ to get:}
\]
\[
\frac{\Delta_\alpha(ax)}{a^{1 + q'}} = x^{q'} + x - a^{q' + q' - 1}v(x^{q'} + x^{q' - 1})
\]

Let \( u = va^m = w \in (\mathbb{F}^*)^{q'-1} \) where \( m = q^{k-1} + q' - q' - 1 \) then we get
\[
\frac{\Delta_\alpha(ax)}{a^{1 + q'}} = (x + x^{q'}) - u(x^{q' - 1} + x^{q'})
\]
that completes the proof. 

**Lemma 3.0.5** Considering the same assumptions above,

\[
\Delta_\alpha(ax) = 0
\]

implies:

\[
T\left(\frac{1}{w^{q'-1}} - \frac{1}{w^{q'}}x^{q'}\right) = 0 \quad (3.3)
\]
\[
T\left((w^{q'} - w^{q' - 2})x^{q'}\right) = 0 \quad (3.4)
\]

where \( T \) is the trace function.

**Proof.** By previous lemma

\[
\frac{\Delta_\alpha(ax)}{a^{1 + q'}} = (x + x^{q'}) - u(x^{q' - 1} + x^{q'})
\]

\( \Delta_\alpha(ax) = 0 \) implies:

\[
(x + x^{q'}) - ux^{q' - 1} - ux^{q'} = 0
\]
\[
x - ux^{q' - 1} = ux^{q'} - x^{q'}
\]
then

\[
(cx - cux^{q' - 1}) = cu^{q'} - cx^{q'}
\]
for any \( c \in (\mathbb{F}^*)^{q'-1} \). Hence by taking the trace of both side and using the linearity property of trace we get:

\[
T(cx) - T(cux^{q' - 1}) = T(cux^{q'}) - T(cx^{q'})
\]
where $T$ is the trace function. Now, we will use the fact that $T(x) = T(x^q)$ for any $x \in \mathbb{F}_q$. In this case, $T(cux^{q-1}) = T(c^qu^q x^{q^2}) = T(c^q u^q x)$ and $T(cux^{q^2}) = T(c^{q^2 - 1} u^{q^2 - 1} x^{q^2})$. Put everything in the equation above and use the linearity property of the trace function to get:

$$T(cx - c^q u^q x) = T(c^{q-1} u^{q-1} x^{q^2} - c x^{q^2})$$

$$\Rightarrow T((c - c^q u^q) x) = T((c^{q-1} u^{q-1} - c) x^{q^2})$$

Now we want to find the value $c$ such that left hand side to be vanished, i.e

$$c - c^q u^q = 0 \Rightarrow c^{1-q} = u^q \Rightarrow c = \frac{1}{w^q}$$

(Note that $w$ and $u$ are the same ones in previous lemma)

when $c = \frac{1}{w^q}$,

$$c^{q-1} u^{q-1} - c = \frac{1}{w^{q^2-1}} - \frac{1}{w^q}$$

Hence we get first result:

$$T((\frac{1}{w^{q^2-1}} - \frac{1}{w^q}) x^{q^2}) = 0$$

Similarly we do same things for the right hand side,

$$c^{q-1} u^{q-1} - c = 0 \Rightarrow c^{1-q} = u^q \Rightarrow c = w \in \mathbb{F}_q$$

When $c = w$,

$$c - c^q u^q = w - w^{q^2}$$

We get our second result:

$$T((w - w^{q^2}) x) = 0 \Rightarrow T((w^{q^2} - w^{q^2 q^2}) x^{q^2}) = 0$$

Claim 3.0.6 Two equations, (3.3) and (3.4) in Lemma 3.0.4 are satisfied for $x \in K = \mathbb{F}_q$ when $k = 3$ and for $x \in \mathbb{F}_q$ when $k = 4$
Proof.

i) Assume that \( k = 3 \). We will prove that \( x \in \mathbb{F}_q \) satisfies both equations in case \( k = 3 \).

\[
T\left(\frac{1}{w^{q^{k-1}}} - \frac{1}{w^q}\right)x^{q^k} = \frac{1}{w^{q^k}} - \frac{1}{w^q} = \frac{1}{w^{q^k}} - \frac{1}{w^q} = (\frac{1}{w^{q^k}} - \frac{1}{w^q})x^{q^k} = (\frac{1}{w^{q^k}} - \frac{1}{w^q})x^{q^k} + (\frac{1}{w^{q^k}} - \frac{1}{w^q})x^{q^k} = 0
\]

Use the facts \( x \in \mathbb{F}_q \Rightarrow x^q = x \) and \( w \in \mathbb{F}_{q^2} \Rightarrow w^{q^2} = w \) and \((a + b)^q = a^q + b^q\) in \( \mathbb{F}_q \) with \( q = p^s \):

\[
\left(\frac{1}{w^{q^k}} - \frac{1}{w^q}\right)x^{q^k} = \frac{1}{w^{q^k}} - \frac{1}{w^q} = \frac{1}{w^{q^k}} - \frac{1}{w^q} = (\frac{1}{w^{q^k}} - \frac{1}{w^q})x^{q^k} = (\frac{1}{w^{q^k}} - \frac{1}{w^q})x^{q^k} + (\frac{1}{w^{q^k}} - \frac{1}{w^q})x^{q^k} = 0
\]

Similarly, for the second equation:

\[
T\left((w^q - w^q^q)x^{q^2}\right) = (w^q - w^q^q)x^{q^2} + (w^q - w^q^q)x^{q^2} + (w^q - w^q^q)x^{q^2} = 0
\]

ii) Assume that \( k = 4 \) and \( x \in \mathbb{F}_{q^2} \). Then \( x^{q^2} = x \) and \( w^{q^2} = w \). Similar calculations can be done to find:

\[
T\left(\frac{1}{w^{q^3}} - \frac{1}{w^q}\right)x^{q^3} = \frac{1}{w^{q^3}} - \frac{1}{w^q} = \frac{1}{w^{q^3}} - \frac{1}{w^q} = (\frac{1}{w^{q^3}} - \frac{1}{w^q})x^{q^3} = (\frac{1}{w^{q^3}} - \frac{1}{w^q})x^{q^3} + (\frac{1}{w^{q^3}} - \frac{1}{w^q})x^{q^3} = 0
\]

and

\[
T\left((w^q - w^q^q)x^{q^2}\right) = (w^q - w^q^q)x^{q^2} + (w^q - w^q^q)x^{q^2} + (w^q - w^q^q)x^{q^2} = 0
\]

Lemma 3.0.7 The two \( \mathbb{F}_q \) - linear conditions on \( x^{q^2} \) are linearly dependent over \( \mathbb{F}_q \) if and only if

\[
\frac{1}{u^{q^2+q}} = (1 - u^{1+q^{k-1}})(q^{k-1})
\]

(3.5)
Proof. We will denote linear dependency by the sign ~, i.e., if x and y are linearly dependent we will write $x \sim y$. We already know that $x \sim y$ over $F_q \iff \frac{\gamma}{\gamma} \in F_q \iff (\frac{\gamma}{\gamma})^{q-1} = 1 \iff x^{q-1} = y^{q-1}$.

Recall that, $u = w^{q-1}, w \in \mathbb{F}_{q^k}$. By doing simple operations we can get

$$\frac{1}{w^{q-1}} = \frac{u}{w}$$

and $uw = w^q$. We have to show that,

$$\frac{1}{w^{q-1}} - \frac{1}{w^q} \sim w^{q'} - w^{q'} q^2 \iff \frac{1}{u^{q+q'}} = (1 - u^{(q^{q'}-1)})^{(q-1)(q'-1)}$$

Observe that,

$$\frac{1}{w^{q-1}} - \frac{1}{w^q} = \frac{u^{q-1} - 1}{uw} = \frac{u^{q-1} + 1 - 1}{uw}$$

and

$$w^{q'} - w^{q'} q^2 = (w - w^{q^2})q^2 = w^{q'} (1 - w^{q^2-1})q^2 = w^{q'} (1 - u^{q+1})q^2.$$ 

$$\frac{u^{q-1} + 1 - 1}{uw} \sim w^{q'} (1 - u^{q+1})q^2 \iff \left(\frac{u^{q-1} + 1 - 1}{uw}\right)^{q-1} = w^{q'} (1 - u^{q+1})q^2 (q-1)$$

Use the identity $w^{q-1} = u$ and simplify the equation to get:

$$\frac{1}{u^{q+q'}} = (1 - u^{(q^{q'}-1)})^{(q-1)}$$

Since $q - 1$ is even,

$$(u^{q-1+1} - 1)^{q-1} = (1 - u^{q-1+1})^{q-1}$$

If we show the following equality then proof will be completed:

$$\frac{(1 - u^{q+1})q^{(q-1)}}{(1 - u^{1+q^{q-1}})^{q-1}} = (1 - u^{1+q^{q-1}})(q-1)(q'-1)$$

But this is obvious, since:

$$(1 - u^{1+q^{q-1}})q^{(q-1)}(1 - u^{1+q^{q-1}})(q-1)(q'-1) = (1 - u^{1+q^{q-1}})(q^{(q'-1)})$$

$$= (1 - u^{q+q'})^{q(q'-1)}$$

$$= (1 - u^{q+1})^{q(q-1)}$$

■
Lemma 3.0.8 Let $d' = |(F^*)^{q-1}/(F^*)^m|$, (where $|F|$ denotes the order of given field $F$) then

$$d' = \gcd(q^{k-1} + q^{k-2} + \ldots + 1, q^{k-1} - q').$$ Furthermore, $d'$ divides $p^{\gcd(ks,(k-1)s-t)} - 1$.

Proof. From elementary algebra we know that $|A/B| = |A|/|B|$ for any group $A$ and $B$. Furthermore, $|A'| = \frac{|A|}{\gcd(|A|, m)}$. So, by using these identities we can obtain:

$$|(F^*)^{q-1}| = \frac{|F^*|}{\gcd(|F^*|, q - 1)} = \frac{q^k - 1}{\gcd(q^k - 1, q - 1)} = \frac{q^k - 1}{q - 1}$$

and

$$|(F^*)^m| = \frac{|F^*|}{\gcd(|F^*|, m)} = \frac{q^k - 1}{\gcd(q^k - 1, m)}$$

Hence,

$$d' = |(F^*)^{q-1}/(F^*)^m| = \frac{\gcd(q^k - 1, m)}{q - 1} = \gcd\left(\frac{q^k - 1}{q - 1}, \frac{m}{q - 1}\right)$$

We already know from Lemma 3.0.4 that

$$m = q^{k-1} + qq' - q' - 1 = (q - 1)(q^{k-2} + q^{k-3} + \ldots + q + 1 + q')$$

So,

$$d' = \gcd(q^{k-1} + q^{k-2} + \ldots + q + 1, q^{k-2} + q^{k-3} + \ldots + q + 1 + q') = \gcd(q^{k-1} + q^{k-2} + \ldots + q + 1, q^{k-1} - q')$$

Now, we have to show the second part, ie, $d'$ divides $p^{\gcd(ks,(k-1)s-t)} - 1$.

Using that $q = p^s$ and $q' = p'$ we obtain:

$$d' = \gcd(p^{s(k-1)} + p^{s(k-2)} + \ldots + 1, p^{s(k-1)} - p') = \gcd(p^{s(k-1)} + p^{s(k-2)} + \ldots + 1, p'(p^{s(k-1)-t} - 1)) = \gcd(p^{s(k-1)} + p^{s(k-2)} + \ldots + 1, p^{s(k-1)-t} - 1)$$

(since $\gcd(p^{s(k-1)} + p^{s(k-2)} + \ldots + 1, p') = 1$)

From these equalities we can infer:

$$d' \mid p^{s(k-1)} + p^{s(k-2)} + \ldots + 1 = \frac{p^{sk} - 1}{p^s - 1} \Rightarrow d' \mid p^{sk} - 1$$

and

$$d' \mid p^{s(k-1)-t} - 1$$

$$\Rightarrow d' \mid \gcd(p^{sk} - 1, p^{s(k-1)-t} - 1)$$

We use Lemma 2.1.1 to see that:

$$\gcd(p^{sk} - 1, p^{s(k-1)-t} - 1) = p^{\gcd(ks,(k-1)t)}$$

which completes the proof. \(\blacksquare\)
Before proving for \( k = 4 \) case (which is the new result by Bierbrauer) we will consider the case \( k = 3 \). But before proving planarity we need to prove the following lemma for this case.

### 3.0.1 Case \( k=3 \)

**Lemma 3.0.9** Assume that \( k = 3 \). Then

- i) \( d' \) is divisible by \( p^{2\gcd(s,t)} + p^{\gcd(s,t)} + 1 \) if \( s' + t' \equiv 0 \pmod{3} \)
- ii) \( d' = 3 \) if \( s' + t' \not\equiv 0 \pmod{3} \) and \( q \equiv q' \equiv 1 \pmod{3} \)
- iii) \( d' = 1 \) in all other cases.

where \( s' = \frac{s}{\gcd(s,t)}, t' = \frac{t}{\gcd(s,t)} \) and \( s' \) is odd.

**Proof.** Note that in the case \( k = 3, d' = \gcd(p^{2s} + p^s + 1, p^{2s} - p^t) = (p^{2s} + p^s + 1, p^{2s-t} - 1) \) (it is already shown in previous lemma)

- i) Assume that \( s' + t' \equiv 0 \pmod{3} \). Then

\[
\frac{s+t}{\gcd(s,t)} \equiv 0 \pmod{3} \Rightarrow s + t \equiv 0 \pmod{3}
\]

We have to prove two things here:

- \( p^{2\gcd(s,t)} + p^{\gcd(s,t)} + 1 \) divides \( p^{2s-t} - 1 \); and \( p^{2\gcd(s,t)} + p^{\gcd(s,t)} + 1 \) divides \( p^{2s} + p^s \) + 1.

Now, observe that

\[
gcd(3s, 2s - t) = gcd(3s, 3s - 2s + t) = gcd(3s, s + t) = 3gcd(s, s + t) = 3gcd(s, t)
\]

since \( s + t \equiv 0 \pmod{3} \).

Hence, we can say that

\[
p^{gcd(3s, 2s-t)} - 1 = p^{3gcd(s,t)} - 1
\]

Again from Lemma 2.1.1,

\[
gcd(p^{3s} - 1, p^{2s-t} - 1) = p^{3gcd(s,t)} - 1
\]

\[
\Rightarrow p^{3gcd(s,t)} - 1 \mid p^{2s-t} - 1
\]

\[
\Rightarrow p^{2gcd(s,t)} + p^{gcd(s,t)} + 1 \mid p^{2s-t} - 1
\]

(because \( p^{2gcd(s,t)} + p^{gcd(s,t)} + 1 \) divides \( p^{3gcd(s,t)} - 1 = (p^{gcd(s,t)} - 1)(p^{gcd(s,t)} + p^{gcd(s,t)} + 1) \))

Now, it is remained to show that \( p^{2gcd(s,t)} + p^{gcd(s,t)} + 1 \) divides \( p^{2s} + p^s + 1 \). We observe that we have a problem: in which cases of \( a, T^2 + T + 1 \) divides \( T^{2a} + T^a + 1? \)

By calculating we see that:
\[ T^a = \begin{cases} 
T, & \text{if } a \equiv 1 \pmod{3}, \\
-T - 1, & \text{if } a \equiv 2 \pmod{3}, \\
1, & \text{if } a \equiv 0 \pmod{3}. 
\end{cases} \] (3.6)

\[ T^{2a} = \begin{cases} 
-T - 1, & \text{if } a \equiv 1 \pmod{3}, \\
T, & \text{if } a \equiv 2 \pmod{3}, \\
1, & \text{if } a \equiv 0 \pmod{3}. 
\end{cases} \] (3.7)

Hence we obtain that \( T^{2a} + T^a + 1 \equiv 0 \pmod{3} \) except the case 3 divides \( a \). In fact, if we show that 3 does not divide \( s' \) then problem will be done.

Assume that 3 divides \( s' \). Since \( s' + t' \equiv 0 \pmod{3} \) \( \Rightarrow 3 \) divides \( t' \).

\[ \frac{s}{\gcd(s, t)} = 0 \pmod{3} \]
\[ \frac{t}{\gcd(s, t)} = 0 \pmod{3} \]

\[ \Rightarrow s = 3m_1 \gcd(s, t) \text{ and } t = 3m_2 \gcd(s, t) \text{ for some } m_1 \text{ and } m_2. \]

Let \( \gcd(s, t) = a \) then \( s = ap_1 \) and \( t = ap_2 \) where \( \gcd(p_1, p_2) = 1 \). Then we obtain that

\[ p_1 = 3m_1 \]

and

\[ p_2 = 3m_2 \]

which implies that \( \gcd(p_1, p_2) = 3 \). Contradiction. Hence, 3 does not divide \( s' \) in the case \( s' + t' \equiv 0 \pmod{3} \).

• ii) Assume that \( s' + t' \not\equiv 0 \pmod{3} \) and \( q \equiv q' \equiv 1 \pmod{3} \).

Now consider,

\[ \gcd(3s, 2s - t) = \gcd(3s, 3s - 2s + t) = \gcd(3s, s + t) = \gcd(s, s + t) = \gcd(s, t) \]

Observe that, in this case \( \gcd(3, s + t) = 1 \) because of \( s' + t' \not\equiv 0 \pmod{3} \).

\[ \Rightarrow p^{\gcd(3s, 2s-t)} - 1 = p^{\gcd(s,t)} - 1 \]
⇒ \gcd(p^{3s} - 1, p^{2s-1} - 1) = p^{\gcd(s,t)} - 1

Now, from definition of \(d'\), \(d' \mid p^{2s} + p^s + 1\).
And since \((p^{2s} + p^s + 1) \mid (p^{2s} + p^s + 1)(p^s - 1) = p^{3s} - 1\),

\[ \Rightarrow \ d' \mid p^{3s} - 1 \quad \ldots (1) \]

Again from definition of \(d'\), \(d' \mid p^{2s-t} - 1 \quad \ldots (2) \)
From (1) and (2)
\[ \Rightarrow \ d' \mid \gcd(p^{3s} - 1, p^{2s-t} - 1) = p^{\gcd(3s, 2s-t)} - 1 = p^{\gcd(s,t)} - 1 \]

But since \(\gcd(s,t) \mid s \Rightarrow p^{\gcd(s,t)} - 1 \mid p^s - 1\)
Hence \(d' \mid p^s - 1\).
\[ \Rightarrow \ d' \mid p^{2s} + p^s + 1, \]
\[ d' \mid p^s - 1 \Rightarrow d' \mid \gcd(p^{2s} + p^s + 1, p^s - 1) \]

By doing simple factorization we see that :
\[ \gcd(p^{2s} + p^s + 1, p^s - 1) = \gcd((p^s - 1)(p^s + 2) + 3, p^s - 1) = \gcd(3, p^s - 1) \quad \star \]

Since \(3 \mid p^s - 1\),
\[ \gcd(3, p^s - 1) = 3 \Rightarrow d' \mid 3. \]
In addition, since \(p^s \equiv p' \equiv 1 \pmod{3}\) and
\[ d' = \gcd(p^{2s} + p^s + 1, p^{2s-t} - 1) = \gcd(p^{2s} + p^s + 1, p^{2s} - p^t), \]
\[ \Rightarrow 3 \mid d'. \]
Hence, \(d' = 3\).

\[ \bullet \text{iii) In this case up to} \quad \star \quad \text{everything is the same in case ii) since we dont use any condition except} \quad s' + t' \not \equiv 0 \pmod{3} \quad \text{which is the case of iii) also.} \]
We get that \(d' \mid \gcd(3, p^s - 1)\). It is obvious that \(\gcd(3, p^s - 1)\) is either, 3 or 1. Hence \(d' \mid 3\) or \(d' \mid 1\) implies \(d'\) is either 3 or 1.
If we are in the situation that \(p^s \equiv 1 \pmod{3}\) and \(p' \not \equiv 1 \pmod{3}\) then \(\gcd(3, p^s - 1) = 3\) and \(d' = \gcd(p^{2s} + p^s + 1, p^{2s} - p')\) can not be 3 because 3 does not divide \(p^{2s} - p'\).So \(d' = 1\).
If we are in the situation that \(p^s \not \equiv 1 \pmod{3}\) and \(p' \equiv 1 \pmod{3}\) then \(\gcd(3, p^s - 1) = 1\) and since \(d'\) divides \(\gcd(3, p^s - 1)\) we get \(d' = 1\).
\[ \blacksquare \]

Now, by using the lemma above, for the condition \(k = 3\) we will prove that new family of functions defined in the Definition 3.0.3 are planar for some conditions.
Theorem 3.0.10 Let $p$ be an odd prime, $q = p^s$, $q' = p^t$, for some positive integers $s$ and $t$, $F = \mathbb{F}_{q^3}$ (ie. $k = 3$), $s' = \frac{s}{\gcd(s,t)}$, $t' = \frac{t}{\gcd(s,t)}$ and $s'$ is odd. Let $f : F \rightarrow F$ be defined as:

$$f(x) = x^{1+q'} - v x^{q^2 + q q'}$$

where $\ord(v) = q^2 + q + 1$.

Then $f$ is a planar function in each of the following cases:

- $s' + t' \equiv 0 \pmod{3}$

and

- $q \equiv q' \equiv 1 \pmod{3}$

Proof. Observe that, we are in the situation of Definition 2.0.1. To prove the theorem we proceed as the method defined for $k = 3$ and $k = 4$ in the paper of Bierbrauer (see [1]).

Assume that $\Delta_u(ax) = 0$. Our aim is to show that $\Delta(x)$ is one to one. Since $\Delta_u(ax) = 0$,

$$x + x^{q'} - u(x^{q^2} + x^{qq'}) = 0 \quad (3.8)$$

where $u = v a^m = v d q^s q^t - q^{-1} \in (\mathbb{F}_{q^3}^\ast)^{w-1}$. In this case it is proved in Lemma 3.0.5 we have two conditions, and when $k = 3$ we get:

$$T((\frac{1}{w^{q'}} + \frac{1}{w^q})x^{q'}) = 0$$

$$T((w^{q'} - w^{q'q})x^{q'}) = 0$$

Now, assume that these two equations are linearly dependent over $\mathbb{F}_{q'}$. Then by Lemma 3.0.7:

$$\frac{1}{u^{q' q^2}} = (1 - u^{1+q^2/(q-1)(qq'-1)}) \quad (3.9)$$

For the proof of theorem we will look 2 cases given in the theorem:

- Case 1: $s' + t' \equiv 0 \pmod{3}$

In the equation (3.9), right hand side (RHS), ie, $(1 - u^{1+q^2/(q-1)(qq'-1)})$ has the exponent:

$$qq' - 1 = p^s p^t - 1 = p^{s+t} - 1 = p^{s' \gcd(s,t) + t' \gcd(s,t)} - 1 = p^{(s'+t') \gcd(s,t)} - 1$$

Now, since $3 \mid s' + t'$ (our case)

$$\Rightarrow p^{3 \gcd(s,t)} - 1 \mid p^{(s'+t') \gcd(s,t)} - 1 = qq' - 1$$

$$\Rightarrow (p^{\gcd(s,t)} - 1)(p^{\gcd(s,t)} + p^{\gcd(s,t)} + 1) = p^{3 \gcd(s,t)} - 1 \mid qq' - 1$$
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Furthermore, by Lemma 3.0.9,
\[ u = (\text{Recall from Lemma 3.0.4 that,}) \]
Now, by Lemma 3.0.9,
\[ (1-u^{1+q^2})^{(q+1)(qq'-1)} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
(Remember from Lemma 3.0.4 that,
\[ u = va^m, \text{ where } a \in \mathbb{F}_q^*, v \in (\mathbb{F}_q^*)^{q-1} \text{ and } m = q^2 + qq' - q' - 1 = (q-1)(q + q'+1). \]
Furthermore, \( d' = \text{gcd}(q^2 + q + 1, q' + q + 1) \) in this case.
Now, see that
\[ p^{2\text{gcd}(s,t)} + p^{\text{gcd}(s,t)} + 1 \mid d' = \text{gcd}(q^2 + q + 1, q' + q + 1) \]
Since \( d' \mid q' + q + 1, \)
\[ \Rightarrow p^{2\text{gcd}(s,t)} + p^{\text{gcd}(s,t)} + 1 \mid q' + q + 1 \text{ holds.} \]
\[ \Rightarrow (1-u^{q^2+1})^{(q-1)(qq'-1)} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
Since
\[ \frac{1}{u^{q^2+q'}} = (1-u^{q^2+1})^{(q-1)(qq'-1)} \]
\[ \Rightarrow \frac{1}{u^{q^2+q'}} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
\[ \Rightarrow u^{q^2+q'} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
From Lemma 3.0.4 it is known that \( u = va^m \) holds. By using this equality we get
\[ u^{q^2+q'} = (va^m)^{q^2+q'} = v^{q^2+q'} a^{(q+q)m} \]
Now, see that
\[ a^m = a^{(q-1)(q+q+1)} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
\[ \Rightarrow a^{(q+q')m} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
\[ \Rightarrow v^{q^2+q'} \in (\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)} \]
By definitions of \( q \) and \( q' \) (and also \( s' \) and \( t' \)) we get:
\[ q + q' = p^{s'} \text{gcd}(s,t) + p^{t'} \text{gcd}(s,t) \]
It is obvious that, since \( \text{ord}(v) = q^2 + q + 1, v \) generates \((\mathbb{F}_q^*)^{(q-1)(p^{2\text{gcd}(s,t)}+p^{\text{gcd}(s,t)}+1)}\).
\[ \Rightarrow (p^{2\text{gcd}(s,t)} + p^{\text{gcd}(s,t)} + 1) \mid q + q' = p^{s'} \text{gcd}(s,t) + p^{t'} \text{gcd}(s,t) \]
But this is impossible we showed it in the proof of previous lemma part i). Hence, in this case 2 equations given in the beginning can not be linearly dependent.

• Case 2: \( q \equiv q' \equiv 1 \pmod{3} \)

For this case, we proved in Lemma 3.0.9 that \( d' = \gcd(q^2 + q + 1, q' + q + 1) = 3 \)

Since \( 3 | qq' - 1 \) (RHS) of the equation (3.9) satisfies:

\[
(1 - u^{q^2+1}/(q-1)qq') \in (\mathbb{F}_q^*)^{3(q-1)}
\]

Hence (LHS) of the equation (3.9) must satisfy:

\[
u^{q+q'} \in (\mathbb{F}_q^*)^{3(q-1)}
\]

\[
\Rightarrow 3 | q + q'
\]

On the other hand, \( q + q' \equiv 2(\pmod{3}) \), i.e., not divisible by 3. Contradiction.

As a result, we can conclude that 2 equations are not linearly dependent, so they are linearly independent.

Following the method, it is time to assume that \( 0 \neq x \in \mathbb{F}_q \).

\( x \in \mathbb{F}_q \Rightarrow x^q = x \). Using these identity simplify the equation (3.8) to get:

\[
\Delta_a(ax) = (1 - u)(x + x'^q) = 0
\]

Now, look whether \( 1 - u = 0 \) can hold or not. Remember that, \( d' = |(\mathbb{F}^*)^{q-1}/(\mathbb{F}^*)^m| \) where, \( (\mathbb{F}^*) = \mathbb{F}_q^* \). Since in our both cases, \( d' > 1 \) and \( \text{ord}(v) = q^2 + q + 1 \) we can say that:

\[
v \notin (\mathbb{F}^*)^m
\]

And since, \( u = va^m \) and \( a^m \in (\mathbb{F}^*)^m \) then \( u = va^m = 1 \) can not hold.

Now, lets look whether \( x + x'^q = 0 \) holds or not. But we already know from Claim 2.1.2 that it can happen if and only if \( s' = s/\gcd(s, t) \) is even. However, we are given that \( s' \) is odd.

We get contradiction to the fact that \( x \neq 0 \).

Hence we can say that, \( \Delta_a(ax) = 0 \) if and only if \( x = 0 \). This means that, \( \Delta_a \) is one to one.

Hence, \( f(x) \) is planar function in the above conditions given.

\[
\blacksquare
\]

Up to this point, we used nothing but the proof method of Bierbrauer [1] for \( k = 3 \). But for \( k = 3 \) it had already been proven by other scientists also [10]. The new result of Bierbrauer comes when \( k = 4 \). In this case, we still proceed the same method. In the proof of the following theorem we often refer to the previous definitions and lemmas.
3.0.2 New result: Case \( k=4 \)

**Theorem 3.0.11** Let \( p \) be an odd prime, \( q = p^s \), \( q' = p'^t \), for some positive integers \( s \) and \( t \), \( K = \mathbb{F}_q \), \( F = \mathbb{F}_{q^4} \), \( (2s)/\gcd(2s, t) \) is odd and \( q \equiv q' \equiv 1(\text{mod } 4) \).

Let \( f: F \to F \) be defined as:

\[
f(x) = x^{1+q'} - vx^{q^3 + q'}
\]

where \( \text{ord}(v) = q^3 + q^2 + q + 1 \). Then \( f \) is a planar function.

But before proving the theorem we need to prove the following claim.

**Claim 3.0.12** \( d' = \gcd(q^3 + q^2 + q + 1, q' + q^2 + q + 1) = 4 \) under the conditions above in the theorem.

**Proof. (of Claim 3.0.12)**

Since we are given that \( (2s)/\gcd(2s, t) \) is odd, it is easy to see that

\[
s = 2^{\alpha-1}s', \quad t = 2^\alpha t'
\]

where \( \alpha \) is positive integer and \( s' \) and \( t' \) are positive odd integers. Before proving the claim, consider \( \alpha = 1 \) and see what happens in this case.

• \( \alpha = 1 \Rightarrow s = s' \) and \( t = 2t' \)

\[
d' = \gcd((q + 1)(q^2 + 1), q^3 - q') = \gcd((p^s + 1)(p^{2s} + 1), p^{3s} - p')
\]

\[
= \gcd((p^s + 1)(p^{2s} + 1), p^{3s} - p^{2t'})
\]

\[
= \gcd((p^s + 1)(p^{2s} + 1), p^{2t'}(p^{3s-2t'} - 1))
\]

\[
= \gcd((p^s + 1)(p^{2s} + 1), p^{3s-2t'} - 1)
\]

Obviously, \( 3s' - 2t' \) is an odd number since \( s' \) and \( t' \) are odd. Call \( z = 3s' - 2t' \) and obtain:

\[
d' = \gcd((p^s + 1)(p^{2s} + 1), p^z - 1)
\]

Let \( p' \) be an odd prime divisor of \( d' \). Then, \( p' \mid (p^z - 1) \) and \( p' \mid (p^s + 1)(p^{2s} + 1) \). Since \( p' \) is prime number, either \( p' \mid (p^s + 1) \) or \( p' \mid (p^{2s} + 1) \).

First assume that \( p' \mid (p^s + 1) \). Then

\[
p^s \equiv -1(\text{mod } p')
\]
Since $z$ is an odd number:
\[
p^{s_z} \equiv -1 \pmod{p'}
\]
On the other hand, since $p' \mid (p^z - 1)$:
\[
p^z \equiv 1 \pmod{p'}
\]
And since $s'$ is odd, raise the power to get:
\[
p^{s'z} \equiv 1 \pmod{p'}
\]
which is the contradiction.

Now we can assume that $p' \mid (p^{2s'} + 1)$. Similarly,
\[
p^{2s'} \equiv -1 \pmod{p'}
\]
\[
\Rightarrow p^{s'z} \equiv -1 \pmod{p'}
\]
\[
p^z \equiv 1 \pmod{p'}
\]
\[
\Rightarrow p^{s'z} \equiv 1 \pmod{p'}
\]
Contradiction. Hence, there can not be an odd prime divisor of $d'$. This means that, $d'$ is of the form $2^e$ for some positive integer $e$. Now, since it is given, $(p^z + 1) \equiv 2 \pmod{4}$ and $(p^{2s} + 1) \equiv 2 \pmod{4}$. Then, $4 \mid (p^z + 1)(p^{2s} + 1)$ but $8 \nmid (p^z + 1)(p^{2s} + 1)$.

And obviously $4 \mid (p^{3s} - p')$ by the same reason. Hence, $4 \mid d' = \gcd((p^z + 1)(p^{2s} + 1)), p^{3s} - p'$ but $8 \nmid d'$. We can conclude that $d' = 4$ since $d'$ is of the form $2^e$ and $4 \nmid d'$.

- $\alpha \geq 2 \Rightarrow p^z \equiv p^{2^{z-1}s'} \equiv (p')^{2^{z-1}} \equiv 1 \pmod{8}$. (Since square of an odd number gives 1 mod 8)

Similarly, $p' \equiv p^{2s'} \equiv (p')^{2s'} \equiv 1 \pmod{8}$ by the same reason. Then $(q+1)(q^2+1) \equiv 4 \pmod{8}$.

The rest is the same as the case $\alpha = 1$:
\[
d' = \gcd((p^{2^{z-1}s'} + 1)(p^{2s'} + 1), p^z - 1)\]
where $z$ is the same $z$ in the first part (odd). Now, assume that $p'$ is an any odd prime divisor of $d'$. Then $p' \mid (p^{2^{z-1}s'} + 1)(p^{2s'} + 1) \text{ and } p' \mid (p^{2^{z-1}s'})(p^z - 1) \Rightarrow \text{ either } p' \mid (p^{2^{z-1}s'} + 1) \text{ or } p' \mid (p^{2s'} + 1)$

If $p' \mid (p^{2^{z-1}s'} + 1)$, then $p^{2^{z-1}s'} \equiv -1 \pmod{p'} \Rightarrow p^{2^{z-1}s'}z \equiv -1 \pmod{p'}$ (since $z$ is odd). On the other hand, $p^z \equiv 1 \pmod{p'} \Rightarrow p^{2^{z-1}s'}z \equiv 1 \pmod{p'}$. Contradiction.

If $p' \mid (p^{2s'} + 1)$, then $p^{2s'} \equiv -1 \pmod{p'} \Rightarrow p^{2s'}z \equiv -1 \pmod{p'}$. But, $p^z \equiv 1 \pmod{p'} \Rightarrow p^{2s'}z \equiv 1 \pmod{p'}$. Contradiction.

Hence $d'$ is of the form $2^e$ for some positive integer $e$. Observe that, $4 \mid d'$ but $8 \nmid d'$

\[
\Rightarrow d' = 4
\]
Claim 3.0.13  Let $Z$ be a subgroup of order $q + 1$, then $|(F^*)^{q-1}/Z(F^*)^m| = 2$. In particular, $u \notin Z$ and $u \notin (F^*)^m$.

Proof. (of Claim 3.0.13) From previous claim we get

$$|(F^*)^{q-1}| = 4|(F^*)^m|$$

We have left to prove that

$$|Z(F^*)^m| = 2|(F^*)^m|$$

To calculate $|Z(F^*)^m| = lcm(|Z|, |(F^*)^m|)$ we first find $|(F^*)^m|:

$$|(F^*)^m| = \frac{q^4 - 1}{gcd(q^4 - 1, (q - 1)(q^2 + q + 1 + q'))}$$

$$= \frac{q^3 + q^2 + q + 1}{gcd(q^3 + q^2 + q + 1, q^2 + q + 1 + q')})$$

$$= \frac{q^3 + q^2 + q + 1}{d'}$$

Using this equality we find

$$|Z(F^*)^m| = lcm(q + 1, \frac{q^3 + q^2 + q + 1}{4})$$

$$= lcm(q + 1, \frac{(q + 1)(q^2 + 1)}{4})$$

$$= \frac{(q + 1)(q^2 + 1)}{2}$$

$$= 2|(F^*)^m|$$

Now, let's show that $u \notin Z$. Assume to the contrary that $u \in Z$. Since $|Z| = q + 1$, $u^{q+1} = 1$ holds. We already know that $u = vq^m$ where $v$ is the $(q-1)$-st power, $m = (q-1)(q^2 + q + 1)$ and $v, a \in (F^*)^{q-1} = \mathbb{F}_q^*$. Raise the power to $(q + 1)$ in both sides to get:

$$u^{q+1} = v^{q+1}a^{m(q+1)}$$

$$\Rightarrow 1 = v^{q+1}a^{m(q+1)}$$

$$\Rightarrow v = a^{-m}$$

$$\Rightarrow v \in (F^*)^m$$

Hence, $ord(v) = (q^3 + q^2 + q + 1)$ must divide $|(F^*)^m|$. But this is impossible since we have found that $|{(F^*)^m}| = (q^3 + q^2 + q + 1)/4 < q^2 + q^2 + q + 1$. We get contradiction, so $u \notin Z$. 23
Similarly, assume that $u \in (F^*)^m$. This means that $va^m \in (F^*)^m$. Impossible since $v \notin (F^*)^m$ and $a^m \in (F^*)^m$. ■

**Proof.** (of Theorem 3.0.11) We follow the method described before and use the Lemma 3.0.4, Lemma 3.0.5 and Lemma 3.0.7 and assume that two $F_q$-linear conditions are dependent. Then by Lemma 3.0.7:

$$\frac{1}{u^{q+q'}} = (1 - u^{1+q^3(q-1)(qq'-1)})$$

Since it is given, $4 | qq' - 1$, (RHS) $\in (F^*)^{4(q-1)}$. On the other hand, (LHS) $\not\in (F^*)^{4(q-1)}$ because $q + q' \equiv 2 (mod 4)$. We get contradiction, so the equations are linearly independent.

It has been proved that $x \in F_{q^2}$ satisfies both equations. We simplify the equation in Lemma 3.0.5 and get:

$$x + x^{q'} = u(x^q + x^{q'q}) = u(x + x^{q'})^q$$

Assume $x \neq 0$. Recall that, since $2s/gcd(2s, t)$ is odd we have found that $s = 2^{s-1}s'$ and $t = 2^{t}t'$ where $s'$ and $t'$ are odd numbers. Now see that

$$s = gcd(s, t) = 2^{s-1}s' = gcd(2^{s-1}s', 2^{t}t') = s' gcd(s', 2^{t}) = s' gcd(s', t')$$

Since $s'$ and $t'$ are odd, $s/gcd(s, t)$ is an odd number. Then by Claim 2.1.2, $x + x^{q'} \neq 0$. Then

$$u = (x + x^{q'})^{1-q}$$

We see that $u$ is the $q-1$-st power in $F_{q^2}$, say $u = n^{q-1} \in F_{q^2}$. Then by raising power to $q + 1$ we get:

$$u^{q+1} = n^{q^2-1} = 1$$

This implies that $u \in Z$, however we showed that this is impossible. Contradiction to the assumption $x \neq 0$. We conclude that, $\Delta_a(\alpha x)$ has the dimension 0, implies that $f$ is planar. ■

### 3.0.3 About the nuclei

In this part, we estimate the left nucleus and the middle nucleus for the last planar function defined in the Theorem 3.0.11.
Theorem 3.0.14 Assume that all the conditions in Theorem 3.0.11 are satisfied and \( f \) is a planar function. Let \((F, +, \star)\) be a semifield isotopic to a presemifield \((F, +, \ast)\) determined by \( f \). Then \((F, +, \star)\) has a left nucleus and middle nucleus of dimensions a multiple of \( \gcd(s, t) \) and \( \gcd(2s, t) \) respectively.

**Proof.** Recall that, we have in the Theorem 3.0.11 that \( (2s)/\gcd(2s, t) \) is an odd and \( s = 2^\alpha s' \) and \( t = 2^\alpha t' \) where \( \alpha \) is positive integer and \( s', t' \) are odd numbers. These identities help us to see the followings:

\[
\gcd(2s, t) = \gcd(2^\alpha s', 2^\alpha t') = 2^\alpha \gcd(s', t')
\]

\[
\gcd(s, t) = \gcd(2^\alpha s', 2^\alpha t') = 2^{\alpha-1} \gcd(s', 2t') = 2^{\alpha-1} \gcd(s', t')
\]

Hence we can say that, \( F_{p^{\gcd(s, t)}} \) is an odd degree over \( F_{p^{\gcd(2s, t)}} \) (because \( 2s = 2^\alpha s' \) and \( s'/\gcd(s', t') \) is also odd). In addition, \( F_{p^{\gcd(2s, t)}} \) has a degree 2 over \( F_{p^{\gcd(s, t)}} \).

To prove the theorem, we will show that \( F_{p^{\gcd(s, t)}} \) is in the left nucleus and \( F_{p^{\gcd(2s, t)}} \) is in the middle nucleus of the semifield \((F, +, \star)\). Now define our corresponding presemifield product as following:

\[
x \ast a = \frac{\Delta_p(x) - f(x + a) - f(x) - f(a)}{4 - 4v}
\]

\[
= \frac{xa^{q^3} + x^{q^3}a^{q^3} - va^{q^3}x^{q^3}}{2 - 2v}
\]

Observe that, 1 is an identity element due to this multiplication and in particular \( 1 \ast 1 = 1 \).

It is already mentioned the way of producing semifield from presemifield in introduction part, so we apply the procedure: choose our favorite element 1 and define our new semifield multiplication \( \ast \) as:

\[(x \ast 1) \ast (a \ast 1) = x \ast a\]

Now to show that \( F_{p^{\gcd(s, t)}} \) is in \( N_l(F) \), take any element \( b \in F_{p^{\gcd(s, t)}} \subset F_{p^{t'}} \). Then obviously, \( b \) satisfies

\[
b^{p^{\gcd(s, t)}} = b, \quad b^{p^t} = b, \quad b^{p} = b
\]

Using these identities we observe the followings:

\[
b \ast 1 = \frac{b + b^{q^3} - vb^{q^3} - vb^{q^3}q}{2 - 2v}
\]

\[
= \frac{b + b - vb - vb}{2 - 2v} = b = 1 \ast b
\]
\[
\begin{align*}
    b * a &= \frac{ba^{q'} + ab^{q'} - vb^q a^{q'} - va^q b^{q'}}{2 - 2v} \\
    &= \frac{ba + ab - vba - vab}{2 - 2v} = ba \\
    &= b(1 * a) = (ba) * 1
\end{align*}
\]

By definition of \(\star\) we have:

\[
(b * 1) \star ((x * 1) \star (a * 1)) = (b * 1) \star (x * a)
\]

Now,

\[
(b * 1) \star (x * 1) \star (a * 1) = (b * x) \star (a * 1) \quad (\text{definition})
\]

\[
= (bx * 1) \star (a * 1) \quad (\text{identity above})
\]

\[
= (bx) * a = (b * 1) \star (x * a)
\]

Hence, \(b * 1 \in N_l(F)\) implies that \(F_{p^{\gcd(2s,t)}}\) is in \(N_l(F)\).

For the \(N_m(F)\), we take an element \(b \in F_{p^{\gcd(2s,t)}}\) and show that \(b * 1\) is in the middle nucleus.

Since \(b \in F_{p^{\gcd(2s,t)}} \subset F_{p^{q}}\), it satisfies:

\[
b^{p^{\gcd(2s,t)}} = b \quad \text{and} \quad b^{q'} = b
\]

Similar to the left nucleus case using these identities we get:

\[
b * 1 = \frac{b - vb^q}{1 - v}
\]

and

\[
x * b = \frac{bx + xb - vxb^q - vb^q x^q}{2 - 2v} = \frac{2bx - 2vxb^q}{2 - 2v}
\]

\[
(bx) * 1 = \frac{2bx - 2vxb^q}{2 - 2v}
\]

\[
\Rightarrow x * b = (bx) * 1
\]

\[
\Rightarrow x * (ba) = (bx) * a
\]

for any \(x\). Now it follows that

\[
((x * 1) \star (b * 1)) \star (a * 1) = (x * b) \star (a * 1)
\]

\[
= (bx * 1) \star (a * 1)
\]

\[
= (bx) * a
\]

\[
(x * 1) \star ((b * 1) \star (a * 1)) = (x * 1) \star (b * a)
\]
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\[(x \ast 1) \star (ba \ast 1)\]
\[= x \ast (ba)\]

And we already know that \(x \ast (ba) = (bx) \ast a\), hence \(\mathbb{F}_\text{gcd}(2^s, t)\) is in middle nucleus, that completes the proof.

\[\blacksquare\]
CHAPTER 4

Some APN polynomials

In this chapter some APN functions that are constructed in the way of definition in Chapter 2 are illustrated. Note that, now we are in even characteristic, namely in characteristic 2. We have two theorems for the cases \( k = 2 \) and \( k = 3 \) respectively.\(^1\) Proof idea is the same as the method described in Chapter 2, we will proceed the same steps. Our aim is to show that, the kernel of \( \Delta_a(x) \) has the dimension 1.

**Theorem 4.0.15** Let \( s \) be odd and \( t \) be an even number satisfying \( t < 2s \) and \( \gcd(s, t) = 1 \). Let \( q = 2^s, \quad q' = 2^t, \quad F = \mathbb{F}_q \), \( v \in F \setminus \mathbb{F}_q \) and \( u \notin (F^*)^3 \). Then the function

\[
f(x) = ux^{1+qq'} + u^q x^{q+q'} + v x^{q'(1+q)}
\]

is an APN.

**Proof.** By looking Chapter 2 for the new family of functions defined, we see that the function in the theorem satisfies the properties of these new family. Here we have

\[
p = 2, k = 2, K = \mathbb{F}_q, F = \mathbb{F}_{q^2}
\]

and the quadratic polynomial is defined as

\[
P(X_0, X_1, Y_0, Y_1) = uX_0Y_1 + u^qX_1Y_0 + vY_0Y_1
\]

Now to proceed, we have to calculate \( \Delta_a(ax) \) where \( 0 \neq a \in F \). Remember that, \( \Delta_a(x) = f(x + a) - f(x) - f(a) \)

\[
f(x + a) = u(x + a)^{1+qq'} + u^q(x + a)^{qq'+1} + v(x + a)^{q'(1+q)}
\]

\[
f(x) = ux^{1+qq'} + u^q x^{q+q'} + v x^{q'(1+q)}
\]
\[ f(a) = ua^{1+q'} + u^q a^{q'+q} + va^{(1+q)} \]

By substituting in the equation and by doing simplifications we get:

\[ \Delta_u(x) = u(ax^{q'} + ax^{q'}) + u^q(ax^{q'} + ax^{q'}) + v(x^{q'} + ax^{q'} + ax^{q'}) \]

Now we find \( \Delta_u(ax) \), by putting \( ax \) instead of \( x \):

\[ \Delta_u(ax) = ua^{1+q'}(x + x^{q'}) + u^q(ax^{q'} + ax^{q'}) + va^{(1+q)}(x^{q'} + ax^{q'}) \]

We have to prove that the kernel of \( \Delta_u(ax) \) has dimension 1. Since \( k = 2 \) we need only one \( K \)-linear equation. To get equation, take trace of each side and equalize to 0, \( T(c\Delta_u(ax)) = 0 \) (Separation step- collect the terms involving \( x^{q'} \) to one side) and use the elementary properties of trace function. In this case we take \( c = 1 \).

\[ T(u^q ax^{q'} x^{q'}) + T(v a^{q+q} x^{q'}) = T(u a^{q+1} x^{q'}) + T(u^q ax^{q'} x^{q'}) + T(v a^{q+q} x^{q'}) \]

To simplify, use the property that \( T(x) = T(x^{q'}) \):

\[ = T(u a^{q+1} x^{q'}) + T(u^q ax^{q'} x^{q'}) + T(v a^{q+q} x^{q'}) \]

Since we are in characteristic 2 we obtain the following equation:

\[ T((v + v^q)x^{q+q} x^{q'}) = 0 \]

Observe that, \( v + v^q \neq 0 \) since given that \( v \notin \mathbb{F}_q \). The solution is non-trivial, so it follows that \( x \in \mathbb{F}_q \). Hence we can substitute, \( x^{q'} = x \) in the main equation and simplify:

\[ \Delta_u(ax) = (ua^{1+q'} + u^q a^{q'+q})(x + x^{q'}) = 0 \]

**Claim 4.0.16** \( ua^{1+q'} + u^q a^{q'+q} \neq 0 \)

**Proof.** (of Claim 4.0.16): Assume that \( ua^{1+q'} + u^q a^{q'+q} = 0 \). Then it follows that

\[ ua^{1+q'} = u^q a^{q'+q} = (ua^{1+q'})^q \]

This means that \( ua^{1+q'} \in \mathbb{F}_q \). Since, \( q = 2^s \) the elements of \( \mathbb{F}_q \) are third powers. Observe that, \( 3 \mid 1 + qq' = 1 + 2^{s+t} \) since \( s + t \) is odd. Hence, \( a^{1+q'} \) is also third power. It follows that \( u \) has to be third power but this is not true. Contradiction.
Now, using the claim above we see that \( x + x^{q^t} = 0 \). But this can happen only if \( x \in \mathbb{F}_q \) since \( \gcd(s, t) = 1 \). Hence, the dimension of the kernel of linear mapping \( \triangle_q(x) \) has the dimension 1 in characteristic 2, implying that \( f \) is an APN.

\[ \square \]

**Theorem 4.0.17** Let \( \gcd(s, 3) = 1 \), \( \gcd(t, 3) = 1 \), \( \gcd(s, t) = 1 \), \( t < 3s \) and 3 divides \( s + t \). Let \( q = 2^i \), \( q' = 2^i \), \( F = \mathbb{F}_{q^t} \), \( v \in \mathbb{F}_q \) and \( u \in F \setminus \mathbb{F}^* \). Then the function

\[
f(x) = u x^{q^t+q} + u q x^{1+q} + v x^{(1+q)}
\]

is an APN.

**Proof.** Function \( f \) satisfies the properties of the new family of functions defined before:

\( p = 2, k = 3 \) and \( P(x, y) = u x_2 y_1 + u x_1 y_0 + v y_0 y_1 \). Then we follow the steps, let \( 0 \neq a \in F \):

\[
f(x + a) = u (x^{q^t+q} + x^{q^t} a^{q^t} + x^{q^t} a^{q+q^t} + a^{q^t+q^t}) + u^q (x^{q^t+1} + x a^{q^t} + a^{q^t+1})
\]

\[
+ v (x^{q^t+q^t} + x^{q^t} a^{q^t} + a^{q^t+q^t}) + v x^{(q^t+q^t)}
\]

\[
f(a) = u a^{q^t+q} + u^q a^{1+q} + v a^{(1+q)}
\]

Then

\[
\triangle_q(x) = u (x^{q^t} a^{q^t} + a^{q^t} x^{q^t}) + u^q (x a^{q^t} + a x^{q^t}) + v (x^{q^t} a^{q^t} + a^{q^t} x^{q^t})
\]

\[
\Rightarrow \triangle_q(ax) = u a^{q^t+q^t} (x^{q^t} + x^{q^t}) + u^q a^{q^t+1}(x + x^{q^t}) + v a^{q^t+q^t} (x^{q^t} + x^{q^t})
\]

The separation step yields the equation \( T(c \triangle_q(ax)) = 0 \) for some \( c \). Collect the terms involving \( x^{q^t} \) to the right side:

\[
T(cua^{q^t+q^t} x^{q^t}) + T(ua^{1+q^t} x) = T(cua^{q^t+q^t} x^{q^t}) + T(cua^{q^t+q^t} x^{q^t}) + T(cua^{q^t+q^t} x^{q^t}) + T(cua^{q^t+q^t} x^{q^t})
\]

Use the facts that \( T(x) = T(x^{q^t}) \), \( v^{q^t} = v \) and \( x^{q^t} = x \) to get:

\[
T((c^{q^t} u a^{1+q^t} q^t) + cu a^{q^t} x) = T((c^{q^t} u a^{1+q^t} q^t) + cu a^{q^t} q^t + c^{q^t} u a^{q^t} q^t + v a^{q^t} q^t) \) \quad (4.1)
\]

Now we want to find a value of \( c \) that makes left side 0:

\[
c^{q^t} u a^{1+q^t} q^t + cu a^{q^t} q^t = 0
\]

\[
\Rightarrow c^{q^t} u a^{1+q^t} q^t = cu a^{q^t} q^t
\]
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\[ \Rightarrow c'^{-1} = a'^2(1-q^2) \]
\[ \Rightarrow c = a^{-q(q+1)} \]
\[ \Rightarrow c = a'^q q^2 \]

Last equality comes from the fact that \( a \in \mathbb{F}_{q^2} \). Now when \( c = a'^q q^2 \), left side of the equation (4.1) vanishes and the right side becomes:

\[
T((a'^q q^2 u'^q a'^q + a'^q q u'^q a'^q + a'^q q a'^q q'^q) \chi' a') = 0
\]
\[ \Rightarrow T((a'^q q^2 + a'^q q^2) \chi' a') = 0 \]

Observe that, \((a'^q q^2 + a'^q) u'^q a'^q = a'^q q^2 u'^q a'^q \). Then call \( a = u'^q a'^q \). Hence we get our first condition as:

\[
T((a + a') \chi' a') = 0
\]

Now we want to find \( c \) so that the right hand side of the equation (4.1) vanishes. That means

\[
cu'^q a'^q + cva'^q q'^q + a'^q q u'^q a'^q + a'^q q va'^q q'^q = 0
\]
\[ \Rightarrow c a'^q (u'^q a + va'^q q'^q) = c a'^q a'^q (va'^q q'^q) \]

Observe that, \((u'^q a + va'^q q'^q) q'^q = u'^q a'^q + va'^q q'^q \)
\[ \Rightarrow c(u'^q a + va'^q q'^q) = c a'^q (u'^q a + va'^q q'^q)
\]
\[ \Rightarrow c = u'^q a'^q + va'^q q'^q \]

This value of \( c \) makes right side of the equation (4.1) 0 and left side is the required second equation.

\[
T(((u'^q a'^q + va'^q q'^q) u'^q a'^q + (u'^q a'^q + va'^q q'^q) u'^q a'^q) \chi) = 0
\]
\[ \Rightarrow T((u'^q a'^q + va'^q q'^q) u'^q a'^q + (u'^q a'^q + va'^q q'^q) u'^q a'^q + va'^q q'^q) \chi) = 0
\]
\[ \Rightarrow T((u'^q a'^q + va'^q q'^q) u'^q a'^q + va'^q q'^q) \chi) = 0
\]

Note that, since we are in characteristic 2, \( T(\chi) = T(\chi') \). Furthermore,

\[
(u'^q a'^q + va'^q q'^q) q'^q = u'^q a'^q q'^q + va'^q q'^q + q'^q
\]

So let \( \beta = u'^q a'^q q'^q + q'^q \). Then equation becomes:

\[
T((\beta + \beta') \chi) = 0
\]
\[ T((\beta + \beta q)x') = 0 \]

This equation is our second \( \mathbb{F}_q \)-linear equation. Recall that,

\[ \alpha + \alpha^q = a^q(q' + 1)u + d^q + q^q + q^2 \]

Now let, \( \phi = a^q(q' + 1)u + d^q + q^2 \). Then

\[ \alpha + \alpha^q = d^q \phi \]

Observe also that,

\[ \beta + \beta q = u(q + 1)a + d^q + q^q + q^2 \]

Claim 4.0.18 \( \alpha \notin \mathbb{F}_q \) and \( \beta \notin \mathbb{F}_q \). In particular, \( \phi \neq 0 \).

Proof.(of Claim 4.0.18) Assume to the contrary that \( \alpha \in \mathbb{F}_q \). Then \( \alpha = \alpha^q \) holds. Put the value of \( \alpha \) instead to get:

\[ u^q(a^q q' + 1)u + d^q + q^q + q^2 \]

\[ \Rightarrow u^{q-1} = a^{q-1}(q - q') \]

\[ \Rightarrow u^{q(q - 1)} = a^{q-1} \]

Now since, \( 3 \mid s + t \), then \( q(q' - 1) = 2^{s+t} - 1 \) is divisible by 7. Hence right hand side satisfies:

\[ a^{q-1} \in (\mathbb{F}^*)^7 \]

\[ \Rightarrow u^q \in (\mathbb{F}^*)^7 \]

\[ \Rightarrow u \in (\mathbb{F}^*)^7 \quad (\text{since } 7 \nmid q) \]

But this is impossible, since given that \( u \notin (\mathbb{F}^*)^7 \). Contradiction.

Now since \( 0 \neq \alpha + \alpha^q = d^q \phi \), it follows that \( \phi \neq 0 \). Similarly, since \( \phi \neq 0 \) and \( 0 \neq u^q a \phi^q = \beta + \beta^q \), then \( \beta \notin \mathbb{F}_q \).

Claim 4.0.19 \( \mathbb{F}_q^* \subseteq (\mathbb{F}^*)^7 = (\mathbb{F}_q^*)^7 \).

Proof.(of Claim 4.0.19) Our aim is to show that there exists \( \beta \in (\mathbb{F}_q^*)^7 \) such that \( \beta \) is a primitive element of \( \mathbb{F}_q^* \). Since \( \mathbb{F}_q^* \) is a cyclic group it has a generator, say \( \alpha \). Obviously,
\[ \alpha \in \mathbb{F}^*_{q^1}. \]

Observe that, when \( \gcd(s, 3) = 1 \) then \( \gcd(7, 2^s - 1) = 1 \) holds. Then we can say that \( \alpha^7 \) is also a primitive element of \( \mathbb{F}^*_{q^1} \). Note that

\[ \alpha^7 \in (\mathbb{F}^*_{q^1})^2 \]

That helps us to prove that \( \mathbb{F}^*_{q} \subseteq (\mathbb{F}^*_{q^1})^7 = (\mathbb{F}^*_{q^1})^7 \).

Assume that two \( \mathbb{F}_q \)-linear conditions are dependent. Then this is equivalent to saying that

\[ \frac{(\beta + \beta q')q}{\alpha + \alpha q} \in \mathbb{F}_q \]

\[ \Rightarrow u^{q'q} \in \mathbb{F}_q \subseteq (\mathbb{F}^*_{q^1})^7 \]

Obviously, \( \phi^{q'-1} \in (\mathbb{F}^*)^7 \) because \( 7 \mid q'q' - 1 \).

\[ \Rightarrow u^{q'q} \in (\mathbb{F}^*)^7 \]

\[ \Rightarrow u \in (\mathbb{F}^*)^7 \]

Contradiction. Hence two equations are linearly independent and it is known that \( x \in \mathbb{F}_q \) satisfies both equation. Now, \( \Delta_{a}(ax) = 0 \) simplifies to:

\[ (ua^{q+q'} + u^q a^{1+q'})(x + x^{q'}) = 0 \]

Show that

\[ ua^{q+q'} + u^q a^{1+q'} \neq 0 \]

Otherwise,

\[ u^{q-1} = a^{(q-1)(q'q+q+1)} \]

\[ \Rightarrow u = a^{q'q+q+1} \]

Now turn to the conditions on \( s \) and \( t \). There are only two possibilities:

i) \( s = 3m + 1 \) and \( t = 3n + 2 \) or,

ii) \( s = 3m + 2 \) and \( t = 3n + 1 \)

Observe that, in both cases \( q' + q + 1 \) is divisible by 7. Hence,

\[ u = a^{q'q+q+1} \in (\mathbb{F}^*)^7 \]

But this is impossible. So \( ua^{q+q'} + u^q a^{1+q'} \neq 0 \). It follows that

\[ x + x^{q'} = 0 \]
Since \( \gcd(s, t) = 1 \), this can happen only when \( x \in \mathbb{F}_2 \). This means that the kernel of \( \Delta_a(x) \) has the dimension 1 in characteristic 2, equivalent to saying that \( f \) is an APN function.

(For another proof way for this theorem see [9])
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