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ABSTRACT 

 

 

IMAGE DYNAMIC RANGE ENHANCEMENT 

 

 

 

Özyürek, Serkan 

M.Sc., Department of Electrical and Electronics Engineering 

Supervisor: Prof. Dr. Gözde B. Akar 

 

September 2011, 131 pages  

 

In this thesis, image dynamic range enhancement methods are studied in order to 

solve the problem of representing high dynamic range scenes with low dynamic 

range images. For this purpose, two main image dynamic range enhancement 

methods, which are high dynamic range imaging and exposure fusion, are studied. 

More detailed analysis of exposure fusion algorithms are carried out because the 

whole enhancement process in the exposure fusion is performed in low dynamic 

range, and they do not need any prior information about input images. In order to 

evaluate the performances of exposure fusion algorithms, both objective and 

subjective quality metrics are used. Moreover, the correlation between the 

objective quality metrics and subjective ratings is studied in the experiments.   

 

Keywords: Image Fusion, Exposure Fusion, Image Quality Metrics, High 

Dynamic Range Imaging 
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ÖZ 

 

 

GÖRÜNTÜ DİNAMİK ARALIĞININ İYİLEŞTİRİLMESİ 

 

 

 

Özyürek, Serkan 

Yüksek Lisans, Elektrik-Elektronik Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. Gözde B. Akar 

 

Eylül 2011, 131 sayfa  

 

Bu tezde, yüksek dinamik aralığa sahip sahnelerin düşük dinamik aralıkta 

görüntülenmesine çözüm olan görüntü dinamik aralık iyileştirme algoritmaları 

incelenmiştir. Bu amaç doğrultusunda, iki temel görüntü dinamik aralık 

iyileştirme metodu olan yüksek dinamik aralıkta görüntüleme ve pozlama füzyonu 

incelenmiştir. Pozlama füzyon algoritmaları daha detaylı analiz edilmiştir çünkü 

pozlama füzyonunda bütün iyileştirme işlemleri düşük dinamik aralıkta 

gerçekleştirilmektedir ve bu algoritmalar giriş resimleri ile ilgili hiçbir bilgiye 

ihtiyaç duymamaktadır. Pozlama füzyon algoritmalarının performanslarını 

değerlendirmek için nesnel ve öznel kalite ölçütleri kullanılmıştır. Ayrıca, 

deneylerde nesnel kalite ölçütleri ve öznel değerlendirmeler arasındaki korelasyon 

incelenmiştir. 

 

Anahtar Kelimeler: Görüntü Füzyonu, Pozlama Füzyonu, Görüntü Kalite 

Ölçütleri, Yüksek Dinamik Aralıkta Görüntüleme 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

The main goal of digital cameras is to represent an acquired scene as realistic, and 

as similar as the scene observed by the human visual system. In parallel with the 

increase in digital camera technology, this goal is achieved to a great extent. The 

luminance, contrast and all the other parameters related with digital images are 

gradually getting closer to the parameters experienced by a human observer [29].  

 

However, while the digital cameras have been improved in terms of performance 

and quality, photography is still having a problem with a wide range of radiance 

variations in the real world. The scenes in the real world comprise of harsh 

lightening conditions that cause shadows (underexposed regions) or highlights 

(overexposed regions) in digitally captured images. The reason is that the dynamic 

range of camera sensors is not high enough to capture the dynamic range of the 

scenes. Dynamic range of the scene is defined as the ratio of radiances between 

the brightest and the darkest points in the scene. For example, the radiance range 

of the real world reaches up to 1:500000 but today’s camera sensors have pixel 

depth ranging from 8-bit to 14-bit which correspond 256 to 16384 digital values 

[1].  
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Figure 1.1 Mapping from High Dynamic Range to Low Dynamic Range 

 

 

There are two different approaches to solve this problem. These are hardware and 

software approaches. The hardware approach tries to solve this problem in the 

image acquisition pipeline of the digital cameras. For this purpose, camera 

sensors, which have the capability of capturing wide dynamic range, have been 

developed [2].  In the software approach, the problem is solved by post processing 

techniques. Since the hardware solutions are expensive and need further 

developments in this field, they are not preferred by manufacturers or researchers. 

The software solutions are easier, less expensive than the hardware solutions and 

usually independent from hardware platforms. Therefore, the software solutions 

are more preferred than the hardware ones.   

 

However, it is not possible to recover the details in saturated regions by using 

advanced software techniques directly. The well-known solution to capture a high 

dynamic range scene with a limited dynamic range device is splitting the full 

dynamic range into smaller strips. By means of this, the full dynamic range is 

represented via low dynamic range images. In this form, this sequence of images 

is not so useful because the details are distributed in several images. The 

interpretation and processing of these details are problematic. Therefore, these 

images should be merged into a single image that contains all the details. This 

overall process is called as image dynamic range enhancement, and methods used 

for this purpose are called as image dynamic range enhancement methods. 
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Image dynamic range enhancement methods are becoming popular day by day. 

The application areas have been expanded from amateur photography to scientific 

researches. At the same time, some image dynamic range enhancement programs 

are developed such as Enfuse, Photomatix, Adobe Photoshop add-ons and Bracket 

[3-5, 12].  

 

1.1 Scope of the Thesis 

 

In this thesis, image dynamic range enhancement methods are studied in order to 

solve the problem of representing high dynamic range scenes with low dynamic 

range images. For this purpose, two main image dynamic range enhancement 

methods, which are high dynamic range imaging and exposure fusion, are studied. 

 

The main goals of this thesis are given as follows: 

 Giving principles of high dynamic range imaging methods by implementing 

basic algorithms. 

 Performing detailed analysis of exposure fusion methods. 

 Comparison of objective quality metrics used in exposure fusion. 

 Giving the correlation between the objective quality metrics and human 

subjective ratings. 

 

Image sets, which are used in the performance comparison of the algorithms, are 

mostly obtained through the internet. All images have been already aligned, and 

registration algorithms are not included to the scope of this thesis. Moreover, this 

thesis only considers monochrome image based algorithms. If an algorithm is 

color based, it has been modified to work with the monochrome images. 

 

The implementation of the algorithms and the supplementary programs used in 

this thesis are developed in MATLAB.  
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1.2 Outline of the Thesis 

 

In Chapter 2, general background information about high dynamic range imaging 

is given. Moreover, the implemented recovering high dynamic range radiance 

map and tone mapping algorithms are explained. 

 

In Chapter 3, the definition of exposure fusion is given, and the literature related 

with exposure fusion is explained. Then, the implemented exposure fusion 

algorithms are explained in details. 

 

In Chapter 4, various objective quality metrics that are used to evaluate the results 

of image fusion algorithms are explained. This chapter forms a base line for 

comparing image fusion algorithms. 

 

In Chapter 5, the evaluation of image dynamic range enhancement algorithms is 

given with the results of the objective and subjective tests. This chapter mainly 

focuses on the evaluation of the exposure fusion algorithms, but a brief 

comparison of the high dynamic range imaging algorithms is given.  

 

In Chapter 6, conclusion is given, and possible future studies are discussed.  
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CHAPTER 2 

 

 

HIGH DYNAMIC RANGE IMAGING 

 

 

 

2.1 Introduction 

 

High dynamic range imaging (HDRI) is one of the solutions to represent high 

dynamic range scenes with low dynamic range images. HDRI is a set of 

techniques that provide a greater dynamic range than traditional imaging 

techniques [6]. The output of HDRI methods is called as high dynamic range 

(HDR) images.  These images can represent full dynamic range of the scenes 

because they are directly proportional to the radiance values of captured scenes. 

Therefore, they are also called as HDR radiance maps. In this aspect, HDR 

radiance maps are different from the standard images because standard images 

consist of digital counts, which are the projection of the scene radiance on two-

dimensional coordinate system. 

 

HDRI techniques consist of two different methods. These are recovering HDR 

radiance map and tone mapping methods. 

 

For recovering HDR radiance map, different methods have been proposed. The 

goal of these methods is to turn back to the true radiance values from the digital 

pixel values. By means of these methods, the information at saturated pixels is 

recovered, and the real luminance information is obtained. HDR radiance maps 

are used in various applications such as image based lightening and creating 

virtual images [6].  
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However, most of the displays have low dynamic ranges that are not capable of 

displaying HDR radiance maps. For this reason, a method is required to map HDR 

radiance maps into low dynamic range images. Tone mappings are the methods 

that provide this dynamic range compression. Most of these tone mapping 

methods try to simulate human visual system in order to preserve the important 

details in HDR radiance maps.  

 

In the following sections, the detailed information about these two methods is 

given, and the implemented algorithms are explained. 

 

2.2 Recovering High Dynamic Range Radiance Map 

 

The HDR radiance map methods intend to find a radiance map which is a kind of 

lookup table. Then, they use the found radiance map to calculate scene radiance.  

However, turning back to the true radiance values by the help of radiance map is 

not an easy process. The reason of this difficulty is the nonlinearities which exist 

in the digital cameras. These nonlinearities are modeled by a transfer function (T), 

and it is named as camera response function (CRF) or radiometric response curve 

[8]. Several methods have been developed for the estimation of CRF in years [8-

11].    

 

 

 
Figure 2.1 Transfer Function of a Typical Camera 

 

 

These methods use a series of different exposed low dynamic range images in 

order to estimate CRF. CRF is estimated by assuming that each differently 

exposed image corresponds to the same scene radiance. In these methods, the 
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whole process for the estimation of CRF is awarded the name of radiometric 

calibration. After CRF is estimated, the sensor irradiance is calculated by using 

CRF and the exposure times of the input images. This operation can be explained 

mathematically as follows: 

 

, , ∆ , 1, 2, … ,  2-1 

 

where ,  is the intensity value of the pixel at (x,y), and  ∆  is the exposure 

time of ith image. The sensor irradiance is denoted by , . 

 

The calculated image represents an approximation of the sensor irradiance, and it 

is called as HDR image or HDR radiance map. The sensor irradiance has been 

calculated, but the scene radiance has to be found. Most of the time, it is assumed 

that scene radiance ,  is proportional to sensor irradiance , . This 

assumption is valid because manufactured lenses include designs to compensate 

the nonlinearity between the scene radiance and sensor irradiance [10]. By the 

help of these designs, the relation between the radiance and the irradiance 

becomes almost constant.  

 

In the next section, several algorithms for recovering HDR radiance map are 

explained. Since the first algorithm, HDR-ALG1, defines the most popular CRF 

estimation method in the literature, CRF estimation section of the other algorithm 

is not implemented. The steps to calculate HDR radiance map with a known CRF 

are implemented. In the literature, there are also others algorithms for recovering 

HDR radiance map [8, 9, 22]. 

 

 

 

 

, , ∆ 1, 2, … ,  2-2 
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2.2.1 HDR-ALG1 [10] 

                    

This algorithm is composed of two sections: 1) the estimation of CRF 2) the 

calculation of HDR radiance map with a known CRF [10].  

 

For the estimation of CRF, equation 2-2 is modified by taking the natural 

logarithm of both sides in order for simplification. The modified equation is given 

as follows: 

 

ln , ln , ln ∆  

g , ln , ln ∆  
2-3 

 

In this set of equations,  and  ∆  are knowns. Remaining terms are unknowns.  

In order to solve this overdetermined equation system, least square estimation 

method is used in the algorithm. Let Zmin is 0, and Zmax, is 255 for the 8-bit pixel 

depth. P is the number of sample pixels, N is the number of the input images, and 

"  is the second derivative of  where z is the pixel intensity. Then, the 

solution of equation 2-3 is given as follows: 

 

, ln , ln ∆ "

,

 

" 1 2 1  

  2-4 

 

where S is the set of pixel samples. The elements of the set S are randomly chosen 

pixel intensities from the input images.  

 

The above equation is composed of two terms. These are fitting and smoothness 

terms. There is also a parameter  in the above equation. This parameter controls 

the weight of the smoothness term. After this step, the algorithm is finalized by 

adding a triangular shape weighting function to the above equation. This 
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weighting function provides much better approximation to the real shape of CRF. 

It guarantees that CRF has steep slopes near the extreme points and smooth 

transition at the middle points. Therefore, it gives more importance to the pixels 

through the middle of the curve than the pixels in the extreme points. Then, the 

solution is finalized as follows: 

 

, , ln , ln ∆
,

"  

2-5 

 

The algorithm does not use all the pixels in the input images in equation 2-5. 

“Given measurements of P pixels in N images, we have to solve for P values of 

ln ,  and  samples of ” [10]. To guarantee a sufficiently 

overdetermined system, it is required to satisfy the following equation:  

 

1  2-6 

 

After the estimation of CRF, sensor irradiance is calculated. Any of the input 

images with its exposure time can be used to calculate HDR radiance map by 

equation 2-3. However, all the input images can be used in the calculation in order 

to reduce the calculation errors and noise in the output image. At this point, it is 

also suggested to use the same weighting function in equation 2-5. Since CRF is 

best approximated at the middle pixel values, giving higher weights to these 

pixels have an effect of decreasing error in the output image. The formula to 

calculate HDR radiance map is given as follows: 

 

ln , ln ,
∑ , , ln  ∆

∑ ,
 2-7 
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where L(x,y) is the scene radiance or HDR radiance map. As stated previously, the 

scene radiance and the scene irradiance can be assumed proportional. 

 

2.2.2 HDR-ALG2 [11] 

 

This algorithm stress that HDR-ALG1 [10] does not give importance to long 

exposed images and use all the input images equally [11]. Therefore, it suggests 

that giving higher weights to long exposed images reduces quantization error 

arising from the digitizing of the sensor irradiance. In addition to HDR-ALG1 

[10], the noise in observation model is defined in this algorithm. By using this 

model, the relation between the sensor irradiance and the digital pixel values is 

expressed as follows: 

 

where ,  is  the additive noise in ith exposed image, and ,  is the 

dequantization error in ith exposed image. 

 

To solve the above equation, the noise terms should be modeled. In the algorithm, 

they are modeled as zero mean Gaussian random variables. In order to model 

them as Gaussian variable, the variances of these random variables have to be 

calculated. This is not an easy task because there are many sources causing noise 

to the imaging system. Each of these sources should be characterized to insert 

their effects to the observation model. For this purpose, it is suggested to replace 

the variances with a weighting function which is inverse proportional to the 

variances of the noise terms. This weighting function which is defined below has 

high values where the noise power is less and has low values where the noise 

power is high.  

 

exp 4
127.5

127.5
 2-9 

, , ∆ , , ,  2-8 
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This function gives more importance to the pixels which are at the middle of CRF 

and does not trust the pixels which are at the two ends of CRF. 

 

Maximum likelihood technique is used to calculate HDR radiance map by the 

help of the joint probability density function of , .  Maximization process of 

this probability density function is equivalent to the minimization of the following 

equation: 

 

, ∆ ,

,

,

 2-10 

 

where X and Y are the dimensions of the image in horizontal and vertical 

directions respectively. The solution of the equation is found by taking the 

gradient of the equation and equating the result of gradient to zero. Then, HDR 

radiance map is calculated as follows: 

 

, ,
∑ , ∆ ,

∑ , ∆
 2-11 

 

where ,  is calculated by inverse CRF. Resultant equation gives higher 

weights to long exposed images to decrease the quantization error.  

 

2.3 Tone Mapping 

 

The real world consists of high dynamic range scenes that cannot be captured by 

standard digital cameras. However, HDR radiance map (HDR images) can be 

calculated by the previously explained methods. There are many advantages of 

using HDR radiance map, but it also brings some difficulties. Displaying these 

images on the standard screens is impossible due to low dynamic range of the 

screens. Therefore, a compression technique is needed to map HDR radiance 

maps to low dynamic range images. These techniques are called as tone mapping 
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or tone reproduction operators [13]. The quality of these operators is measured by 

the contrast of output images and resulted artifacts.  

 

Tone mapping operators are divided into two groups. These groups are called as 

global and local tone mapping operators. The global tone mapping operators are 

also known as spatially invariant operators [7, 14]. They use the same mapping 

function for all pixels regardless of surrounding pixel values. The advantages of 

the global tone mapping operators are their simplicity and fast processing time. 

However, using global information may cause the loss of details when the image 

dynamic range is high.  

 

In order to solve the previously stated problem, local tone mapping operators are 

developed. The local tone mapping operators use the neighborhood information of 

pixels in order to calculate necessary mapping function [23-26]. The mapping 

function changes locally depending on the pixel location so it provides more 

contrast at the output images. The disadvantages of these operators are their high 

computational loads and the determination of the neighborhood size.  

 

In the following subsections, the implemented tone mapping algorithms are 

explained. These algorithms are the former and basic tone mapping algorithms. 

They are implemented to give the principles of the tone mapping operators. 

However, there are also more complex and successful tone mapping algorithms in 

the literature [62-64].  

 

2.3.1 TM-ALG1 [38] 

 

The simplest tone mapping operator is linear scaling which you can use to map 

HDR radiance maps into low dynamic range images. In this method, the whole 

dynamic range is mapped linearly regardless of the distribution of the details in 

the dynamic range. Therefore, it does not preserve the details of HDR radiance 

map in the output image. Linear scaling function is given as follows: 
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,
,

 2-12 

 

where ,  is the scene radiance, and ,  is the display luminance.  

is the maximum scene radiance, and  is the minimum scene radiance. 

 

2.3.2 TM-ALG2 [15] 

 

Logarithmic mapping is another simple dynamic range compression operator. 

Although this operator is simple to achieve satisfactory results, this mapping 

operator is more successful than the linear mapping operator. In this case, a 

nonlinear mapping is used to compress the high dynamic range of HDR radiance 

map. The operator does not perform compression evenly for the whole dynamic 

range. The specific intervals in the dynamic range are compressed less than the 

remaining intervals. This approach prevents losing details in this interval but the 

remaining of the dynamic range is highly compressed. By doing so, the 

information in HDR radiance map is transferred with the minimum loss in the 

details. The logarithmic dynamic range compression is given as follows: 

 

,
, 1

1
 2-13 

 

2.3.3 TM-ALG3 [15] 

         

This algorithm requires less tuning parameter than the former algorithms and is 

based on logarithmic compression. In this algorithm, the logarithmic function, 

which is proposed by Stockham [16], is used to model the relation between 

brightness and luminance. This function is given as follows: 

 

,
log , 1
log 1

 2-14 
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This function forms a basis for the proposed tone mapping operator. 

 

In the algorithm, a preprocessing operation is applied before mapping high 

dynamic range scene into low dynamic range image. This operation calculates the 

brightness level of the input image in order to provide adaptation for various 

displays. For this purpose, the log-average of the input image is calculated. Then, 

the calculated value and a user defined parameter are used to scale the scene 

radiance. Hence, the brightness level of the output image can be adjusted by this 

scaling operation.  

 

In addition, an adaptive compression is used to preserve the details in the HDR 

radiance map. This is achieved by adaptive changing the logarithmic base of the 

mapping function depending on pixel radiance. As a result of this, the details in 

relatively dark areas are preserved, and high radiance values are highly 

compressed. The smooth transition between the logarithmic bases is obtained by 

using a bias function. This function, which is proposed by Perlin and Hoffert [18], 

is given as follows: 

 

.  2-15 

 

Then, the developed tone mapping operator is proposed. This new operator is 

given as follows: 

 

,
0.01

1

log , 1

log 2
, .

8

 
2-16 

 

where  is the maximum luminance limit of the display,  is the scaled 

maximum scene radiance, and  is the scaled scene radiance. The proposed 
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operator is adaptive for any display medium by the help of . Moreover, the 

optimum value of the bias parameter b is given as 0.85.  

 

2.3.4 TM-ALG4 [17]         

 

This algorithm is composed of two different tone mapping algorithms which are 

independent operators. One of them is global tone mapping operator, and the other 

one is local tone mapping operator. These new operators take traditional 

photographic methods as bases and solve the problem of mapping HDR radiance 

maps into low dynamic range images by the help of these methods [17]. Zone 

system is one of the traditional photography methods, and it provides a 

systematical approach for photographers in order to define the relationship 

between the visualization of the scene and the final print [19].  

 

The calculation of the global operator starts by the calculation of scene’s key 

value. Key value is used to define the brightness of a scene. Bright scenes such as 

white clouds have high key values, and dark scenes such as shadow of an item 

have low key values. Log-average is used to calculate scene’s key value, and the 

calculation of log-average is given as follows: 

 

exp 
1

log ,

,

,

 2-17 

 

where  is the result of log-average, and  denotes a small offset which is used to 

avoid infinite results. Then, a user defined parameter a is used to scale the scene 

radiance. The scaling operation is given as follows: 

 

, ,  2-18 
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The log-average of the scene can be mapped to different values by changing the 

parameter a. Then, a tone mapping method is used to compress HDR radiance 

map and is given as follows: 

 

,
,

1 ,
 2-19 

 

As can be seen from the above equation, high luminance values are mapped to 

one, and low luminance values are almost not changed. Then, the operator is 

extended to provide high contrast outputs. The extended operator allows high 

luminance values to be saturated. This process is the same as the burning 

operation defined in traditional photography. The extended operator is given as 

follows: 

,
, 1

,

1 ,
 

2-20 

 

where Lwhite denotes the minimum luminance value and is called as white 

threshold level. The radiance values which are greater than this threshold value 

are mapped to the maximum display intensity. Resultant global tone mapping 

operator gives good results for low dynamic range scenes. However, this operator 

is not good enough to preserve the details in high dynamic range scenes.  

 

In order to solve this problem, a new local tone mapping operator is proposed. 

This new operator uses the dodging and burning techniques in the traditional 

photography. Therefore, it is suggested to define a key value for each pixel in the 

input image in order to preserve the details in high dynamic range scene. This 

operator is applied within a local neighborhood. The size of the neighborhood is 

determined by the help of a local contrast measure which is performed on 

different scales. The measure is defined as the subtraction of two circular 

symmetric Gaussian convolved images. The used circularly symmetric Gaussian 

filter is given as follows: 
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, ,
1

exp  2-21 

                                                             

, , , , ,  2-22 

 

where  is the convolution result of Gaussian filter for scale s. Then, the contrast 

measure is defined as follows: 

 

, ,
, , , ,

2 , ,
 2-23 

 

where  is the sharpening parameter, and , ,  has a smaller radius than 

, , . In the algorithm, the ratio between the radiuses of two center 

surrounded filters is used as 1.6. Furthermore, in the equation, 2 /  prevents 

the response of the function becomes infinite when , ,  becomes zero. As 

stated previously, equation 2-23 is used to measure the contrast of a local area. 

For that purpose, equation 2-23 is iterated for different scales by starting from the 

lowest scale. At each scale, the absolute value of equation 2-23 is compared to a 

predefined threshold value. The last scale  which is smaller than the threshold 

is selected as the local neighborhood size of the current pixel. Then, this process is 

performed for each pixel in the input image.  

 

Since , ,  defines the local average of the pixels, the tone mapping 

operator in equation 2-19 is converted into local tone mapping operator by 

replacing ,  with , , . By doing that, the global key value is replaced 

with a local key value.  Then, the local tone mapping operator is given as follows: 

 

,
,

1 , , ,
 2-24 
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At a dark pixel surrounded by a relatively bright region, the relation is 

, , , , .  Since the local average of this area is greater than 

the radiance value of the dark pixel, the operator decreases the radiance values of 

the pixel. At a bright pixel surrounded by a relatively dark region, the relation 

is  , , , , . Therefore, the operator increases the radiance 

value of the pixel. As a result, the local contrast is enhanced in the output image. 

Furthermore, the operator does not guarantee to keep the radiance values in the 

allowable range. Therefore, the resultant pixel values may become greater than the 

range. In this case, these pixels become saturated. It has the same effect as 

equation 2-20.  

 

2.3.5 TM-ALG5 [13] 

 

The proposed approach does not require any manual tuning parameters, so it 

makes the operator adaptive. This approach solves the problem of manual tuning 

requirement for different input images and displays. The proposed operator is also 

computationally efficient because it uses the some of the pixels in HDR radiance 

map in order to calculate the required parameters of the operator.  

 

The operator is composed of two stages. The first stage, which takes references 

from Tumblin-Rushmeier’s and Reinhard’s [20, 21] operators, is given as follows: 

 

,
,

 2-25 

 

where  is the log-average, and  is the display luminance.  is calculated by 

equation 2-17. The exponents and  are used to control the contrast of the 

output image. The formula to calculate these exponents is given as follows: 

 

2.655, 100 /
1.855 0.4 2.3 10

 2-26 
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where   , and   . Mathematical expression to calculate  

coefficient is proportional to the scene adaptation luminance and is given as 

follows: 

 

 

1.855 0.4log
 

2-27 

 

where  is the display maximum contrast limit. As it has been mentioned 

previously, the above equations do not use all of the pixels of HDR radiance map. 

The small number of pixels is used to calculate necessary parameters, so it 

decreases computational load of the operator.  

 

As stated previously, there is a second stage that compensates the oversaturated 

results of the first stage. In the second stage, the global tone mapping operator 

which is given in equation 2-20 is used for this purpose, and Lwhite in equation 2-

20 is chosen such that %1 of the HDR radiance map pixels pass this value. 

 

For tuning the parameters,  and Lwhite, the operator includes preprocessing steps. 

When the HDR radiance map contains many dark regions, the operator may result 

in oversaturated regions due to equation 2-26. Dark pixels, which are below a 

specific threshold, are discarded during the calculation of  in order to solve this 

problem.  The threshold is given as follows: 

 

min /20, /100  2-28 

 

where  is the defined threshold for the calculation of .  Furthermore, a fine 

tuning method to determine white threshold level, Lwhite, is used in the operator. 

The algorithms states that initially used white threshold level gives satisfactory 

results for most of the scenes. However, it may fail when the scene contains so 

many bright regions. Therefore, the following equations are solved jointly to 
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calculate more proper white threshold level. These equations are defined as 

follows: 

 

1

1
 

2-29 

 

where  is the new white threshold level, and  is the display white 

threshold.  is generally chosen as 0.98 for canonical range. Then, the new 

white threshold level is used in the second stage of the proposed operator as Lwhite, 

and the mapping process is finalized. All the other post processing steps in the 

algorithm is not implemented in this thesis. 
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CHAPTER 3 

 

 

EXPOSURE FUSION 

 

 

 

3.1 Introduction 

 

The term fusion is used to define the general procedure of extracting necessary 

information from different domains. The goal of image fusion is integrating 

information that belongs to different sources or has different characteristics into 

an enhanced single image. The fused image contains enhanced details that cannot 

be achieved by using only one of the input images. 

 

Exposure fusion (EF), also called as multi exposure image fusion, is one of the 

fusion methods. This fusion method is used to blend differently exposed images 

into a single image which is well-exposed and represents the whole information of 

captured scene. The main goal of EF is creating high contrast images that 

represent the high dynamic range of captured scenes in low dynamic range. The 

whole process is performed in low dynamic range unlike HDRI. Since the fusion 

process is performed in low dynamic range, the fused image does not require any 

additional process to display it on the standard screens. In addition, EF methods 

do not need any prior information about exposure settings of input images and do 

not calculate CRF. These are the advantages of EF. The general EF scheme is 

given as follows: 
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Exposure Fusion

Algorithms
Fused Image

 
Figure 3.1 General Exposure Fusion Scheme  

 

 

Image fusion is usually performed on different processing levels. These are pixel, 

feature and symbol levels.  Each group defines different levels of information. In 

other words, they are different image information representations. Pixel level 

image fusion performs fusion process in pixel basis. Input images are combined to 

form a single fused image. Feature level image fusion performs fusion process on 

features or object labels which are already extracted from input images. Symbol 

level image fusion uses symbols to describe the information in input images and 

uses these symbols for image fusion [27]. 

 

In this thesis, pixel level EF methods are studied because they are the most 

popular and common EF methods. The following section describes pixel level 

methods used in EF and explains the implemented EF algorithms. 

 

3.2 Pixel Level Image Fusion Methods  

 

Pixel based image fusion methods combine multiple pre-registered input images 

from different sensors into a single fused image. The main goal of pixel based 

image fusion can be defined as; transferring salient information in the input 

images to the fused image by preserving the details of the input images and not 

causing any artifacts in the fused image [27]. 

 

Briefly, the success of the methods is defined as preserving the salient features of 

the input images in the fused image. However, in real life, it is usually not 

possible to preserve all important details. Therefore, the definition of image fusion 
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should be changed into this; pixel based image fusion tries to transfer the most 

important details of the input images to the fused image. At this point, another 

issue appears. It is stated that fusion defines the important details in the input 

images. The definition of the important details is a problem for image fusion 

methods [27]. 

 

Introducing artifacts and losing some important features of the input images are 

the main problems of pixel based methods. In image fusion, some unimportant 

details can be transferred to the fused image. This may be a form of transferring 

features that do not exist in the input images.  Moreover, some features that are 

evaluated as important can be transferred to the fused image with some additive 

noise or unwanted effects. This leads to lose some important details of the input 

images. In addition, these features may cause misunderstanding and can be 

considered as important. As a conclusion, transferring details from the input 

images to the fused image is very critical. 

 

In this thesis, the well-known pixel level EF algorithms are implemented. Other 

than the implemented algorithms, there are also several different EF algorithms in 

the literature [42-47]. However, the implemented algorithms include main 

methods which are used in EF. In the following sections, the algorithms are 

classified as space domain, transform domain and multiscale decomposition based 

methods. In the following sections, the implemented EF algorithms are explained. 

 

3.2.1 Space Domain Based Methods 

 

These methods perform fusion process in the space domain. Therefore, there is no 

need to use any transform or decomposition operators for image fusion. The 

advantages of these methods are that the computation load of the methods is low, 

and they can be implemented easily on embedded systems. Let there are N input 

images namely , ,    1, 2, … , , and ,  is the fused image. If F is the 
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fusion operator, then the fusion process in the space domain can be written as 

follows: 

 

, , , , , … , ,  3-1 

  

Moreover, these methods can be either pixel based or blocked based. In pixel 

based methods, the fusion process is performed in pixel basis. Therefore, their 

computational cost is a little bit high. In block based methods, the fusion process 

is performed on blocks rather than pixels. The goal of these methods is to 

decrease the computational load of the fusion process by working block based. In 

block based methods, firstly, the input images are divided into blocks. Then, the 

fusion rules are applied to each block. Due to the block based processing, 

resultant image includes blocking artifacts. To solve this problem, these methods 

include an additional processing step namely blending. This step performs the 

blending of the blocks to provide smooth transitions at the borders of the blocks.  

An image with a size of MxN, which is divided into non-overlapping blocks with 

a size of KxL, is shown as follows: 

 

 
Figure 3.2 Illustration of Image Blocks in Block Based Methods 

 

 

The following subsections explain some examples of the space domain based 

methods in EF.  
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3.2.1.1 EF-ALG1 & EF-ALG2 [28] 

 

These methods, EF-ALG1 and EF-ALG2, are the simplest methods for image 

fusion. In EF-ALG1, the fusion operator calculates the average of the input 

images at each pixel coordinate. If ,  denotes the fused image, the fusion 

process is written as follows [28]: 

 

,
1

,  3-2 

 

where ,  represents the ith input image, N is the number of input images. 

Although it is very simple and basic, it gives good results when the input images 

have same characteristic. This method requires a very accurate image alignment 

due to pixel by pixel processing. If the input images are not aligned accurately, 

this method may cause problems such as the loss of contrast, blurring and false 

objects in the fused image. Other than computational advantage, this method 

provides good noise removal. The disadvantages of the method are the loss of 

contrast and the attenuation of salient features.  

 

This method can also be alternated with a weighted average operation, EF-ALG2. 

This operation provides us to control the contribution of each input image to the 

fused image. If k1,k2…kN  are the pixel independent weights, the fusion process is 

written as follows: 

 

  ,  
, ,

 3-3 

 

3.2.1.2 EF-ALG3 [29] 

                     

This algorithm is another example of the pixel based methods. The goal of the 

algorithm is to develop an algorithm that works on embedded processors and 
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mobile devices in real-time [29].  Therefore, the number of the input images to be 

fused is limited to two. Additionally, the algorithm uses three different blending 

functions for image fusion in order to eliminate expensive block or transform 

domain processes. The methodology can be explained symbolically as follows: 

 

 
Figure 3.3 The Pixel Classes in EF-ALG3 

 

 

The proposed method aims to form an ideal transfer function between the light 

intensity and the observed luminance. First of all, two thresholds TH1 and TH2 are 

defined in order to indicate the saturated regions in the input images. The 

algorithm uses TH1 as %5 of the maximum intensity and uses TH2 as %95 of the 

same value.  Then, three different mapping functions are defined for the fusion 

process. Pixel intensity is used to choose which mapping function is going to be 

used for image fusion.  

 

The first mapping function is used for the overexposed pixels. In the following 

equations, ,  represents the short exposed image, and ,  represents 

the long exposed image. The difference between these two images is denoted by 

, . Then, the first mapping function is given as follows [29]: 

                                                                             

, ,
,

4
 3-4 
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This process is a simple brightness boost of the short exposed image. 

   

The second mapping function is used for pixels which are not in the saturated 

regions. In this class, the weighted average of the input images is used for image 

fusion. The mapping function is given as follows: 

 

,  
,

,
4 ,

,

,
,

4 ,

,
 

3-5 

 

where M is the maximum pixel intensity value. For example, M is 255 when the 

pixel depth is 8-bit. By means of this mapping function, rapid intensity changes 

are prevented in the fused image.  

 

The third mapping function which is defined below is used for the underexposed 

pixels and is very similar to the first mapping function.  

 

, ,
,

4
 3-6 

 

In order to match the pixel intensity to the ideal pixel intensity, the brightness of 

the short exposed image is reduced by one quarter of the difference between two 

input images. 

 

These fusion rules are applied to each pixel in the input images. Firstly, the pixel 

of the short exposed image is compared to TH1. If it is smaller than this threshold 

value, the first mapping function is used in the fusion process. If this condition is 

not satisfied, the pixel of the long exposed image is compared to TH2. If the pixel 

value is greater than TH2, the third mapping function is used for image fusion. The 
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second mapping function is used for pixels that do not satisfy the above 

conditions. As it is seen from the fusion steps, the pixels of the long exposed 

image have higher priority in the fusion process. This priority provides brighter 

fused images.  

 

3.2.1.3 EF-ALG4 [30] 

         

This algorithm is one of the examples for the block based EF methods [30].  The 

proposed algorithm is different from the previously proposed algorithms. The 

former algorithms use pixel intensity averaging for image fusion. Therefore, the 

average of the input images is transferred to the fused image. This operation 

results low contrast and unsatisfactory fused images. However, this algorithm 

divides the input images into blocks and applies fusion rules to the blocks. Then, a 

blending function is performed to smoothly combine the blocks. Moreover, this 

algorithm uses a gradient ascent method in order to find an optimum block size. 

The methodology can be explained as follows [30]:  

 

First of all, all input images are divided into blocks with a size of dxd. Then, the 

most detailed input image is selected in each block. The algorithm states that the 

block size should be greater than 16x16 to obtain accurate results. Moreover, the 

size of the blocks (d) is one of the input parameters and must be applied to the 

algorithm. The algorithm uses entropy to estimate the details of the images. For 

grayscale images, entropy equation is given as follows: 

 

log  3-7 

 

where Eg is the entropy. In the equation,  is the probability of a pixel that has 

the intensity of z. After computing histogram of the image,  is calculated as 

nz/n. The number of pixels that have intensity z is denoted by nz, and n is the 

number of pixels in the images. In each block, the selection is made by comparing 
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the input images with respect to their entropies. Then, the input image with the 

highest entropy value is selected as the most detailed image for that block.  

 

Let N is the number of input images, and each image is divided into an array of 

nrxnc. In an image, k and l are the row and the column indices of the blocks. 

,  represents the image that has the highest entropy in the block kl. Then, 

the blending process is given as follows: 

 

, , ,  3-8 

 

where O(x,y) is the output of the blending process, and Wkl(x,y) is the blending 

function that is centered at klth block at location (x,y).  The blending function 

provides smoothing operation at the borders of the blocks. In the algorithm, 

Rational Gaussian (RaG) surface is used as the blending function. The blending 

function that is centered at klth block is given as follows: 

 

,
,

∑ ∑ ,
 3-9 

 

As can be seen from the above equation, the blending function is normalized. 

Therefore, it has the values between zero and one.  Then, Gkl(x,y) is defined as 

follows: 

 

,
2

 3-10 

 

where (xkl,ykl) is the center coordinate of klth block, and  is the sigma of Gaussian 

function. The sigma is the second parameter of the algorithm and should be 

manually tuned.  
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As it has been mentioned previously, the proposed algorithm requires two input 

parameters which are the block size (d) and the sigma ( ). It is proposed to use 

gradient ascent method to search for the optimum values of the parameters. The 

method starts from an initial d,  and then performs previously defined fusion 

steps. At the end of the fusion, the entropy of the fused image is calculated, and 

gradient direction that maximizes the entropy is found.  Then, these parameters 

are updated until each parameter does not change so much between iterations. By 

means of this method, the optimum values of the parameters are found for the 

given input images. However, in this thesis, gradient ascent method is not 

implemented, and the parameters are manually tuned to avoid long computation 

times. 

 

3.2.1.4 EF-ALG5 [31] 

 

This algorithm is another example of the block based image fusion methods [31]. 

The main goal of this algorithm is to decrease the high computational load of EF-

ALG4 [30]. The former algorithm uses Rational Gaussian function for the 

blending operation, and this function is too complex to implement in real-time 

systems. Therefore, the blending function is changed with simple interpolation 

functions. The only required parameter is the block size (d) for this algorithm. The 

methodology can be explained as follows: 

 

First of all, the input images are divided into the blocks, and the entropy of these 

blocks are calculated. These steps are the same as the ones in the previous 

algorithm. The difference between these two algorithms is the blending function 

used for image fusion. There are three blending functions in this algorithm, and 

they are interpolation functions. These functions are used for corner, edge and 

interior pixels.  
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Figure 3.4 The Pixel Classes in EF-ALG5 

 

 

In the figure, C, E and I represent the corner, edge and interior pixel classes in the 

image. The black dots are the centers of the blocks. 

 

If , , , , ,  and  ,  represent the input images where 

, , , 1, 2, … , , bilinear interpolation for interior pixels is given as follows: 

 

,   , ,  

, ,  

3-11 

 

          

 
Figure 3.5 Bilinear Interpolation at p(x,y) 
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,  is the input image that has the highest entropy in the block A. The others  

, , ,  and ,  are the input images that are selected in the block B, 

C  and D respectively. This fusion process is repeated for each interior pixel by 

considering its four neighbor blocks. Furthermore, linear interpolation is used for 

edge pixels and is given as follows: 

 

,   , ,  3-12 

 

This function is a weighted average of two input images. For corner pixels, simple 

mapping function such as the pixel intensity of the closest block is used for image 

fusion.  

 

3.2.2 Transform Domain Based Methods 

 

Image fusion can also be performed in the transform domain. Methods which 

perform the fusion process in the transform domain are called as transform 

domain based methods. In these methods, the input images are transformed to a 

transform domain, and then the fusion rules are applied in this domain. To get the 

fused image, inverse transform is used to turn back to the spatial domain. If the 

transform operator is denoted by T, the fusion process in the transform domain 

can be represented as follows: 

 

,     , , , , … , ,      3-13 

 

where  represents inverse transform operator. 

 

In the literature, there are several transform domain based methods. However, 

these methods mostly use Discrete Cosine Transform (DCT) for image fusion. 

Therefore, two DCT based image fusion algorithms are implemented in this 

thesis.  



 

33 

The following subsections explain the implemented DCT based EF algorithms.  

 

3.2.2.1 EF-ALG6 [32] 

 

This study introduces a new DCT based image fusion algorithm, the performance 

of which is similar to wavelet or pyramid based image fusion methods. However, 

the algorithm is more computationally efficient and simpler than multiscale 

decomposition based algorithms. Moreover, the proposed algorithm can be 

embedded into popular Joint Photographic Experts Group (JPEG) format. This 

operation can save time when the fused image is transmitted or stored in JPEG 

format. 

 

The algorithm uses DCT coefficients to define a local contrast measure for image 

fusion. This measure is called as contrast measure. In the algorithm, 8x8 DCT is 

used for image fusion. One output of 8x8 DCT includes 64 different coefficients. 

Top-left coefficient is called as DC coefficient, and other remaining 63 

coefficients are called as AC coefficients. The frequency content of the AC 

coefficients increases from top-left to bottom-right in a zigzag manner. The 

highest frequency component is represented by the bottom-right coefficient. The 

rest of the algorithm is explained below [32]: 

 

In the algorithm, 15 different energy bands are defined in the DCT coefficients. 

nth energy band contains coefficients that satisfy this equation n = x + y. Then, the 

contrast measure is defined as follows: 

 

,
,

∑
 3-14 

 

∑ | , |
 3-15 

1, 8
14 1, 8 3-16 
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where C(x,y) is the contrast measure at location (x,y), Ek is kth energy band, and 

d(x,y) is the DCT coefficient.  

 

After the contrast measure is calculated, the fusion process is performed. Assume 

that there are N input images namely, I1, I2,…, IN. The DCT transforms of the input 

images are I1
D

, I2
D,…, IN

D. Moreover, Ii,t
D represents the DCT output of  tth block 

in ith image.  

 

In the algorithm, the fusion is performed in two different ways. The algorithm 

states that taking the average of the DC coefficients is enough to blend coarse 

details. Therefore, it uses averaging operation for fusing the DC coefficients. This 

process is given as follows: 

 

, 0,0
1

, 0,0  3-17 

 

where , 0,0  is the DC coefficient of tth block in the fused image. 

 

The fusion of the AC coefficients is performed by considering the contrast 

measure of the AC coefficients. For the AC coefficients, the fusion process is 

given as follows:  

 

, , , , , 0 0 3-18 

 

max , ,  3-19 

 

Finally, the fused image is calculated by IDCT transform. The explained steps 

form the proposed fusion algorithm namely EF-ALG6-1. 

 

Moreover, there is another fusion method that is a variant of the first method. In 

the first method, averaging operation is only used for the DC coefficients but in 



 

35 

this algorithm, averaging operation is performed for both the DC and AC 

coefficients. This second method is given as follows: 

 

, ,
1

, ,  3-20 

 

where , ,  is the tth block in the fused image. Then, IDCT is applied to get 

the fused image. This is the second fusion method namely EF-ALG6-2. 

  

3.2.2.1.1 Proposed Improvement 

 

A slightly modified version of EF-ALG6-1 has been developed in this thesis. The 

goal of this improvement is to decrease the computational cost of the original 

method by removing the contrast measure from the fusion process. In the original 

algorithm, the AC coefficients are chosen by comparing the contrast measures of 

the input images. However, the improved method directly uses the AC 

coefficients rather than the contrast coefficients. The AC coefficient with the 

maximum absolute value is selected as the AC coefficient of the fused image. 

This operation can be explained as follows: 

 

, , , , , 0 0 3-21 

 

max , ,  3-22 

 

Then, the same steps are performed as explained in the original algorithm. This 

algorithm is called as EF-ALG6-3 in this thesis. 

 

3.2.2.2 EF-ALG7 [33] 

                    

This algorithm is another DCT based fusion method for multi exposure and multi 

focus images [33]. The main goal of the method is to develop a low computational 
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image fusion algorithm that can work in real-time applications. It is stated that 

image fusion has been performed on coded images until that time. However, when 

the DCT method is used, the fusion can be performed on lossless data. JPEG 

format uses DCT coding as one of the blocks which is fed by a raw data. 

Therefore, the fusion process can be performed on raw data before it is 

compressed. Yet another advantage of the algorithm is to be applicable for both 

multi exposure and multi focus image fusions. 

 

Furthermore, DCT is widely used in coding applications thanks to its low 

computational cost. Hence, the method uses 8x8 DCT which is similar within 

JPEG coding. The methodology can be explained as follows: 

 

Assume that there are five different input images which are shown as ,   , ,

, . (--), (-) , (++) and (+) are the underexposed and the overexposed images 

respectively. (--) and (++) show the highest underexposed and overexposed 

images. The center image represents an image which is captured by the automatic 

exposure setting. A DCT block with a size of kxk is shown as follows: 

 

, , , … , ,  3-23 

 

where dc is the DC coefficient, and ac is the AC coefficient. Then, the DCT 

transform of the input images are  , , , , , , , , . 

 

, , , , , … , , ,  

, , , , , , … , , , —  

, , , , , , … , , ,  

, , , , , , … , , ,  

, , , , , , … , , ,  

3-24
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The fusion process is composed of two different rules. These rules are used to 

fuse the DC coefficients and the AC coefficients separately. If , ,  

is the tth block of the fused image, the fusion rules are given as follows: 

 

, , , ,  3-25 

 

  | | , | | , | | ,, | | , | |  3-26 

 

For the fusion of the AC coefficients, L2 norm that is known as Euclidean norm is 

used to define the most detailed input image block. The vector norm function is 

given as follows: 

 

.
 3-27 

 

| | | |  3-28 

 

The previously defined fusion rules are applied to each input image block, and 

then the fused image is calculated by inverse IDCT. The explained steps form the 

proposed fusion algorithm namely EF-ALG7-1. 

 

3.2.2.2.1 Proposed Improvement 

 

To solve the blocking problem, a modified version of this algorithm has been 

implemented in the thesis. As it has been explained previously, the original 

method takes the average of the DC coefficients and selects the AC coefficients 

with the largest L2 norm from the input images for image fusion. In addition to 
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selecting the AC coefficients with respect to their L2 norms, weighted average 

can be added into the fusion process. In the improved algorithm, the L2 norm of 

the AC coefficients is calculated, and the block with the maximum L2 norm is 

chosen from the input images. Then, it uses the weighted average of the AC 

coefficients instead of directly copying the chosen AC coefficients to the fused 

image. The mathematical explanation of the improved method is given as follows: 

 

, , , ,  3-29 

 

  , , , , , 2  3-30 

 

where x denotes the AC coefficients of the input images with the maximum L2 

norm. Then, the fused image is calculated by IDCT. This algorithm is called as 

EF-ALG7-2 in this thesis. 

 

3.2.3 Multiscale Decomposition Based Methods 

 

Multiscale decomposition (MD) based methods are the third group of pixel level 

image fusion methods. MD methods are widely used in image fusion algorithms. 

These methods are of great importance due to the capability of extracting salient 

features for the purpose of image fusion. Even though it is not possible to obtain 

detailed fused images with most of the non-multiscale decomposition based 

methods, it can be achieved with MD based methods. 

 

If  and  are decomposition and reconstruction operators respectively, the 

fusion process in multiscale decomposition can be represented as follows: 

 

,     , , , , … , ,      3-31 

 

 The generic scheme for MD based image fusion is given as follows: 

 



 

39 

 
Figure 3.6 General Multiscale Decompostion Based Image Fusion Scheme 

 

  

In the above figure, first of all, all the input images are decomposed into 

multiscale representations by a pyramid or wavelet transform. Then, the 

decomposed images are fused by using some fusion rules. Finally, the fused 

image is reconstructed by applying inverse multiscale transform. 

 

Pyramid Transform (PT) is one of the MD methods. This method has been 

developed for machine vision and image compression applications. An image 

pyramid is a group of processed images which are arranged as the shape of a 

pyramid. In the pyramid, each image defines a pyramid level. The image 

resolution and the image size decrease while the pyramid level increases. The 

filters, which are used in PT, reveal different pyramid transforms. The general PT 

scheme is shown below:  
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Figure 3.7 a) An Image Pyramid, b) Pyramid Decomposition Scheme 

 

 

As can be seen in the figure, one level of PT is composed of upsampling, 

downsampling, approximation and interpolation filters. PT begins by taking the 

original image as an input. The first step is calculating the approximation of the 

original image. This is achieved by using an approximation filter and a 

downsampler. The approximation filtering can be a simple averaging filter or 

Gaussian filter. If the Gaussian filter is used for the filtering operation, the 

resulted pyramid is called as Gaussian pyramid. The approximation filter is used 

in order to avoid the aliasing problem of the downsampler. The approximation 

filter is applied prior to the downsampler in order to limit the signal before the 

sampling operation. If the filter is removed, aliasing may occur at the higher 

levels of the pyramid. After the downsampler, the image size is reduced to half in 

two directions, and the output is called as approximation level. By iterating the 
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same steps for each approximation level, Gaussian pyramid is constructed [34, 

35].  

 

If ,  represents a Gaussian filter, the Gaussian pyramid of an image can be 

mathematically explained as follows: 

 

, | , , |  3-32 

 

where  ,  is the Gaussian pyramid at lth level, and , , .  In 

the equation, | |  is the downsampling by 2, and  is the convolution operator. 

 

At each pyramid level, prediction residual error is also computed by subtracting 

the approximated image from the output of the previous level. Before the 

subtraction operation is performed, the approximated image should be upsampled 

to match its size to the size of the previous level’s output. Therefore, the image is 

upsampled by a factor of two and then is filtered by the interpolation filter. If the 

image is not filtered by the interpolation filter, the blocking effects may be visible 

at upper levels. The output of this step is used to generate Laplacian pyramid [34, 

35].  

 

If ,  represents an interpolation filter, the Laplacian pyramid of an image 

can be mathematically explained as follows: 

 

, , | , |  3-33 

 

where  ,  is the Laplacian pyramid at lth level, and | |  is the upsampling 

by 2.   
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Figure 3.8 a) Gaussian Pyramid of an Image b) Laplacian Pyramid of an Image 

 

 

Gradient pyramid is another important pyramid transform. It is widely used in 

image fusion algorithms and gives good results. Gradient pyramid uses four basis 

functions. The advantage of using four basis functions is that it can represent the 

details of the images more than the other pyramid transforms. The disadvantage of 

this method is its high computational cost. To generate the Gradient pyramid of an 

image, one must calculate the Gaussian pyramid of the image as a first step.  

Then, the Gradient pyramid of the image is calculated as follows [37]: 

 

, ,   , , , ,  3-34 

 

where , ,  is the Gradient pyramid of the image at lth level in kth direction 

and 



 

43 

,
1
16

1 2 1
2 4 2
1 2 1

 

 

, 1 1 ,   , 0 1
1 0 √

  

 

   , 1
1

,  , 1 0
0 1 √

 

3-35 

 

There are several pyramid transforms in the literature other than the explained 

ones. Ratio pyramid is one of them. This pyramid transform is obtained by taking 

the ratio of two consecutive Gaussian pyramid levels at each pyramid level. 

Another pyramid transform is Filter-Subtract-decimate pyramid, which is the 

computationally efficient version of the Gaussian pyramid. Contrast and 

Morphological pyramids are some of the other pyramid transforms in the 

literature [36]. 

 

Another multiscale decomposition method is Discrete Wavelet Transform (DWT). 

In image fusion, DWT is used to extract the salient information in images. DWT 

decomposes images into sub-images which represent different frequency bands. 

As it has been explained before, PT also decomposes images into sub-images. 

However, the output of DWT gives information about spatial orientations such as 

edge orientations. Moreover, the total number of pixels in DWT is equal to the 

number of pixels in the original image. Therefore, it is not overcomplete unlike 

PT. The general DWT scheme is given below:   
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Figure 3.9 Wavelet Decomposition of an Input Image I(x,y) 

 

 

As can be seen in the figure, same filters H0 and H1 are used for the horizontal and 

vertical filtering operations. The sub-bands are named as LL (low-low), LH (low-

high), HL (high-low) and HH (high-high). Each sub-band corresponds to different 

spatial frequency. LL sub-band is called as approximation sub-band, and other 

three sub-bands are called as detail sub-bands. The approximation sub-band 

contains the coarse details of the original image. The other sub-bands contain the 

details about vertical, horizontal and diagonal spatial orientations. The second 

DWT level is generated by continuing the decomposition process on the 

approximation sub-band of the first level. DWT of an image is obtained by 

iterating the same operations for each level. An example of DWT is given in the 

below figure. As can be seen in the figure, each detail sub-band represents 

different edge orientations [35].  
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Figure 3.10 a) Two Level 2D Wavelet Transform of the Image b) The Names of Wavelet Sub-

bands 

 

 

In the following subsections, the examples of the MD based EF algorithms are 

explained.  
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3.2.3.1 EF-ALG8 [37]  

                    

This algorithm introduces a new fusion method which uses Gradient pyramid for 

image fusion [37]. The proposed algorithm creates a general fusion scheme that 

can be applicable to many applications including EF. The algorithm proposes two 

new measures for image fusion. These measures are called as match and salience 

and are calculated within a neighborhood. This approach provides greater shift 

invariance and noise immunity in the fused image. The methodology of the 

algorithm is explained as follows [37]: 

 

The algorithm accepts multiple input images, but the number of the input images 

to be fused is limited to two for the ease of the explanation. First of all, the 

Gaussian pyramids of the input images are calculated, and then the Gradient 

pyramids of the input images are calculated from the calculated Gaussian 

pyramids.   

 

The second step is performing the fusion process by using the measures. As it has 

been indicated previously, the algorithm uses two measures in the fusion process. 

These are match and salience measures.  

 

Salience measure shows that a pattern in an input image contains any important 

information. If the salience measure is high, it means that this pattern represents 

important details in the image. Low salience measure indicates unwanted or 

corrupted data. This measure is defined as the local energy or the local variance of 

the pixels. Let I1 and I2 are the input images whose Gradient pyramids are , ,  

and , , . Then, the calculation of the salience measure is given as follows: 

 

, , , , , ,
,
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where , , ,  is the salience measure, and , , ,  is the Gradient 

pyramid of ith input image at lth level in kth orientation. Additionally,  is the 

neighborhood of the sample point at (m,n). 

 

Match measure is used to select combination mode that is going to be used for 

image fusion. These modes are called as selection and averaging. At pixel 

locations where the similarity of the input images is low, the selection mode is 

used for the fusion. At these locations, input image with the largest salience 

measure is selected. The pixel value is directly copied to the fused image. This 

operation keeps dominant details while rejecting unwanted or less salient features. 

At pixel locations where the similarity is high, the averaging mode is used for 

image fusion. At these locations, the average of the input images is used to 

increase stability and reduce noise in the fused image. The match measure is 

calculated as follows: 

 

, ,
2 ∑ , , , , , ,,    

, , , , , ,
 3-37 

 

where , ,  is the match measure. , ,  takes value 1 when the input 

images have identical patterns and takes value -1 when the images have identical 

patterns with different signs. 

 

The fusion process with the match and salience measures is defined 

mathematically as follows: 

 

, , , , , , , , , , ,  3-38 

 

If  , , , the selection mode is used for image fusion. Then, the weights 

are; 

, 0
, 1

 3-39 
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If  , , , the averaging mode is used for the fusion. Then, the weights 

are; 

 

 
,

1
2

1
2

1 , ,
1

, 1 ,
 3-40 

 

Then, the weights of the input images are assigned as follows: 

 

,
, , , , , , ,  
,
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,
, , , , , , ,  
,

  

 

where , , ,  is the Gradient pyramid of the fused image, and  is the user 

defined threshold. If the image similarity is low, the selection mode is used for the 

fusion. In this mode, image weight with the highest salience measure is set to one, 

and other weight is set to zero. However, if the similarity is high, the averaging 

mode is used for image fusion.  In this mode, the weighted average of the input 

images is calculated. The image with the higher salience measure takes higher 

weight in this calculation. After the fusion rules are applied, the fused image is 

calculated from , , ,  by inverse PT. 

 

3.2.3.2 EF-ALG9 [38]  

 

This algorithm is another example of MD based image fusion methods [38]. It is 

computational efficient and easy to implement thanks to the Laplacian pyramid 

transform. The steps of the algorithm are explained as follows: 

 

The first step of the algorithm is calculating the Laplacian pyramids of the input 

images. The algorithm does not use any measures in the fusion process and 
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accepts multiple input images. Let there are N input images namely I1, I2,..., IN, 

and , , , ,…, ,   are the Laplacian pyramids of the input images at lth level.  

 

The second step is performing fusion process at each pyramid level. The fusion 

process is composed of two different rules. For the 0th level and the remaining 

levels, different fusion rules are applied. For the 0th level, averaging function is 

used for the fusion and is given as follows: 

 

, ,
1

, ,  3-42 

 

where ,  is the 0th level of the fused image. 

 

For the remaining levels, simple absolute maximum function is used to extract 

details in the input images. The fusion operation is given as follows: 

 

, , , , 0 3-43 

 

where  , ,  is lth level of the fused image. After the fusion rules are applied, 

the fused image is calculated from , ,  by using inverse PT. 

 

3.2.3.3 EF-ALG10 [39] 

               

This algorithm is an extension to existing pyramid based fusion methods [39]. The 

extension provides fusion method to perform well even though the input images 

have significantly large brightness variations. Furthermore, the contribution of 

each input image to the fused image is controlled by a mask. The mask is 

calculated automatically from the pixel intensities. This operation eliminates the 

need of input parameters. The methodology of the algorithm can be explained as 

follows: 
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The algorithm uses a spline function to fuse two input images by the help of a 

mask. In the algorithm, fusion process is extended by taking this spline fusion as a 

basis. The proposed spline function is given as follows [39]: 

 

, 2 , , , , ,  

{ 

, , , , , , 1 , , , ,   

,       , ,   

} 

3-44 

 

where , , , , ,  and , ,  are the Laplacian pyramids of the 

spline function output, Ii and Ij respectively. , ,  is the Gaussian pyramid of 

the mask R at level lth.  

 

The algorithm assumes that the input images are put in order by boosting 

brightness. This constraint is important because wrong ordering causes 

unsatisfactory results. Firstly, the input images are fed to the algorithm in required 

order, and then input image with the smallest number of saturated pixels is found. 

At the last step of the algorithm, the found image is used to finish the fusion 

process. This image is denoted by an index C. Then, the remaining steps of the 

algorithm are given as follows: 

 

The below equations are iterated for i = 2, 3, ...,N and . u and o show 

predefined exponents, which are one and two respectively. At each iteration, the 

mask R is normalized before applying it to the spline2 function. Then, the 

operation is defined as follows: 

 

, , ,  

, 2 , , , , ,  
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The below equations are repeated for i = N – 1, N-2, ..., 1. Then, the operation is 

defined as follows: 

 

, , ,  

, 2 , , , , 1 ,  
3-46 

                                                          

Finally, the fusion is completed by the following step: 

 

, , ,  

, 2 , , , , ,  
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3.2.3.4 EF-ALG11 [40] 

          

This algorithm uses Laplacian and Gaussian pyramids with three quality measures 

[40]. It gives extension to former methods in terms of giving a specific solution 

for EF. Their quality measures are directly related to EF. The methodology can be 

explained symbolically as follows: 

 

As it has been mentioned previously, the method uses quality measures in image 

fusion. The measures are defined as follows [40]: 

 

 The first measure is contrast, and it is used to define the edge and salient 

details in the input images. The measure is calculated by Laplacian filter 

and is denoted by C.  

 

 The second measure is saturation, which is denoted by S. The measure 

helps the fused images to be more vivid and is defined as the standard 

deviation of the input images. 
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 The third measure is well-exposedness, which is denoted by E. This 

measure shows that how well a pixel is exposed and is calculated by 

Gaussian filter.   

 

Then, for each input image, a weight map is calculated by using these quality 

measures. The calculation of the weight maps is given as follows: 

 

, , , ,  

,
,

∑ ́ ,
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where ,  is the normalized weight map of ith image. The exponents, which 

are denoted by wC, wS and wE, are used to control the contribution of each quality 

metric to the weight map.  

 

The next step is calculating the pyramid transforms of the input images. The 

proposed algorithm performs blending operation in PT. It is indicated that when 

the blending operation is performed in the spatial domain, the weight map may 

contain sharp transitions due to different intensity values from the input images. 

This problem has been already solved by applying a Gaussian filter to the weight 

map prior to the blending operation. However, this filtering causes artifacts in the 

fused image. Therefore, the blending operation is performed in PT. The fusion 

operation is defined as follows: 

 

, , , , , ,  3-49 

 

where , ,  is the Laplacian pyramid of input image Ii at level lth, and 

, ,  is the Gaussian pyramid of the normalized weight map  at level lth. 

MD based blending operation provides consistent results because MD based 
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methods blend features rather than pixel intensities. Therefore, the resultant image 

does not have any blending artifacts or sharp transitions. Finally, the fused image 

is calculated by inverse PT. 

 

3.2.3.5 EF-ALG12 [41] 

 

This algorithm is a modified version of EF-ALG11 [41]. The modification is the 

replacement of PT with DWT. Additionally, the measures, which are proposed by 

the former algorithm, are used directly without any modifications. Since DWT 

cannot be applied on color images without a preprocessing operation, the color 

domain is changed from RGB to L*a*b. Then, DWT is applied to the L 

component of L*a*b. For monochrome images, DWT can be directly applied to 

the image. The steps of the algorithm are explained as follows: 

 

First of all, the quality measures, which are contrast, saturation and well-

exposedness [40], are used to form the weight maps. The next step is calculating 

the DWT of the weight maps for L levels. The calculated detail and approximation 

sub-bands are given as follows: 

 

, , , , , , , , , ,   3-50 

 

where , , , , , ,     , ,  are the Horizontal, Vertical 

and Diagonal sub-band of ith weight map at lth level. , ,  is the 

approximation sub-band of ith weight map at Lth level. Then, the DWT of the input 

images is calculated. Resultant sub-bands are given as follows: 

 

, , , , , , , , , , ,   3-51 

 

where , , , , ,  and  , ,  are the Horizontal, Vertical and 

Diagonal detail sub-band of ith image at lth level. , ,  is the approximation 

sub-band of ith image at Lth level.  
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After the calculation of the sub-bands, the fusion process is performed. The 

process is composed of two different rules. For the approximation and detail sub-

bands, different fusion rules are applied. Before the fusion process, the 

approximation sub-bands of the weight maps are preprocessed to satisfy the 

following constraint: 

 

, , ,  

, 1 
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where ,  is the sum of all approximation sub-bands of the weight maps. 

This constraint forces the weight maps to be consistent. After that step, the 

approximation sub-bands of the weight maps are normalized as follows: 

 

, ,
, ,

2
 3-53 

 

where , ,  is the normalized approximation sub-band of ith weight map. 

Then, for the approximation sub-bands, the fusion process is given as follows: 

 

, , , , , ,  3-54 

 

where , ,  is the approximation sub-band of the fused image. 

 

The next step is the fusion of the detail sub-bands. The detail sub-bands of the 

fused image are calculated by summing each horizontal, vertical and diagonal 

sub-band of the input images. The summation of the detail sub-bands transfers the 

details in the input images to the fused image. In the paper, this operation is given 

as follows: 
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where , , , , ,  and  , ,  are the Horizontal, Vertical 

and Diagonal detail sub-band of the fused image at lth level. There is a threshold 

parameter in the above equations. This threshold parameter controls the 

contribution of each detail sub-band to the fused image. The edge intensity in the 

fused image can be adjusted by changing the threshold value. The last step of the 

algorithm is calculating the fused image by inverse DWT. 
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CHAPTER 4 

 

 

QUALITY METRICS 

 

 

 

4.1  Introduction  

 

In years, many image fusion methods have been developed so far. These methods 

have some advantages and disadvantages over other image fusion methods. 

However, an important problem arises when it is asked to compare or evaluate the 

performance of the methods. Image quality assessment techniques are proposed to 

solve this problem. Image quality assessment is an important but a difficult issue 

in image fusion.  

 

The subjective evaluation of image fusion’s results is one of the solutions in order 

to evaluate the performance of the methods. In this approach, image quality 

assessment is carried out by humans [48 - 52].  Subjective tests are developed and 

prepared for this purpose. However, the repeatability of these tests is very low, 

and their time cost is very high. Therefore, researchers have tried to find quality 

assessment techniques which are reliable and do not require any human 

interactions.  

 

Then, objective quality metrics are proposed to solve this problem. Firstly, 

reference-based objective quality metrics are developed. These metrics compare 

the results of image fusion methods by using an ideal reference image. Some of 

the widely used metrics are root mean square error (RMSE), mean squarer error 

(MSE), peak signal to noise ratio (PSNR) and correlation (CORR). However, this 
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approach is not realistic, because there is no such a reference image in image 

fusion. Due to lack of an ideal reference image in image fusion, researchers have 

tried to find a novel benchmarking method that does not depend on any reference 

images. Several metrics have been developed in the last decades in order to solve 

this problem. Then, non-reference objective quality metrics are developed. Some 

of them are standard deviation (STD), entropy (E), cross entropy (CE), mutual 

information (MI), universal quality index (UIQI), C.S. Xydeas and V. Petrovic 

and spatial frequency (SF) [51-56]. These metrics measure the similarity between 

input and fused images or amount of transferred salient information to fused 

image. In another sense, the metrics try to measure the performance of image 

fusion methods without any reference images. 

 

4.2 Objective Quality Metrics 

 

In the following sections, the well-known non-reference objective quality metrics 

are explained.  

 

4.2.1 Standard Deviation 

 

Standard Deviation (SD) is one of the objective quality metrics. SD only 

considers the histogram of the fused image and evaluates the fused image with 

respect to the width of its histogram. In other words, it only evaluates the details 

in the fused image. In image fusion, a larger SD means better image fusion. The 

formulation of SD is given as follows [51]: 

 

   

 

4-1 
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where  is the normalized histogram of the fused image If(x,y), and L is the 

number of bins in the histogram. 

 

4.2.2 Entropy 

 

In communication, describing information content of a signal is very important, 

and several researches have been carried out to develop a method for this purpose. 

In 1948, Claude E. Shannon introduced a new concept to solve this problem. In 

this concept, entropy (E) is defined as the measure of the overall information 

content of the given signal or data [52]. Entropy uses the probability density 

function of the signal in order to measure its randomness. High entropy denotes 

high randomness, and it shows that the information content of the signal is rich. In 

image fusion, entropy is used to measure the salient features in the fused image. 

The larger entropy means that the fused image contains more information and 

implies better image fusion. The formulation of E is given as follows [51]: 

 

   4-2 

 

4.2.3 Cross Entropy 

 

Cross Entropy (CE) is another objective quality metric to evaluate the outputs of 

image fusion methods. In image fusion, CE is used to measure the dissimilarity 

between the input images and the fused image. The dissimilarity measure is used 

to describe how much information is transferred from the input images to the 

fused image. The smaller the cross entropy, better image fusion results are 

obtained. The calculation of CE is given as follows [54];  

 

 

  , , . . ;
; ; ;
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  ;  4-4 

 

where  is the normalized histogram of the image Ii(x,y). 

 

4.2.4 Mutual Information 

 

Mutual Information (MI) is an important concept in information theory. MI 

denotes the dependence between two random variables [57]. In image fusion, this 

concept is adapted to measure the amount of information transferred from the 

input images to the fused image. The higher MI means better image fusion. The 

formulation of MI is given as follows [57]: 

 

 

where  is the joint histogram of the fused image If(x,y) and Ii(x,y). 

 

4.2.5 Universal Image Quality Index 

 

Universal Image Quality Index (UIQI) is another well-known objective quality 

metric. It was proposed by Zhou Wang and Alan C. Bovik in 2002 [53]. The 

proposed metric does not require any reference images. For N input images, 

theoretically explanation of UIQI is given as follows: 
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Let’s assume that there are two images that are the input and fused images.  

 

 

where 

 

 

 

The dynamic range of Q is [-1,1]. Q takes the value of one, only if two images are 

exactly same. The representation of Q in equation 4-7 is composed of three 

different terms. The alternative representation is given as follows: 

 

 

These terms represent the loss of correlation, luminance distortion and contrast 

distortion respectively.  

 

Most of the time, images are non-stationary, so the quality metric should not be 

calculated for the whole image. Therefore, the metric is calculated within a 
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neighborhood. Then, the local metrics are combined to form the overall quality 

metric. The equation is given as follows: 

 

 

4.2.6 C.S. Xydeas & V. Petrovic Quality Measure 

 

In 2000, C.S. Xydeas and V. Petrovic developed another objective quality metric. 

This metric measures the amount of edge detail transferred from the input images 

to the fused image. Since human visual system is more sensitive to edge 

information, the visual details in images are represented by edge information. 

 

The edge information of the images is obtained by using Sobel edge operator. At 

each pixel location, edge strength ,  and edge orientation ,   are 

calculated as follows: 

 

 

 

where , , ,  are the outputs of image ,  convolved with 

horizontal and vertical Sobel kernels. Then, the relative strength ,  and 

relative orientation ,   values of an input image ,  with respect to 

the fused image ,  are calculated as follows: 
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By using the above equations, edge strength and edge orientation preservation 

values are calculated as follows: 

 

 

 

,  and ,  represent the perceptual loss of information in the 

fused image.  “The constants Γg, κg, σg and Γα, κα, σα determine the exact shape of 

the sigmoid functions used to form the edge strength and orientation preservation 

values.” [54, 55] Then, the overall edge preservation values are calculated by 

using the above equations as follows: 

 

 

The dynamic range of   ,  is [0-1]. If   ,  is zero, it means that none 

of the edge information is transferred from the input image ,  to the fused 

image , . In other words, edge information totally is lost during image 

fusion. When   ,  equals to one, all information exist in the input image is 
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transferred to the fused image without any losses. At the final step, the normalized 

image quality metric for N input images is defined as follows: 

 

 

The quality metric contains additional weight functions namely , . These 

weights stress the perceptual importance of the edge elements in the input images.  

 

They are defined as follows: 

 

 

where L is a constant. Most of the time, this constant is set to one. Moreover, the 

dynamic range of …  is [0-1]. The value of one means the input and fused 
images are totally similar with respect to the edge information. 

 

4.2.7 Spatial Frequency 

 

Spatial Frequency (SF) is another objective quality metric which is convenient for 

human visual system. SF denotes overall activity level in an image using spatial 

frequency [56]. The formulation of SF is given as follows; 
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where RF and CF is the row and column frequencies of the image.   

 

4.2.8 Saturated Pixel Percentage 

 

Saturated pixel percentage is the ratio of the number of saturated pixels to the 

number of pixels in the fused image. This metric has not been used in the 

literature as a performance measure. However, image dynamic range enhancement 

methods try to reduce saturated regions and increase the contrast of the fused 

image. Therefore, the percentage of undersaturated and oversaturated pixels in the 

fused image can be used to evaluate the performance of image fusion methods. 

This metric does not show how much information is transferred from the input 

images to the fused image or the similarity between the input images and the 

fused image. This metric only shows the percentage of the saturated pixels in the 

fused image. 
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CHAPTER 5 

 

 

EXPERIMENTAL RESULTS 

 

 

 

5.1  Introduction  

 

Until now, the implemented algorithms have been explained by giving the 

advantages and disadvantages of the algorithms with respect to the authors of the 

algorithms. However, most of these studies do not include a detailed comparison 

between proposed algorithms and former algorithms. Therefore, in this chapter, 

the performance evaluation of the implemented algorithms is examined, and the 

algorithms are compared with each other through two different tests. In this thesis, 

algorithms related to EF and HDRI are implemented and explained. However, this 

thesis focuses on EF algorithms and does not provide much information about 

HDRI algorithms. Therefore, the results related to EF algorithms are given in this 

chapter. This chapter is composed of two different sections: 1) the objective 

evaluation of the algorithms 2) the subjective evaluation of the algorithms. 

 

In the first section, the algorithms are compared with each other by using the 

objective quality metrics, which are explained in Chapter 4.  The goals of this 

section are as follows: 1) giving the detailed comparison of the EF algorithms 2) 

determining the most appropriate objective quality metric for the evaluation of EF 

algorithms. This section consists of two subsections. The first subsection includes 

the comparison of the EF algorithms. The second subsection includes a brief 

comparison of the HDRI algorithms through Xydeas & Petrovic quality metric. 
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This section only gives general information about the performance of the 

algorithms and shows necessity of the successful HDRI algorithms. 

 

In the second section, the algorithms are compared through a subjective test. The 

goals of this section are as follows: 1) evaluating the EF algorithms by human 

subjective scores 2) showing the correlation between the objective quality metrics 

and the human subjective ratings 3) finding an objective quality metric that is the 

most correlated with human visual system. For those purposes, a subjective test is 

performed, and the results related to the subjective test are given in this section. 

 

The algorithms and objective quality metrics are all implemented in MATLAB, 

and the results given in this chapter are obtained in MATLAB.  

 

In the experiments, the implemented algorithms are named as follows: 

 

 

Table 5.1 Acronym of the Algorithms 

Acronyms Descriptions of the Algorithms 

EF-ALG1 Simple Average [28] 

EF-ALG2 Weighted Average [28] 

EF-ALG3 

“A Real Time Algorithm for Exposure Fusion of Digital Images”, 

Tomislav Kartalov, Aleksandar Petrov, Zoran Ivanovski, Ljupcho Panovski 

[29] 

EF-ALG4 “Fusion of Multi-Exposure Images”, A. Ardeshir Goshtasby [30] 

EF-ALG5 
“Real-Time Exposure Fusion on a Mobile Computer”, Asheer Kasar 

Bachoo [31] 

EF-ALG6-1 
“Contrast Based Image Fusion Technique in the DCT Domain”, 

Jinshan Tang (The First Original Algorithm) [32] 

EF-ALG6-2 
“Contrast Based Image Fusion Technique in the DCT Domain”, 

Jinshan Tang (The Second Original Algorithm) [32] 

EF-ALG6-3 
“Contrast Based Image Fusion Technique in the DCT Domain”, 

Jinshan Tang (Improved Algorithm) [32] 
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Table 5.1 (continued) 

Acronyms Description of Algorithms 

EF-ALG7-1 
 “Multi-Exposure & Multi-Focus Image Fusion in Transform 

Domain”, L.Zafar, E.A.Edirisinghe,  H.E.Bez (Original Algorithm) [33] 

EF-ALG7-2 
“Multi-Exposure & Multi-Focus Image Fusion in Transform 

Domain”, L.Zafar, E.A.Edirisinghe,  H.E.Bez (Improved Algorithm) [33] 

EF-ALG8 
“Enhanced Image Capture Through Fusion”, Peter J. Burt, Raymond 

J. Kolczynski [37] 

EF-ALG9 “Fusion of Differently Exposed Images”, Ron Rubinstein [38] 

EF-ALG10 
 “High Dynamic Range Imaging Through Multi-Resolusion Spline 

Fusion”, Hung-Son Le, Adi Anani, Haibo Li [39] 

EF-ALG11 “Exposure Fusion”, Tom Mertens, Jan Kautz, Frank Van Reeth [40] 

EF-ALG12 
“Wavelet Based Exposure Fusion”, Madiha Hussain Malik, S. Asif M. 

Gilani, Anwaar-ul-Haq [41] 

HDR-ALG1 
“Recovering High Dynamic Range Radiance Maps from 

Photographs”, Paul E. Debevec, Jitendra Malik [10] 

HDR-ALG2 
“Dynamic Range Improvement Through Multiple Exposures”, Mark 

A. Robertson, Sean Borman, Robert L. Stevenson [11] 

TM-ALG1 Linear Mapping [38] 

TM-ALG2 Logarithmic Mapping [15] 

TM-ALG3 
“Adaptive Logarithmic Mapping for Displaying High Contrast 

Scenes”, F. Drago, K. Myszkowski, T. Annen, N. Chiba [15] 

TM-ALG4-1 

“Photographic Tone Reproduction for Digital Images”, Erik 

Reinhard, Michael Stark, Peter Shirley, James Ferwerda (Global 

Operator) [17] 

TM-ALG4-2 

“Photographic Tone Reproduction for Digital Images”, Erik 

Reinhard, Michael Stark, Peter Shirley, James Ferwerda (Local Operator) 

[17] 

TM-ALG5 

“An Effective Tone Mapping Operator for High Dynamic Range 

Images”, B. Kh. Barladian, A. G. Voloboi, V. A. Galaktionov, E. A. 

Kopylov [13] 
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As stated previously, this thesis only considers monochrome image based 

algorithms. Therefore, if an algorithm is color based, it has been modified to work 

with the monochrome images. Moreover, some of the implemented algorithms 

require several input parameters. The performed modifications in the algorithms 

and the input parameters used in this chapter are given as follows: 

 

As stated previously, EF-ALG2 uses weighted average of the input images for 

image fusion. In this algorithm, the weights are chosen as 0.11, 0.79, 0.11 so the 

images that are underexposed and overexposed has been multiplied with 0.11. 

 

As stated previously, EF-ALG4 and EF-ALG5 require the block size as an input 

parameter. In the experiments, the block size has been chosen as %15 of the 

minimum dimension of the input image. Moreover, the sigma parameter of the 

blending function in EF-ALG4 has been chosen as two times of the chosen block 

size.  

 

In DCT based algorithms, which are EF-ALG6-X and EF-ALG7-X, 8x8 DCT has 

been used for image fusion. 

 

In EF-ALG8, the fusion process is explained for two input images, and there is no 

information about the fusion process for multiple input images. Therefore, the 

algorithm is modified to cover the case for three input images. The fusion process 

is performed in two steps. In the first step, the first two input images are fused as 

explained in the algorithm. Then, the fusion result of this step is fused with the 

third input image. As a result, three input images are fused by EF-ALG8. 

Furthermore, the input parameter  in this algorithm has been selected as -0.5 to 

obtain satisfactory results. 

 

In EF-ALG11, the exponents, which control the contribution of each quality 

measure to the weight map, have been set to 1 in the experiments. 
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In EF-ALG12, the threshold value, which controls the edge intensity in the fused 

image, has been set to 2.2 in the experiments. 

 

Moreover, pyramid and wavelet transforms have been generated depend on the 

sizes of the input images. The pyramid and wavelet representations have been 

generated for the possible maximum level for the given input images. 

 

In HDR-ALGX, smoothness term has been chosen as 40. 

 

In TM-ALG3 and TM-ALG4-X, the key values have been set to 1 and 0.48 

respectively. Moreover, the parameters  and the threshold have been set to 8 and 

0.05 respectively. 

 

All other parameters of the algorithms have been set to the values defined in the 

algorithms. 

 

5.2 Objective Evaluation of the Algorithms 

 

In this section, the implemented algorithms are compared with each other by the 

help of the objective quality metrics. Until now, the algorithms have been 

explained individually without giving any results. By performing an objective 

evaluation test, we aim to compare the algorithms and see their weakness and 

powerfulness with respect to the other algorithms. Moreover, the result of this 

evaluation also gives an idea about the performance of the objective quality 

metrics in the evaluation of the EF algorithms. Then, the most appropriate 

objective quality metric to evaluate EF algorithms is determined by considering 

the results of this test.  

 

In this test, ten different image sets are used. The images are selected to represent 

all scenarios that can be come across in the real world. The each image set 

consists of three differently exposed images. These images represent 
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underexposed, normal and overexposed images. The number of the input images 

is limited to three because this number is enough to represent most of the high 

dynamic range scenes. The number of images greater than three may increase the 

performance of the algorithms. However, time, memory and processor 

requirements increase significantly depending on the number of input images. 

Three is the optimum number for this study and gives satisfactory results. The 

image sets, mostly obtained through the internet, can be found in Appendix A. 

The resolutions and exposure settings of the images are given at the bottom of the 

image sets. The only exposure setting of the images changes in each image set. 

All other settings of the images are same in each image set. 

 

In the following subsections, the comparisons of the algorithms through the 

objective quality metrics are given. 

 

5.2.1 Experimental Results for the Exposure Fusion Algorithms 

 

In this subsection, the results are given as follows: 
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5.2.1.1 Standard Deviation Quality Metric 

 
Figure 5.1 Comparison of the EF Algs. by Using SD 

 

 

In standard deviation quality metric, it is observed that EF-ALG3 is rated lower 

than the other algorithms in most of the image sets. EF-ALG3 tries to fuse the 

input images by the help of three different mapping functions. Since these 

functions are not good at preserving the contrast of the input images, the fused 

image has low contrast and limited histogram. That is why EF-ALG3 performs 

the worst in this quality metric. 

 

The above figure shows that EF-ALG9 performs the best in this quality metric. 

Most of the time, it gives high contrast fused images. However, most of the 

saturated pixels in the input images are not recovered. EF-ALG9 uses absolute 

maximum function for the fusion of Laplacian pyramid’s levels. This nonlinear 

process does not guarantee that the fused image is in the acceptable range. 

Therefore, some pixels in the fused image may have intensity values that are out 
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of the acceptable range. Consequently, the fused image has many saturated pixels 

and high peaks in the histogram.  

 

As a result, standard deviation is not reliable for comparing different EF 

algorithms because it gives high points to the fused images that have many 

saturated pixels. This approach causes inaccurate results. However, it can give 

information about the global contrast of the fused image.  

 

5.2.1.2 Entropy Quality Metric 

 
Figure 5.2 Comparison of the EF Algs. by Using Entropy 

 

In the entropy quality metric, EF-ALG5 and EF-ALG4 have the highest scores in 

most of the image sets. The reason is that these algorithms give good contrast 

images while recovering the details in saturated regions. Therefore, the output of 

these algorithms has less saturated pixels and wide histogram. Moreover, these 

algorithms use the entropy to define the details in the input images. That is why 

they are rated higher than the others.  
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In this quality metric, EF-ALG3 and EF-ALG9 perform worse than the others. 

EF-ALG3 usually gives poor contrast images because of its fusion rules. 

Furthermore, the output of EF-ALG9 has good contrast, but it has many saturated 

pixels due to the previously stated reason. The saturated pixels create peaks in the 

histogram, and these peaks cause randomness to decrease. Consequently, EF-

ALG3 and EF-ALG-9 are rated lower than the others. 

 

As a summary, entropy is a measure of randomness and can be used to measure 

the details in the fused image. It provides information about the contrast of the 

fused image and the number of saturated pixels. Since these parameters are 

important for EF algorithms, EF algorithms can be evaluated by means of entropy 

objective quality metric. 

 

5.2.1.3 Cross Entropy Quality Metric 

 
Figure 5.3 Comparison of the EF Algs. by Using Cross Entropy 
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In cross entropy quality metric, EF-ALG3 is by far the worst among the 

algorithms because EF-ALG3 gives low contrast fused images. Since EF-ALG3 

does not preserve the details in the input images, the dissimilarity between the 

input images and the fused image increases. Moreover, EF-ALG4 and EF-ALG5 

have the second and third highest scores in most of the image sets. These 

algorithms use block based methods for image fusion. Since working on block 

based has a significant impact on histogram shape, the probability density 

function (PDF) of the fused image differentiates from the PDF of the input images 

so much. Furthermore, these algorithms do not use one of the input images, or 

they use one of the input images more that the others when the dynamic range of 

the scene is high. Therefore, the resultant image loses the similarity with one or 

two input images more than the other methods, so the average cross entropy 

decreases. 

 

All MD based algorithms and some of the DCT based algorithms perform better 

than the others in this quality metric. Their performances are very similar, and it is 

difficult to distinguish which one is better. However, when the exact scores are 

examined, it is observed that EF-ALG9 performs slightly better than the others. 

Since EF-ALG9 gives saturated fused images, the similarity between the saturated 

input images and the fused image increases. Therefore, EF-ALG9 is rated the 

lowest scores in this quality metric. 

 

As a summary, the results show that the quality metric cannot distinguish the 

successful algorithms from the others, and the similarity is not a reliable feature to 

evaluate the transferred information from the input images to the fused image in 

EF.  
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5.2.1.4 Mutual Information Quality Metric 

 
Figure 5.4 Comparison of the EF Algs. by Using Mutual Information 

 

 

In mutual information quality metric, EF-ALG1, EF-ALG2 and EF-ALG6-2 

perform better than the others. Since these algorithms use average operation for 

image fusion, the dependence between the input images and the fused image 

increases. That is why they are rated higher than the others. Furthermore, EF-

ALG3 has the next highest scores due to its simple fusion rules. 

 

EF-ALG9 and EF-ALG12 are rated lower than the others in this quality metric. 

The output of these algorithms has many saturated pixels because these 

algorithms do not guarantee that the fused image has pixels which are in the 

acceptable range. Therefore, EF-ALG9 and EF-ALG12 lose the dependence 

between the input images and the fused image. That is why they perform the 

worst in this quality metric. Additionally, EF-ALG4 and EF-ALG5 are rated 

lower than the most of the algorithms in this quality metric.  
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As a summary, mutual information evaluates the dependence between the input 

images and the fused image. However, it is observed that the simple algorithms 

are rated higher than the other successful algorithms in this quality metric. 

Therefore, the dependence is not a reliable feature to evaluate the performance of 

EF algorithms. 

 

5.2.1.5 Universal Image Quality Index Quality Metric 

 
Figure 5.5 Comparison of the EF Algs. by Using UIQI 

 

 

In UIQI quality metric, EF-ALG1 and EF-ALG2 have the highest scores. The MD 

based algorithms, which are EF-ALG12, EF-ALG11 and EF-ALG8, have the next 

highest scores. This is an expected result for MD based algorithms because they 

are good at transferring salient features from the input images to the fused image. 

Therefore, they can preserve the correlation between the input images and the 

fused image. However, this is not an expected result for EF-ALG1 and EF-ALG2.  

Since they use average operation for image fusion, the correlation and the mean 
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luminance similarity between the input images and the fused image are high. 

Therefore, UIQI gives high scores to EF-ALG1 and EF-ALG2. 

 

In this quality metric, EF-ALG6-1, EF-ALG6-3 and EF-ALG3 perform the worst. 

Since these algorithms usually give fused images with blocking artifacts, the 

contrast and the mean luminance closeness are low. Hence, they are rated lower 

than the others. 

 

As a conclusion, UIQI cannot distinguish simple averaging algorithms from the 

other successful algorithms. Therefore, it is not appropriate to evaluate EF 

algorithms. 

 

5.2.1.6 Xydeas & Petrovic Quality Metric 

 
Figure 5.6 Comparison of the EF Algs. by Using Xydeas & Petrovic 
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In Xydeas & Petrovic quality metric, MD based algorithms perform better than 

the others. EF-ALG8 has the highest scores. This result is reasonable because this 

algorithm uses Gradient pyramid for image fusion. EF-ALG10 has the second 

highest scores in most of the image sets. This is an expected result because EF-

ALG10 uses Laplacian pyramid, which is good at transferring the edge details to 

the fused image. EF-ALG11 has the third highest scores which can also be 

explained with the previous reason.  

 

In the above figure, EF-ALG6-1 and EF-ALG6-3 have the lowest scores in most 

of the image sets. This is an expected result because the output of these algorithms 

has noticeable blocking artifacts. These artifacts cause the edge similarity between 

the input images and the fused image to decrease. Therefore, these algorithms are 

rated the lowest scores. Then, EF-ALG-3 has the next lowest scores. This result is 

reasonable because most of the time, the output of EF-ALG-3 has low contrast 

and poor edge details. That is why EF-ALG-3 is rated the lowest.  

 

As a conclusion, the results show that the edge detail is a reliable quality metric to 

measure the transferred salient information from the input images to the fused 

image. Therefore, Xydeas & Petrovic can be used to evaluate the performance of 

EF algorithms.  
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5.2.1.7 Spatial Frequency Quality Metric 

 
Figure 5.7 Comparison of the EF Algs. by Using Spatial Frequency 

 

 

In the above figure, EF-ALG9 has the highest scores in most of the image sets. 

Most of the time, the output of EF-ALG9 has high contrast and many saturated 

pixels. These features increase the spatial frequency in an image. That is why EF-

ALG-9 is rated the highest. EF-ALG7-1, EF-ALG6-1 and EF-ALG6-3   have the 

next highest scores. The common point of these algorithms is that they suffer from 

blocking artifact problem. As it has been mentioned before, blocking artifacts 

cause unwanted and nonexistent edges in the fused image. That is why they have 

high points in this quality metric.   

 

In this quality metric, EF-ALG3 and EF-ALG1 perform the worst in the most of 

the image sets. It is an expected result because the output of these algorithms has 

poor contrast and poor edge details. 
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This metric considers the spatial frequency in an image and shows us how much 

details image has. However, it cannot distinguish blocking artifacts from the 

salient features. These artifacts are considered as details, and the algorithms, 

which cause these artifacts, are rated the highest scores. Moreover, algorithms that 

recover the details in saturated regions are rated lower than the algorithms that 

suffer from the blocking artifacts. As a result, spatial frequency is not appropriate 

for evaluating EF algorithms.  

 

5.2.1.8 Saturated Pixel Percentage 

 
Figure 5.8 Comparison of the EF Algs. by Using Undersaturated P. P. 
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Figure 5.9 Comparison of the EF Algs. by Using Oversaturated P. P. 

 

 

Saturated pixel percentage is not a well-known quality metric and is implemented 

to evaluate the performance of EF algorithms in this thesis. In this part, 

undersaturated and oversaturated pixel percentage quality metrics are examined. 

In undersaturated pixel percentage, EF-ALG9 performs the worst. This result is 

reasonable because the output of EF-ALG9 usually has many saturated pixels. In 

oversaturated pixel percentage, EF-ALG2 performs the worst because EF-ALG2 

uses the weighted average which usually gives bright fused images. However, 

remaining algorithms have similar scores, and it is hard to compare the 

performances of the algorithms. 

 

As a conclusion, the results show that saturated pixel percentage is not appropriate 

to evaluate the performance of EF algorithms. This is a simple quality metric that 

should be supported with the other quality metrics. It only gives information about 
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the number of saturated pixels in the fused image. It does not consider the contrast 

or the edge details of the fused image.  

 

5.2.2 Experimental Results for the High Dynamic Range Imaging 

Algorithms 

 

In the literature, there are comprehensive and detailed tests to evaluate the 

performance of the tone mapping operators [65-67]. Since this thesis focuses on 

EF algorithms and aims to understand general principles of the HDRI algorithms, 

a brief comparison of the HDRI algorithms by using objective quality metric is 

given. This section shows necessity of the successful HDRI algorithms to enhance 

the dynamic range of the images. Therefore, new HDRI algorithms have been 

proposed in the literature.  

 

In this subsection, the implemented HDRI algorithms are compared with each 

other through Xydeas & Petrovic quality metric. This quality metric is used for 

the comparison of HDRI algorithms because it gives the most accurate results in 

the comparison of the EF algorithms. There are many combinations for the HDRI 

algorithms. In this thesis, two algorithms for recovering HDR radiance map and 

six tone mapping algorithms are implemented. These algorithms are combined 

with each other, which makes a total 12 combination, to make a comparison 

within the algorithms. The examination of these combinations is very problematic. 

Therefore, firstly, one of the HDR radiance map algorithms is chosen, and HDR 

radiance map of the each image set is calculated by using the chosen algorithm. 

Then, the tone mapping algorithms are compared with each other by using the 

calculated HDR radiance maps. This step is repeated for two HDR radiance map 

algorithms. After this step, the HDR radiance map algorithms are compared with 

each other by using one of the tone mapping algorithms. Since there are six 

different tone mapping algorithms, this process is repeated for six times.  
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In the following sections, the results related to the evaluation of the HDR radiance 

map and tone mapping algorithms are given.  

 

5.2.2.1 Evaluation of the Tone Mapping Algorithms 

 
Figure 5.10 Comparison of the TM-ALGs by Using the HDR-ALG1 

 

 

First of all, HDR-ALG1 is selected to calculate the HDR radiance maps of the 

image sets. Then, the tone mapping algorithms are compared with each other. As 

seen in the figure, TM-ALG1 is rated lower than the others in all image sets. This 

is an expected result because TM-ALG1 is a simple tone mapping algorithm, 

which uses linear scaling for the dynamic range compression. TM-ALG2 has the 

second lowest scores. However, TM-ALG2 performs better than the others in 

some of the image sets. The common characteristic of these image sets is that they 

are relatively dark scenes. Since TM-ALG2 has a characteristic curve that 

compresses high radiance values more than low radiance values, it performs better 

in the dark scenes. That is why TM-ALG2 performs well in these image sets. 
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TM-ALG5 performs the best in most of the image sets. However, it is rated lower 

than TM-ALG3 and TM-ALG4-1 in some image sets. The common characteristic 

of these image sets is that they include bright objects that lead dynamic range to 

increase. It shows that the performance of TM-ALG5 deteriorates in the high 

dynamic range scenes. 

 
Figure 5.11 Comparison of the TM-ALGs by Using the HDR-ALG2 

 

 

At the next step, HDR-ALG2 is chosen to calculate required HDR radiance maps, 

and then the tone mapping algorithms are compared with each other. The results 

are very similar to the previously given results. TM-ALG1 has again the lowest 

scores. This is expected due to the above stated reason. TM-ALG5 and TM-ALG3 

have similar scores, so the difference is not remarkable.  
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5.2.2.2 Evaluation of the HDR Radiance Map Algorithms 

 

Until now, the performance evaluation of the tone mapping algorithms has been 

discussed. In this part, the implemented HDR radiance map algorithms are 

compared with each other. Since objective quality metrics accept low dynamic 

range images as input, the outputs of HDR radiance map algorithms is mapped to 

low dynamic range images by the help of the tone mapping algorithms. Then, the 

comparison of the HDR radiance map algorithms is repeated for each tone 

mapping algorithms. However, there are six different tone mapping algorithms. 

To avoid vast figure number, the results are not plotted as figures but a table 

which summarizes the comparison result of the HDR radiance map algorithms is 

given as follows: 

 

 

Table 5.2 Comparison of HDR Algs. by Using Xydeas & Petrovic QM 

Name of the Tone 

Mapping 

Algorithms 

First Rank Second Rank 

TM-ALG1 HDR-ALG2 HDR-ALG1 

TM-ALG2 HDR-ALG2 HDR-ALG1 

TM-ALG3 HDR-ALG2 HDR-ALG1 

TM-ALG4-1 HDR-ALG1 HDR-ALG2 

TM-ALG4-2 HDR-ALG2 HDR-ALG1 

TM-ALG5 HDR-ALG1 HDR-ALG2 

 

 

The results, which are given in the previous two parts, show that the edge 

information is a reliable quality measure and can be used to evaluate the 

performance of HDRI algorithms. As a conclusion, Xydeas & Petrovic metric is 

the most appropriate objective quality metric to evaluate the performance of 

image dynamic range enhancement algorithms.  
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5.2.3 Visual Results of Objective Test 

 

The goal of this subsection is to give some visual results that have been obtained 

in the objective test. As it has been mentioned before, the test includes ten image 

sets, and each image set consists of three differently exposed images. It makes 

thirty input images total. In addition, there are fifteen EF algorithms and several 

HDRI algorithms in the test. Therefore, the number of output images is more than 

one hundred just for this test. It is not possible to show all output images, so some 

of the images are given in this subsection. In the test, it is observed that Xydeas & 

Petrovic is the most appropriate quality metric to evaluate EF algorithms. 

Therefore, the outputs of the best and worst performed EF algorithms with respect 

to Xydeas & Petrovic quality metric are given for each image set. In the following 

figures, the images on the left belong the algorithms that have the highest scores 

in each image set, and the right ones belong the worst algorithms. The figures are 

given as follows: 

 

 
a)         b) 

Figure 5.12 Image Set-1 in Objective Test a) EF-ALG8 b) EF-ALG6-1          
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a)         b) 

Figure 5.13 Image Set-2 in Objective Test a) EF-ALG8 b) EF-ALG6-1 

 

 

 
a)         b) 

Figure 5.14 Image Set-3 in Objective Test a) EF-ALG8 b) EF-ALG6-1 

 

 

 
a)         b) 

Figure 5.15 Image Set-4 in Objective Test a) EF-ALG8 b) EF-ALG6-1 
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a)         b) 

Figure 5.16 Image Set-5 in Objective Test a) EF-ALG4 b) EF-ALG6-1 

 

 

 
a)         b) 

Figure 5.17 Image Set-6 in Objective Test a) EF-ALG8 b) EF-ALG3 
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a)         b) 

Figure 5.18 Image Set-7 in Objective Test a) EF-ALG8 b) EF-ALG6-1 

 

 

 
a)         b) 

Figure 5.19 Image Set-8 in Objective Test a) EF-ALG10 b) EF-ALG3 
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a)         b) 

Figure 5.20 Image Set-9 in Objective Test a) EF-ALG8 b) EF-ALG6-1 

 

 

 
a)         b) 

Figure 5.21 Image Set-10 in Objective Test a) EF-ALG8 b) EF-ALG3 

 

 

5.3 Subjective Evaluation of the Algorithms 

 

Subjective assessment has been used to compare the performances of image 

fusion algorithms for years. In parallel, some objective quality metrics have been 

developed so far, but these metrics are required to be improved. Therefore, the 

subjective evaluation of image fusion algorithms is still an important issue in the 

literature [58-60].  Subjective assessments mainly consist of two subcategories. 

These subcategories are task related (active) and descriptive (passive) tests [59]. 

In the task related tests, participants are asked to evaluate different scenarios by 
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considering a defined task. Then, the performance of algorithms is evaluated by 

considering the performance of the participants in completing the task, average 

time to define and locate a specific target in the images etc [61]. In the descriptive 

tests, participants directly score or rank fused images based on their impressions.  

 

In this thesis, a descriptive test is performed to evaluate different image fusion 

algorithms and to see the correlation between objective quality metrics and human 

subjective ratings. 

 

In the following sections, the details of the subjective test are explained. 

 

5.3.1 Selection of Image Sets and Algorithms 

 

In this thesis, fifteen EF algorithms and eight HDRI algorithms are implemented. 

Including all algorithms into the test makes the test longer and inefficient. 

Therefore, one of the image dynamic range enhancement methods has to be 

chosen. Since this thesis gives more importance to EF algorithms, EF is chosen.  

Seven EF algorithms are included to the subjective test in order to avoid long test 

duration.  

 

In the subjective test, the number of image sets is limited to five, and one 

additional image set is used to explain the goal of the test to the participants. Each 

image set consists of three different exposed images which are underexposed, 

normal and overexposed. The selected images represent different illumination 

conditions in the real life. Furthermore, image sizes are kept alike to avoid any 

distortion may result in rescaling. The image sets, used in the subjective test, can 

be found in Appendix A. The resolutions of the images are given at the bottom of 

the image sets. 

 

As stated previously, seven EF algorithms are used in the test. Therefore, the 

chosen algorithms should represent most of the implemented algorithms. EF-
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ALG4 and EF-ALG7-2 are chosen from the blocked and DCT based algorithms 

respectively. Since EF-ALG-7-1 suffers from blocking artifacts, the improved 

algorithm, which is EF-ALG7-2, is included to the test. Other five algorithms are 

selected from the MD based algorithms. Since there are five MD based 

algorithms, all algorithms are included to the test.   

 

5.3.2 Subjective Test Procedure 

 

Test environment is a very crucial and must be controllable. Display used in the 

test, the participant’s distance to display, lighting conditions and interaction with 

the participant are very important points. In this test, the required rules in a 

subjective test have been followed as much as possible. Since this assessment is a 

simple implementation of real subjective tests, some rules have been violated.  

 

As stated previously, the subjective test consists of five image sets and seven EF 

algorithms. It makes thirty five fused images total. In additional to this number, 

some of the fused images have been repeated to measure the consistency of the 

participants. For each image set, two of the fused images have been repeated. 

Therefore, the number of repeated images becomes ten for five image sets. 

However, there are seven different EF algorithms. To match the algorithm 

number, which is seven, and the repeated image number, which is ten, three of the 

algorithms’ outputs have been repeated twice. The remaining algorithms have 

been repeated only once. When the total number of repeated images and the fused 

images are summed, it makes forty five images. In the test, the number of the 

images has been kept minimum as much as possible to avoid long test duration.  

 

The representation of the fused images is another crucial point in subjective tests. 

In the literature, there are different representation methods that have been used in 

the past subjective tests. In this test, the fused images and the corresponding input 

images have been shown together. Example test image that has been used to 

explain the goal of the subjective test to the participants is given as below: 
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Figure 5.22 Example Image Used in Subjective Test 

 

 

The above image is composed of four sub-images. Three sub-images at the top of 

the image are the input images, and the sub-image at the bottom is the fused 

image. 

 

The input images have been added to the output image to make scoring easy for 

the participants. By means of this, the participants can see how much salient 

information is transferred from the input images to the fused image. Other 

algorithms in the same image set can be compared with each other by using the 

input images. They constitute a reference point for the comparisons.  

 

In the test, these test images have been shown image set by image set. The order 

of the output images has been organized randomly in each image set. However, 

the image sets have not been ordered randomly to provide easy and accurate 

scoring. 

 

In the test, the images have been shown on a standard notebook under standard 

white office light. The model of the notebook is “HP EliteBook 8540w Mobile 

Workstation”. It has 15.6’’ matt screen. Matt screen has been chosen to avoid 

reflection problems on the screen. Furthermore, standard “Microsoft Office 
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Picture Manager” has been used to show the images. To evaluate the algorithms, 

one to ten scoring scale has been used in the test. The worst and the best 

performances are denoted by one and ten respectively.  There has been no time 

limit in the test.  

 

The goal of the test has been explained by using same explanations and examples 

before each subjective test. First of all, the definition of dynamic range has been 

made and then the necessity of the image dynamic range enhancement has been 

explained. The participants have been asked to score forty five images by 

considering two performance measures. These measures are the capability of 

transferring details from the input images to the fused image and the contrast of 

fused images. The first requirement allows measuring the details in bright and 

dark areas. As it has been mentioned before, the output of some algorithms has 

limited contrast, but the details in saturated regions are recovered. It is an 

unwanted situation for EF. Ideal fused image should have high contrast and 

enhanced dynamic range. Therefore, all participants have been asked to score the 

fused images with respect to these two performance measures. The participant’s 

instructions used in this test can be found given in Appendix B. 

 

5.3.3 Participants 

 

Thirty participants (25 males, 5 females) have attended this subjective test. The 

average age of the participants is 25.3, and standard deviation is 2.73. All 

participants have normal or corrected-to-normal vision. The age distribution of the 

participants is given as follows: 
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Figure 5.23 Age Distribution of Participants 

 

 

5.3.4 Correlation between Objective and Subjective Scores 

 

The main goal of this subsection is to evaluate the correlation between the 

objective quality metrics and the subjective scores. 

 

There have been thirty participants in the test, and the participants have been 

asked to score images using the numbers ranging from one to ten. There is no 

restriction about scoring, so the score of each participant for a specific image 

become a little bit different. Hence, there should be a filter to remove scores that 

are so different from the mean of the scores. This filter can be realized by using a 

simple standard deviation filter. For each test image, the mean and the standard 

deviation of all participants’ scores are calculated, and scores that are far away 

from one standard deviation are discarded. By means of this, some inaccurate 

scores are eliminated.   
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In the next step, the objective and subjective scores are scaled to bring all scores 

into the same range.  In this study, all scores are scaled into the range of zero to 

one by linear scaling. However, the chosen scale method is very crucial, and it 

may change the result of the experiment. Therefore, different scale methods have 

been tried. First of all, the subjective scores are scaled. In the test, the participants 

have scored the images with respect to the other images in the same image set. 

Firstly, they have checked all test images in the current image set and then have 

scored the images relatively. The participants have not considered different image 

sets together during scoring. It means that the subjective scores are image set 

based. Therefore, the most appropriate scaling method is image set based scaling. 

Each score is scaled by only considering scores in the same image set. Therefore, 

all subjective scores are mapped locally in each image set. Then, the mean of the 

participants’ scores for each test image is calculated. The calculated mean values 

are used as the subjective scores of the test images. For the objective scores, 

image set based scaling method is again used to keep the correlation with the 

subjective scores. 

 

As stated previously, some of the images are repeated in order to measure the 

consistency of the participants in the test. However, it is observed that the scores 

are mostly consistent, and the standard deviation filter discards most of the 

inaccurate scores. Therefore, there is no need any extra processes to check the 

consistency.  

 

The following subsections give the results related to the correlation between the 

objective and subjective scores. In the following figures, only image sets are 

indicated with different colors. Furthermore, the correlation coefficient of the 

scores is calculated for each quality metric and is given in the table as follows: 
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Table 5.3 Correlation Coefficients of Objective - Subjective Scores 

Quality Metric Correlation Coefficient 

Standard Deviation -0.5170 

Entropy 0.5064 

Cross Entropy -0.2090 

Mutual Information 0.3748 

Universal Image Quality Index 0.3426 

Xydeas & Petrovic 0.6792 

Spatial Frequency -0.3111 

Undersaturated Pixel Percentage -0.3988 

Oversaturated Pixel Percentage -0.3317 

 

 

5.3.4.1 Standard Deviation Quality Metric 

 
Figure 5.24 Standard Deviation vs Subjective Scores 
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As can be seen in the figure, there is a negative correlation between the objective 

and subjective scores. In the objective evaluation section, it has been already 

stated that this quality metric does not give accurate results. Since it uses standard 

deviation as a quality metric, algorithms that result in so many saturated pixels are 

evaluated higher than the others. 

 

5.3.4.2 Entropy Quality Metric 

 
Figure 5.25 Entropy vs Subjective Scores 

 

 

In this quality metric, there is a positive correlation between the scores, but the 

correlation is not very strong. In the objective evaluation section, it has been 

observed that the performance of this quality metric is better than most of the 

quality metrics. It has the capability of measuring the contrast of the fused images 

and detecting saturated pixels. This capability provides accurate evaluation of EF 

algorithms.  

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Objective Scores

S
ub

je
ct

iv
e 

S
co

re
s

 

 

Image Set-1 Image Set-2 Image Set-3 Image Set-4 Image Set-5



 

99 

5.3.4.3 Cross Entropy Quality Metric 

 
Figure 5.26 Cross Entropy vs Subjective Scores 

 

 

In the above figure, there is a weak negative correlation between the scores. There 

is an exception for this quality metric because lower cross entropy means better 

image fusion. Therefore, the negative correlation is a desired situation in this 

quality metric. However, the correlation coefficient is very small and can be 

thought that the scores are uncorrelated with each other. This result is the same as 

what we have already obtained in the objective evaluation section. In that section, 

it has been observed that algorithms that give saturated outputs are rated higher 

than the others.   
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5.3.4.4 Mutual Information Quality Metric 

 
Figure 5.27 Mutual Information vs Subjective Scores 

 

 

In the above figure, there is a weak correlation, but it can be accepted as 

uncorrelated. Mutual information uses dependence feature to measure the 

transferred information from the input images to the fused image. In the objective 

evaluation section, it has been observed that mutual information cannot 

distinguish the best and worst algorithms. This result is supported by the 

subjective scores.  
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5.3.4.5 Universal Image Quality Index Quality Metric 

 
Figure 5.28 Universal Image Quality Index vs Subjective Scores 

 

 

There is no correlation between the objective and subjective scores in this quality 

metric. This is an expected result because this quality metric is not good at 

measuring the transferred important information from the input images to the 

fused image as stated previously.  
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5.3.4.6 Xydeas & Petrovic Quality Metric 

 
Figure 5.29 Xydeas & Petrovic vs Subjective Scores 

 

 

As can be seen in the figure, Xydeas & Petrovic quality metric has a significant 

positive correlation with the subjective scores. This quality metric has the highest 

correlation with the subjective scores among the quality metrics. It uses the edge 

strength and the edge orientation in order to measure the transferred important 

information from the input images to the fused image. These features are very 

accurate in measuring the blocking artifacts in the fused images and the contrast 

of the fused images. This conclusion is fully supported by the subjective scores. 

The conclusion has been made in the objective evaluation section is supported by 

the subjective scores.  As a conclusion, Xydeas & Petrovic quality metric is the 

most appropriate quality metric to evaluate the performance of EF algorithms. 
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5.3.4.7 Spatial Frequency Quality Metric 

 
Figure 5.30 Spatial Frequency vs Subjective Scores 

 

 

In the above figure, the scores are almost uncorrelated with each other. It shows 

that this quality metric is not good at evaluating the performance of EF 

algorithms. This conclusion has already been made in the objective evaluation 

section.  
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5.3.4.8 Saturated Pixel Percentage 

 
Figure 5.31 Undersaturated P.P. vs Subjective Scores 

 
Figure 5.32 Oversaturated P.P. vs Subjective Scores 
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In the above figures, there are negative correlations between the scores. 

 

5.3.5 Evaluation of the Algorithms 

 

Until now, the results related to the correlation between the scores have been 

discussed. In this subsection, the individual performance of the algorithms is 

examined by using the objective and subjective scores in the subjective test. 

Therefore, the subjective scores and the objective scores belong to Xydeas & 

Petrovic quality metric are plotted separately to evaluate the performance of the 

algorithms. 

 

Since this subsection focuses on the performance of the algorithms not the 

correlation between the scores, the objective and subjective scores are used 

directly without performing any scaling. For the subjective scores, the mean 

scores, which have been calculated previously, are directly used. Then, the mean 

scores belong to each algorithm are plotted for each image set. The image sets are 

denoted by different colors in the figures, and the mean of the scores in each 

image set is indicated with a different marker. The same visualization is used in 

the figure of the objective scores. By doing that, the deviation and mean of the 

scores are made visible for each algorithm. The figures are given below: 
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Figure 5.33 Subjective Scores of the EF Algorithms 

 

 
Figure 5.34 Objective Scores of the EF Algorithms 
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As can be seen in the figures, EF-ALG7-2, EF-ALG8, EF-ALG10 and EF-ALG11 

are rated relatively higher than the others in both tests. Most of these algorithms 

are MD based image fusion algorithms except EF-ALG7-2, which is DCT based. 

This is an expected result because MD based algorithms are good at extracting the 

salient features in the input images. Additionally, algorithms that have relatively 

low scores in both tests are EF-ALG12 and EF-ALG9. This result is reasonable 

because these algorithms give saturated fused images due to the previously stated 

reasons.  

 

5.3.6 Visual Results of Subjective Test 

 

The goal of this subsection is to give some visual results that have been obtained 

in the subjective test. In this subsection, the outputs of the algorithms which have 

performed the best and the worst in the subjective test are presented. For each 

image set, the image that has the highest score is shown on the left side, and the 

image with the lowest score is shown on the right side. 

 

 

 
a)         b) 

Figure 5.35 Image Set-1 in Subjective Test a) EF-ALG7-2 b) EF-ALG9 
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a)         b) 

Figure 5.36 Image Set-2 in Subjective Test a) EF-ALG8 b) EF-ALG12 

 

 

 
a)         b) 

Figure 5.37 Image Set-3 in Subjective Test a) EF-ALG10 b) EF-ALG9 

 

 

 
a)         b) 

Figure 5.38 Image Set-4 in Subjective Test a) EF-ALG7-2 b) EF-ALG12 
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a)         b) 

Figure 5.39 Image Set-5 in Subjective Test a) EF-ALG11 b) EF-ALG9 
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CHAPTER 6 

 

 

CONCLUSIONS AND FUTURE WORK 

 

 

 

6.1 Summary and Conclusions 

 

In this thesis, image dynamic range enhancement methods are studied by using 

monochrome and static images. The main methods used in dynamic range 

enhancement are introduced briefly, and the detailed information about EF is 

presented. The well-known algorithms are implemented, and the performance of 

the algorithms is compared through the well-known objective quality metrics. 

Additionally, the correlation between the objective quality metrics and human 

visual system is studied in order to find the most appropriate objective quality 

metric.  

 

Firstly, several HDRI algorithms are implemented to understand their approach in 

image dynamic range enhancement. It is observed that HDRI requires two 

processing steps to represent high dynamic range scenes with low dynamic range 

images. The first step includes HDR radiance map algorithms to calculate the 

radiance values of captured scene. The goal of these algorithms is to turn back to 

sensor radiance values from digital pixels values in order to recover the high 

dynamic range of captured scene. Therefore, most of the time, the exposure 

settings of the input images should be known. The outputs of these algorithms are 

high dynamic range images. However, these images cannot be displayed on 

standard screens. Hence, tone mapping algorithms are required. Several tone 
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mapping algorithms are implemented in this thesis. Then, the studies on this 

subject are not evaluated profoundly, and just a brief introduction has been made. 

Then, the second image dynamic range enhancement method, which is EF, is 

studied in details. The implemented EF algorithms consist of important image 

fusion methods such as DCT, pyramid transform and wavelet transform. 

Furthermore, literature searches show that EF is a new concept in image dynamic 

range enhancement. Unlike HDRI algorithms, all enhancement processes are 

performed in low dynamic range. Therefore, only one processing step is enough to 

enhance the dynamic range of captured scenes. It is more suitable for dynamic 

range enhancement in low dynamic range because it does not create high dynamic 

range images as an intermediate step. Due to the reasons mentioned above, EF has 

been becoming more popular than HDRI in image dynamic range enhancement. 

 

The performances of the EF algorithms are compared with each other by the 

objective and the subjective tests. The results of the objective test show that the 

most appropriate quality metric to evaluate the performance of EF algorithms is 

Xydeas & Petrovic. Since Xydeas & Petrovic uses transferred edge information to 

the fused images as a performance measure, it can detect the blocking artifacts 

and the saturated pixels in the fused images. Additionally, it is observed that MD 

based algorithms perform better than the space and transform domain based 

algorithms.  Then, the results of the subjective test are used to evaluate the 

performances of the EF algorithms and the correlation between the objective and 

subjective scores. In the subjective test, MD based algorithms are again rated 

higher than the other algorithms. This result is the same as the result in the 

objective test.  Additionally, it is observed that Xydeas & Petrovic is the most 

correlated quality metric with the subjective scores. The cross correlation between 

the Xydeas & Petrovic and subjective scores is 0.6792 in the subjective test. Other 

quality metrics are not appropriate to evaluate image dynamic range enhancement 

algorithms. This shows that Xydeas & Petrovic quality metric is a reliable quality 

metric and can be used to compare image dynamic range algorithms without 

performing any subjective tests.  In both tests, it is observed that EF-ALG8, EF-
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ALG10 and EF-ALG11 are rated higher than the other algorithms in Xydeas & 

Petrovic quality metric. This result indicates that these algorithms are the most 

successful ones among the EF algorithms.  

 

6.2 Future Work 

 

Due to the time and computational cost of the subjective test, the performance of 

all the algorithms cannot be evaluated. To give whole comparison of the EF 

algorithms, more advanced and comprehensive subjective test can be performed. 

The results of this test will give the detailed information about the performance of 

the EF algorithms. 

 

The most appropriate EF algorithm for real-time operation can be determined by 

comparing the computational cost of the EF algorithms. Then, the most 

appropriate one can be implemented on an embedded hardware. Therefore, the 

algorithms can be evaluated with respect to their real time processing 

performances.  

 

The detailed study in HDRI algorithms can be performed. The objective and 

subjective tests can be repeated for the HDRI algorithms. Additionally, the 

comparison of HDRI algorithms with EF algorithms can be performed to show the 

advantages and disadvantages of each method. 

 

The scope of the thesis can be extended to cover image dynamic range 

enhancement in color images. The same studies can be performed to see the 

performance of dynamic range enhancement algorithms in color images. 
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APPENDIX A 

 

 

IMAGE SETS 

 

 

 

A.1 Image Sets in Objective Evaluation  

 

 
Figure A.1 Image Set 1 in Objective Evaluation[1024x681][1/30, 1/125, 1/500] 
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Figure A.2 Image Set 2 in Objective Evaluation[1024x683][1, 1/4, 1/15] 

 

 

 
Figure A.3 Image Set 3 in Objective Evaluation[1024x768][3.2, 0.8, 1/4] 
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Figure A.4 Image Set 4 in Objective Evaluation[870x552][1/13, 1/30, 1/80] 

 

 

 
Figure A.5 Image Set 5 in Objective Evaluation[640x480][1/13, 1/30, 1/80] 
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Figure A.6 Image Set 6 in Objective Evaluation[816x612][1/100, 1/400, 1/1000] 
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Figure A.7 Image Set 7 in Objective Evaluation[512x768][4, 1/2, 1/16] 
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Figure A.8 Image Set 8 in Objective Evaluation[1024x768][6, 1/2, 1/40] 

 

 
Figure A.9 Image Set 9 in Objective Evaluation[819x614][0.6, 1/6, 1/25] 
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Figure A.10 Image Set 10 in Objective Evaluation[730x548][1/2, 1/10, 1/80] 
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A.2 Image Sets in Subjective Evaluation  

 

 
Figure A.11 Image Set 1 in Subjective Evaluation[1024x768] 
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Figure A.12 Image Set 2 in Subjective Evaluation[1024x768] 

 

 
Figure A.13 Image Set 3 in Subjective Evaluation[1024x768] 
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Figure A.14 Image Set 4 in Subjective Evaluation[1024x768] 

 

 
Figure A.15 Image Set 5 in Subjective Evaluation[1024x768] 



 

130

 

APPENDIX B 

 

 

PARTICIPANT’S INSTRUCTIONS 

 

 

 

In this test, the same steps have been followed to provide consistency. These steps 

are given as follows: 

 

1. At the starting of the each subjective test, the lighting condition has been 

checked, and the properties of the notebook have been set to the same values. 

 

2. Definition of the dynamic range has been given to the participants. The 

dynamic range has been defined as the ratio of radiances between the brightest 

and the darkest points in the scene. 

 

3. Definition of the radiance has been given to the participants. In short, it has 

been defined as the amount of the light that is emitted from a surface or object.  

 

4. The necessity of the image dynamic range enhancement has been explained by 

showing the example image to the participants. 

 

5. The participants have been asked to score the images by considering two 

performance measures. 

 

6. The first measure has been defined as the capability of recovering the details in 

saturated regions. For this purpose, the participants have been asked to evaluate 
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the outputs of the algorithms by considering the transferred details from the 

input images to the output image. 

 

7. The second measure has been defined as the contrast of output images. The 

participants have been asked to evaluate outputs of the algorithms by 

considering their contrast. 

 

8. At the last step, the participants have been asked to score the images without 

any breaks.  


