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ABSTRACT

FRAGILITY OF A SHEAR WALL BUILDING WITH
TORSIONAL IRREGULARITY

AKANSEL, Vesile Hatun

M.Sc., Department of Civil Engineering
Supervisor: Prof. Dr. Polat GULKAN

August 2011, 149 pages

Buildings with torsional irregularity represent tineain focus of many
current investigations. However, despite this vauof research, there is no
established framework that describes adequatelystismic vulnerability of
reinforced concrete shear wall systems. In thiglystuhe three-dimensional
behavior of a particular shear-wall structure undarthquake effects was
examined with regard to the nonlinear behavior loé teinforced concrete
assembly and the parameters that characterizetrihetuse exposed to seismic

motion for damage assessment.

A three story reinforced concrete shear-wall baddivas analyzed using
the finite element method based ANSYS software. Sdaded model building was
subjected to shaking table tests at Saclay, Frahce.project was led by the
Atomic Energy Agency (CEA Saclay, France) under"®&IART 2008 Project.”
The investigation was conducted in two phaseshénfirst phase, the results of
the finite element method and experiments were @xaan and were reported in
this study. For time history analysis, micro-mondgliwas preferred due to
allowing inclusion the nonlinear effects of coneretnd steel for analysis. The
guiding parameters (acceleration, displacemenaingtrof analytical results are
compared with the corresponding values that wergsomed in the experiments to
be able to quantify the validity of models and diation. For the comparison of



the numerical model results with the experimeneduits FDE (Frequency
Domain Error) method was used.

After comparison of the numerical model resultshwihe experimental
results, the second phase of the SMART 2008 Projastundertaken. The second
phase consisted of two parts summarized as “SebgitiStudy” and
“Vulnerability Analyses”. However, in this repornly the sensitivity study and
fragility analyses will be reported.

Sensitivity study was done to understand which rpatars affect the
response of the structure. Twelve parametric cagge investigated under two
different ground motions. Different behavior paraeng were investigated. The
effective damping coefficient was found to affdet tstructural response at 0.2 g
design level as well as at 0.6 g over-design lexelthe design level, it was
observed that elasticity modulus of concrete anditiaal masses on the

specimen determined as effective on the calculasadlts.

To derive the failure probabilities of this strusuunder various
earthquake forces for the given limit states, figgicurves were obtained.
Different seismic indicators such as PGA (Peak gdoacceleration), PGV (Peak
ground velocity), PGD (Peak ground displacementyl &AV (Cumulative
absolute velocity) were used as seismic indicaémd MISD (Maximum inter-
story drift) were used as damage indicator for ifitggcurves. In all 30 time
history analyses were done. Regression analyseg least squares method were
performed to determine the median capacity andevsation.

Correlation coefficients of the time history datarsus fitted curves
obtained from the regression analyses changes bet@65 and 0.99. The lower
cases were for PGD- MISD graphs. The scatter ofrdmglity curves calculated
for each damage limit was slightly wider. HAZUS MWR1 (2003) damage
states were also used for the calculation of thgility curves and compared with
the SMART 2008 damage states.

Keywords: Shear Wall Building, Azalee Shaking Table, Firniideement
Method, Fragility Curves, Sensitivity (Parametriady)
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Burulmali davrarga sahip yapilar ginimuzde yapilan bircokstanaanin
ana konusunu $g&il etmektedir. Ancak yapilan ag@rmalara rgmen betonarme
perde duvarl sistemlerin davrami dgsrudan tanimlayan ve uygulamasi kolay
somut metotlar bulunmamaktadir. Bu galada perde duvarli yapinin deprem
kuvvetleri altindaki ¢ boyutlu davranl betonun elastik Otesi davranive
depreme maruz kalmiyapilarin dgerlendirmesine yonelik parametreleringi

altinda incelenmektedir.

Calsmada sonlu elemanlar metoduna dayanarak ANSYS arugile
perde duvarlardan gkil edilmis U¢ katli betonarme bir binanin davrani
incelenmektedir. Modellemesi yapilan bina SMART &0Rrojesi kapsaminda
Fransa’nin Saclay bolgesinde yer alan Atom Eneaujiuthu’nun (CEA) yuruttga
proje kapsaminda ¥ olcekli olarak sarsma tablaseylerine tabi tutulmgiur.
Deney sonugclari ile yapinin sonlu elemanlar yontégenyapilan modellemesinin
ne kadar uyumlu oldiu irdelenmgtir. Zaman tanim alaninda hesap ic¢in betonun
ve celgin lineer otesi davragini hesaba katacak olan mikro modelleme tercih
edilmistir. Analitik modelleme sonucu elde edilen davsarparametreleri
(ivme,yer dgistirme, birim uzama), deneylerde Oolcllgniolan degerler ile
kargilastirilarak model ve similasyonun gecegiilblciimistir. Deney sonuclari

ile nimerik modelin karlastirmasi icin frekans bazinda hata 6lcme metodu
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(FDE) kullaniimstir. Sonuclarin buyik gerge sahip yer hareketlerinde daha iyi

Ortlstigu gozlemlenmitir.

Numerik model sonuglari deney sonuglari ile skagtirildiktan sonra
SMART 2008 Projesinin ikinci kismina glanmstir. ikinci kisim, iki bolimden

olusmaktadir. Bunlar parametrik ¢gina ve hasar gorebilirlik analizleridir.

Parametrik cajmada hangi parametrelerin yapinin zaman alanimdanba
dinamik analiz sonuclarini daha fazla etkifgdarastirilmistir. Farkli iki yer
hareketi altinda 12 farkli durum incelestin Parametrik ¢ajma sonucunda
farkli davrang parametreleri incelemi sonimlenme katsayisinin hem 0.2 g,
tasarim seviyesinde hem de 0.6 g seviyesinde samuwgtkiledgi gorulmustir.
Ayrica, 0.2 g tasarim seviyesinde betonun elastisibdilinin ve ek yiklerin de

sonugclar Uzerinde etkili olgiu gozlemlenmigtir.

Yapinin hasar goérme ihtimalinin tespiti icin hasgirebilirlik egrileri
olusturulmustur. Bu hasar gorebilirlik gileri icin PGA (azami yer ivmesi), PGV
(azami yer hizi), PGD (azami yer gigirmesi) ve CAV (birikimli mutlak hiz)
gibi farkli deprem gostergeler kullanilghr. Hasar gostergesi olarak katlar arasi
maksimum oOtelenme @erleri kullaniimstir. Zaman alaninda tanimli 30 dinamik
hesap yapilimtir. Medyan kapasitelerinin ve standart sapmasederinin
hesaplanabilmesi icin en kicuk kareler metodu kubaak regresyon analizi

yapilmstir. Projede tanimlanan her nokta icin kiler elde edilmstir.

Regresyon analizi sonucunda elde edilefriler ile data arasindaki
korelasyon katsayilari 0.65 ile 0.99 arasindgisteektedir. 0.65 civarindaki
degerler PGD- MISD (katlar arasi maksimum oGtelenmeayigleri icindir. Limit
degerler icin hesaplanan hasar gorebilirligrieeri arasindaki mesafeler biraz
genk cikmtir. Ayrica HAZUS MH MR1 (2003) hasar limitleri igide hasar
gorebilirlik egrileri olusturulmus ve SMART 2008 hasar limitlerinden elde edilen
egriler ile kasilastiriimistir.

Anahtar Kelimeler: Perde Duvarli Binalar, Azalee Sarsma Tablasi, sonl
Elemanlar Metodu, Hasar GorebilirliksBleri, Parametrik Cagma
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CHAPTER 1

INTRODUCTION

1.1. The Statement of Problem

Calculation of three dimensional seismic effectsboildings involving
torsion is a challenge for structural engineeriegpecially for non — linear
behavior under earthquake effects. Modeling thegest of buildings needs much
more care to generate acceptable results. In gpithe developing computer
technology and existence of many numerical modieése are still deficiencies in
modeling because of the assumptions made in thesmcah models for material
and seismic excitation estimation. One way to tlestversatility of a model is to
do parametric studies which may be helpful for tdgimg the importance of the
variables in the models.

The other crucial concept is the fragility curves fifferent structural
categories. These statistically-evaluated or emgdigi-derived curves provide a
basis for the assessment of the performance oflibg8 under different ground
motion intensities so that loss estimates can b#ema

Most of the numerical models must be confirmed ugio comparisons
with experimental results. There are several erpamtal techniques that can be
used to test the response of structures to vdrdy seismic performance. One of
these is the shaking table test which is the me$ialie experiment type
developed in the last four decades. A shaking tébla platform for shaking
structural models or building components with aewdnge of simulated ground

motions, including reproductions of recorded eartiegs time-histories. Even



though shaking table tests give good results fahgaake simulations, it is hard
to test the structures in full scale because of tdehnological challenge and
expense that it represents. Thus, the model bgsdane mostly scaled mock-ups,
although facilities such as the E-Defense in KobBapan, permit full-size
structures to be tested realistically (Nakashima.eR008; Chung et al., 2010).

In this study, SMART - 2008 project model structure is studied for
sensitivity and fragility analysis. This structumas a highly idealized %2 scaled
mock — up of a French shear wall nuclear powert@ancture component. It was
subjected to the AZALEE shaking table tests in Whddferent seismic excitation
simulations were carried out in Saclay, Paris, ianEe under the leadership of
Commissariat Energie Atomique (CEA). The detailpmiect will be provided in

the following chapters.

1.2 Literature Survey

The buildings in which most of the earthquake dffere absorbed by the
shear walls need advanced structural analysesitgemnfor not only design but
also the assessment of performance. For structamalyses representative

mathematical models for real systems should beentea

Evaluation of analytical methods for static and awic calculations with
basic solution approaches for the design of shedlrlwildings goes back to the
1960s. Computers were not extensively availabléhose years owing to their
accessibility and lack of capacity. Due to thistfaarly analytical methods based
on basic hand calculations were developed in desfiiges (Khan and Sbarounis,
1964; Rosman, 1968). In these methods, buildingsistng of shear walls and
frames, were modeled by simulating the shear wallder flexure and shear.
These methods were used by many researchers aigthatesbecause they yield
the structural forces, moments and lateral disphecgs in a somewhat more
practical and less time consuming manner. Howeaféer the 1960s, increasing

capacity and speed of computers owing to the dpwabnts in technology caused

' SMART = Seismic design and best — estimate Methods AssessoneReinforced
concrete buildings subjected to Torsion and ndneat effects



the hand calculations to be replaced with the coramlesoftware based on finite
element methods in design offices.

Developments in computer technology also affecteel teliability of
experimental studies. Gulkan and Sézen (1974) pedd the dynamic tests on
one— storey reinforced concrete frames. They cdeduthat the maximum
inelastic earthquake response of a single degreé&reetlom system can be
estimated by analyzing its linear model with redus#iffness and a substitute
damping ratio. Wallace and Moehle (1992) estimdhexdisplacement capacity
and demands in walls according to past earthqusikas as the Chile Earthquake,
1986. They made use of ideas presented by S6z&9)(18 be able to get the
fundamental period of a building and then used dimgle degree of freedom
oscillator method developed by Newmark and Hall8@)9and Shimazaki and
Sozen, (1984) to determine the maximum inelastic ahastic response.
Kabeyasawa et al (1983) tested a full — scale sst@my reinforced concrete
structure for its pseudo — dynamic earthquake mesgpoThen, analytical models
were developed for estimating the response undéngekes by comparing and
calibrating with the experimental results and peatthquakes. Vulcano et al.
(1988) used three—vertical-line-element model t@able to estimate a reinforced
concrete wall flexural response, with hystereticterial models and predicted
accurately the measured flexural response. Howewater high shear stresses,
further improvements of the wall model were neetlecgccurately predict the
hysteretic shear response as well as the flexunal shear displacement
components. The scope of earthquake engineeringdunto displacement based
design from force based design through the timeoele (1996) gives the

development of displacement based seismic desidatail.

The calculation of the effects of earthquakes witdings in terms of inter
— storey drift and floor acceleration demands, meétin which the loads are
applied uniformly are developed for dynamic elastid inelastic behavior by
many researchers (lwan, 1997; Miranda, 1999; Miaaartd Taghavi, 2005).

Finite element models became widespread due todévelopments in
computer technology and needs for advanced metbgis! (Clough, 1980). By



the help of finite element method, shear wall med=uld be solved in great
detail with acceptable accuracy.

For walls two main modeling approaches are usethasro and micro
modeling depending on element technology in firetement method. Micro
modeling is a continuum mechanics based approaghcansist of two or three
dimensional solid or shell finite elements. Nonire&r behavior of concrete and
steel can be applied in the model on the basisatémnal constitutive relationship
and numerical techniques that approach the theatednd experimental results
(lle and Reynouard 2003, 2005; Kazaz et al, 20@6etl al., 2008; Fischinger and
Isakovic, 2000). Micro modeling is suitable for aining the local behavior in the
structure. ANSYS, ABAQUS, ADINA and DIANA are soroéthe finite element
software that includes a variety of element andenmt models in their libraries

for micro modeling.

Many researchers have used micro modeling apprtactimulate the
experimental measurements (Kwak and Kim, 2004;rRaleand Vecchio, 2007).
On the other hand, non — linear micro modeling d@lastructure (with all its
components such as beam, column, foundation eith) mon — linear time —
history analyses is impractical in terms of theeimonsumed and the output

obtained.

Application of macro models are more practical aady, however, a need
exists in calibration for, in terms of flexure, she@r combined effects of shear —
flexure conditions in the systems to obtain acauregsults. Despite these
limitations, macro models are widely used in modeisich have dominant
modes. Equivalent beam model, equivalent frame imade wide column

analogy are examples for macro modeling.

Nowadays, wide column analogy is extensively usggeeially for the
design of shear walls in the elastic range (S6zehMoehle, 1993; Beyer et al.,
2008). This method can be used in the analyseledar multi — storey walls but
is not applicable in short shear dominant wall gsial Despite the fact that shear

walls are commonly related to shear forces, thecedf that dominate their



behavior are actually flexural in character. Kalseyea et al (1983), Fishinger
and Isakovic (2000), Orakcal and Wallace (2004;&2@&veloped multi-vertical-

line-element models for structural analyses. Howetlee accuracy of all these
models was tested under flexural forces and matidlaot give very good results
especially for shear dominant walls. Defining tipeirsy parameters for shear and
flexural effects is the biggest problem in the nosaorodels. Research that had
been done using different modeling techniques gvipus years indicated that
equivalent beam models and vertical-line-elemendet®omay have drawbacks in
performance estimates (OECD /NEA /CSNI, 1996; IAEBECDOC, 2008). On

the other hand, micro models that use the solidimanm mechanics techniques
are indicated as giving good results only if thes modeled in a realistic way for

material models and element displacement approiomsat

Pushover analysis became popular with the condgperdormance based
engineering in recent years (Kwak and Kim, 2004he Tmain aim of the
performance based engineering is to ensure thasttheture remain within the
desired safety and deformation limits under a gigersmic hazard effect. As
noted in the chapter for retrofitting and assessmenthe current Turkish
Earthquake Code (TEC 2007), simplified shear waldels used in engineering
applications is vertical-line-element model basedstacked hinge assumption
because they are much simpler. There is not enceggarch in literature for the
use of bar element methods for the non - lineaaweh of shear walls. That is the
reason that there is a need, especially for U arsthdped walls, for simplified

models mimicking non — linear behavior.

Limit state design, is the one of the major develepts in seismic design
over the past 10 years. Priestley (2000) indictesmportance and advantages

of direct displacement — based design by compdorapd — based design.

Performance — based design is a powerful tool & @assessment of
buildings under earthquake effects. In performingegsmic risk analysis of a
structural system, the vulnerability informationtire form of fragility curves is a
widely practiced approach. In recent decades, tbbabilistic approaches have
become much more popular than deterministic appesador the determination



of fragility curves of structures. Shinozuka et(20D00) empirically developed the
fragility curves associated with different statdsdamage of bridges under the
1995 Kobe earthquake event. They introduced theertaioty and statistical

interpretation of randomness through the notatibrtambined and composite

fragility curves.

It is important to define the appropriate and vatidteria for the
performance assessment of buildings besides aecoradleling of the structural
behavior. The first that comes to mind in determgnihe earthquake performance
of structures is the FEMA 356 (2000) documentatizat sets limits for plastic
hinge rotations in the components of structure®s€éhimits generally are given
according to empirically based “expert” opinionikalin TEC 2007. It is obvious
that experimental and analytical results are necgdsr determining the validity

of the criteria specified in specifications and esd

Choi et al. (2003) searched the vulnerability infation of bridges
according to the HAZUS 97 damage states for bridges obtained fragility
curves under synthetic ground motions for Centnal Southeastern United States

to obtain a good bridge type for design.

Rota et al. (2008) used advanced nonlinear regmreseethods to be able
to obtain the typological fragility curves accorglito the post — earthquake survey
data, collected in the areas affected by the nebsvant Italian earthquakes of the

last three decades.

Shear wall building behavior under earthquake &ffeand their
performance should be observed from past earthquake experimental results.
It has been noted that there is almost no collapsder earthquake effects.
However, despite the inadequate number of reseambiee on the performance
limits of shear wall, indicates different resultéVdllace and Moehle, 1992;
Moehle, 1996).

Ay and Erberik (2008) investigated seismic safdtyhe low- and mid —

rise structures, which is approximately 75 peragnthe total building stock in



Turkey by generating the fragility curves. Theydisegoment resisting reinforced
concrete frames with different numbers of storidse Latin Hypercube Sampling
was used for the selection of suitable data for levipmpulation in general and

attenuation relationships used for near faultfdatt effects.

The vulnerability analysis of buildings that underthree dimensional
seismic effects such as torsion is another topicwfent interest. The main
problem of these types of buildings is the assestrokteria, namely damage
indexes. Jeong and Elnashai (2006a, 2006b) propmseslv three dimensional
damage index which takes into account the bidweeti and torsional response
effects. The main purpose in their study is toneate three dimensional damage
capacity indexes, namely the global response ofructare under earthquake
effects by its simple frame systems. Aziminejad aMidghadam (2009),
investigate the different configurations of centefsstiffness and strength to
generate the fragility curves. They also indicdtest these configurations can be

used as a new reference point for identifying atad@p limits of eccentricity.

Akkar et al. (2005) derived the fragility curvesr fmost vulnerable
building types in Turkey. Their study indicatesaathe limit state determination
for the vulnerability analysis that will be discadsin detail in the following

chapter.

1.3.0Object and Scope

The main purpose of this study is to understand#tevior of the torsion

effects in a scaled shear wall structure that leas lbested in France.

Initially, the response of the numerical model isrified through
comparisons with experimental results. Then, arpatac study is conducted to
examine the goodness of the fit of the predictiand to identify the parameters
that effect nonlinearity for reinforced concreteeahwall structure. This part of
the study is a validation case. Eventually, thengrdbility analysis is done
according to the given data in the SMART 2008 Pi2asaport.



The fragility analysis of the frame systems aredigd by many
researchers, however, the suitable fragility cufiteng for the shear wall

structures is a current issue.

The fragility analyses were done for different secs ground motion
indicators under bi-axially loaded seismic exctas.

To give a brief introduction to this thesis, itnecessary to mention the
contents of each chapter. Chapter 2 is devotedftonnation about the modeling

specifications and experimental results of the SMARO08 specimen.

In Chapter 3, the results of numerical model pregan ANSYS are
compared with experimental results in terms of ldispment values at different

points on the same floor level.

In Chapter 4, sensitivity analysis is investigatied understand which
parameter affects the behavior most.

In Chapter 5, fragility curves of the specimen ea&ulated for different
seismic ground motion indicators such as PGA, PB&D and CAV. Maximum

inter-story drifts are used in fragility analyss @gamage indicator.

In Chapter 6, the summary of the results is disdissd the conclusions
obtained from this study are recaptured. Finalig, tecommendations are listed to

make this study much more relevant to practice.



CHAPTER 2

MODEL BUILDING AND ITS SPECIFICATIONS

2.1. SMART 2008 Experimental Program

In the interest of assessing the seismic three mBiopal effects (such as
torsion) and non-linear response of reinforced petecbuildings, Commissariat a
I'Energie Atomique (CEA) and Electricité de Fran&®F) has launched in 2008
the “SVIART-2008” international project $eismic design and best-estimate
Methods Assessment for Reinforced concrete buildings subjected to Torsion and

non-linear effects).

The main purpose of this project is to compareoteimodeling methods
proposed by researchers or engineers to approaotliadle prediction and
assessment for the behavior of a reinforced comdreilding designed according

to the French nuclear practices by testing a m@ciepresentation.

A reduced scaled model (scale of 1/4th) of a nuadleeforced concrete
building was tested on the AZALEE shaking tableCaimmissariat a I'Energie
Atomique (CEA Saclay, France).

The loadings on the model ranged from very lowrs&smotions to five

times the design level.

There were two phases for the SMART-2008 projedie Tirst one
consisted of two separate parts, Phase 1A and RIBaRAPPORT DM2$52007
and RAPPORT DM2S, 2009)Phase 1A was a contest open to teams from
practicing structural engineering as well as thedamic and research community
worldwide. Phase 1B was related only with the bematk study. The main aim

was to allow the participants to improve their bestimate predictions by



updating their model with information available ®wme of the seismic runs, so

as to perform new analyses at higher loading levels

The second phase of the project was dedicateceteatiability, sensitivity
and vulnerability analysis, by using numerical meds the SMART specimen

carried out in the previous stages.

In this thesis, Phase 1B and Phase 2 of the SM2ZBIB project are
studied. The Phase 1B is only used for validatibthe mathematical model by
comparing with experimental results. This is noh&on all of its details. The
main scope of this thesis is Phase 2 and the dsleththe two parts will be given

in the following pages.

2.1.1. Geometric and Material Properties and Additional Loadings
2.1.1.1. Geometric Properties

The model building, which was studied is a 1/4 esdaapezoidal-plan,
three-story reinforced concrete structure. It imposed of three walls forming a

U shape, a column and a beam dividing the slalvanpiarts.

The height of the floor levels are, accordingl\25Lm, 2.45m, and 3.65 m
from the basement. The thickness of the slab ism0The geometrical details of

column and walls are shown in Figure 2.1 - 2.2 gindn in the Table 2.1.

Table 2-1 Dimension of Structural Elements

Length (m) Thickness (m) Height (m)

Wall (#V01+#V02) 3.1 0.1 3.65
Wall #Vv03 2.55 0.1 3.65
Wall #vV04 1.05 0.1 3.65
Beam 1.45 0.15 0.325
Column 3.8 0.2 0.2

10



L —t
Dl !
T i
o i
1 L 1
! ~ !
i i
i \\“-- i
2 |
j i l
i T Colwmm 20 cm % 200 i
i os i
| f i
| N SV I V8 i
250 || B P i
| weal #vas I =W !
] i
il I \-\‘\ : C
i i L
i I m T
1 |} Haam (15 mam o« 325 cmp |
| 151 [ I
| il i
c)y ' | : i 10
! i Wall5var ||
& el all #
't i
!
| Ox b
S S e e e k
i f T
A % | ———t B
{ 1.0 © 25 0.75
1 Well =304 Wall 732 1
i

Figure 2-1 Plan drawing of the SMART-2008 Specimen

+36
24
- 12

i | 025

=
00
+ T
10 1.25 075

Figure2-2 Elevation of wall #V01 & #V02

—e 4386
24
1.2
: +0.0
1.0 o 10

Figure 2-3 Elevation of wall #v03
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The wall's foundations were made of a continuousfoeced concrete
footing. The footing was 38 cm wide, 15 cm high #&ndon a 62*2 cm high steel
plate. The reinforced concrete column was direatighored on a 62 by 62 cm
steel plate. The steel plates were bolted on AZAldkaking table with M36
bolts. In the analysis, the effect of the shakadge will be ignored

2.1.1.2. Material Properties
The following information was given for the blindeglictive benchmark.
Compressive and tensile strength of the concrédstieity modulus of concrete

and Poisson’s ratio are given in Table 2.2. Thesgegavere representative for the

French Nuclear Plants.

Table 2-2 Materials characteristics

fg (MPa) f; (MPa) E (MPa) Ve Vs
30 2.4 32000 0.2 0.3

The steel reinforcement has been defined accoririthe European design
codes (EC2). Steel reinforcement FeE500-3 is usedetails and its yielding
stress is 500 MPa.

2.1.1.3. Additional Loading

To reproduce the structural and additional mass$etheo real structure;
additional loads were applied on the slab at ea®kll The total mass of the
specimen was estimated at about 44.29 T in the SM2808-Phase 2 Contest
Report (RAPPORT DM2S, 2009). Additional loadings i floor levels are

given below.

Additional loading on the 1stslab ~11.60 T
Additional loading on the 2nd slab ~ 12.00 T
Additional loading on the 3rd slab ~ 10.25 T

12



The average density of the reinforced concretéhefstructure was taken
2460 kg/ m3 as given in the SMART 2008 Phase 2rtepfpAPPORT DM2S,
2009)

2.1.2.Shaking Table

The Azalée shaking table can be considered asichbigck with a total
mass of 25 t fixed to eight hydraulic jacks (4 ne thorizontal direction and 4 in

the vertical direction —Figure 2.4).

The actuators controlling the horizontal motiontloé table are located at
1.02 m below the upper face of the shaking tabldleathe centre of gravity is

0.60 m below this level.

I 4m ‘
O O
_2m 2 3Im
A $ ta
i_ 0_39mr 1.02m
3= _ izx. Cx o

Figure 2-4 Simplified model of the shaking tableMZEE (elevation and top view)

All the jacks are active systems, which means thay are controlled
during the experiment. The spring constant valu2ld MN/m could be used for
each vertical jack to simulate the foundation- shgktable connection. The

centers of gravity of the table and the model arergin Table 2.2.

Table 2-3 Centre of gravity for the system coortéisgresented in Figure 2.5

Xg (M) Yg (M)
Table 1.50 0.94
Model 1.28 0.92
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Because of the complexity of the hydraulic jackteys used (active
system), it is difficult to predict the shaking kalbehavior and therefore it is not
recommended to consider the model/table interactibrthis stage. Therefore
shaking table is not modeled. Position of the rhawe the shaking table is
represented in Figure 2.5.

T e —

Figure 2-5 Position of the specimen on the shatabte

TABLE VIBRANTE AZALEE

AZALEE SHAKING TABLE o
5 Geometry and performances of table Azalée
s 73 Dimensions of table &xem
Table AZALEE (6 x 6 m) H
AZALEE shaking table (20 x 20 ft) g 2 Mo of table o
ire d' 43
aire & H
Tetrgsionr i Maximum mass of specimen 100 tms
ng Maximum height of the specimen 12m
g3
5E Tri-axia |
® i3
Massif d Excitement axis XYz
React °
8 degreas of freedom
X: 2x 1000 kN
L Strength of actuators Y- 2x 1000 kN
. Z: 41000 kN
Verin hydraulique vertical ° X £125 mm
Vertical hydraull-actuator
veigtgsde - Waximum displacement V128 mm
Z:£100 mm
°
Seism: 1 mis
Hydraulic cf
. ° Maximum speed
Sinus: 0.7 mi
° Maximum acceleration {specimen: 100 tons) 1g
Excitement frequencies 0to 100 Hz

Figure 2-6 Position of the specimen on the shatabte (3D) and detailed information
about the shaking table.
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2.1.3Experimental Program and The Summary of Results

In Phase 1 (RAPPORT DM2S, 2007), three real andsylthetic
accelograms were used. The details of the accebarogets are given in Table

2.4 and Figure 2.7. The earthquake motions werdiespm both orthogonal

directions.
Table 2-4 Real and synthetic accelerogram sets
No Real Earthquakes M Dist. Acc .(9)
1 Rea1 UMBRO-MARCH(AS) 5.2 23 0.05
2 REA2 MANJIL(AS) 4.4 14 0.05
3 REA3  UMBRO-MARCHIGIANO 5.9 814 0.05
Synthetic Earthquakes
4-13 Derived according to the response spectrunsealéd from 0.1 gto 1.0 g

The specimen was a reproduction of a typical nuclaalding sub-
component at a scale of ¥. Thus, some assumptiens made to perform the
experiments. In order to keep the same accelergficavity load cannot be
changed) as well as the same material properthes, staling of ¥ of the
structure’s dimension implies to scale the masd/M$ and the time by %. The

other scaling factors of parameters are given ine'a.5.

Table 2-5 Scaling factors of the parameters

Scaling factor

Length (m) 4=%)
Mass (kg) 1630)
Time (sec) 25(1?)
Acceleration (g*) 1
Stress (MPa) 1
Frequency (Hz) 0.5
Force (N) 16
Steel reinforcement area {m 16
*19=9.81m/5
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Figure 2-7 Ground motion data used in the experismen

1.3.1. The Summary of Results

The experimental results of specimen were givepratletermined points

(Figure 2.8). The results proposed in this stugythe summary of experimental
studies which is part of Phase 1 of the SMART 2p@fect.

2500 mm

; 1500 mm 1500 mm
D i
T Column (200x200 mm)
. Y
g
s
2
&4
¥
g Beam (150x325 mm)
5 F . C
=
E E
G £
[=]
=
=
-
Oy |A]
A Ox h_opening 1= 1000 mm B

1000 mm 1250 mm 750 mm

Point X(m) Y (m)
A 0 0
B 3 0
C 3 1
D 0 2.5
E 1.5 0.75
F 0.75 1.03
G 2.25 0.65

Figure 2-8 Theldentification of locations whereulés have to be computed and result

locations in the system coordinates
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Displacement transducers
| on wall #4

Figure 2-10 Examples of local instrumentation of ART specimen

The experimental results were obtained from traosdu and gages
(Figure 2.10). Local behavior of the specimen wasitored at several locations.
In all 42 steel gages were placed on bars at theditions, walls and lintels. 42
concrete gages were placed at the base of wallem@ridtels of the 1st level, 55
displacement transducers were placed on walls iateld and 6 crack opening
transducers were placed at the base of walls #34nd

Time histories of the measured displacement regsoas &' floor level
for Run 9 and Run 11 are represented as givengar&i2.11. The measured
maximum displacement is in Point D and 15 mm in Rwand 17 mm in Run 11.
In the X direction, A-B, and C-D; in the Y direatipA-D and B-C were close to
each other.

Ground motion sets applied to the mock — up corisey. Thus, the
damage increased cumulatively. The graphs represdémtigure 2.12 to 2.14 are
the maximum measured values from the experimettdy/s
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Not only the measured maximum acceleration, bubt ate measured
maximum displacement magnitudes increase with ti@easing run-levels.
Building response is dominant in the X directionThe measured floor
acceleration magnitudes are closely similar at ifipdcpoints in X direction for
low seismicity. However, increase in acceleratiexel of the applied seismic
excitation results in separation on the responsdheopoints at the same floor

level.

Run 9 x_dir. experimental results Run 9y dir. experimental results
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Figure 2-11 Run 9 and Run 11 displacement respain3el Floor

The displacement response also increased in aasirmhy as the
acceleration response and changes at differenttspoim the same floor level
(Figure 2.11 — 2 .13). In Run 5, the highest respds measured at Point D at the
first floor level for the X and Y directions. Theffdrence is so much when the
results compared with the other points definechengame floor level. In Run 13,
transducers measured the highest response in theDPtor Y direction similarly

at first floor level.
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Figure 2-12 Maximum measured relative acceleraimhdisplacement response at first
floor
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3 Second Floor X - Direction Acceleration Response
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Figure 2-13 Maximum measured relative acceleradimh displacement response at
second floor
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Figure 2-14 Maximum measured relative acceleradimh displacement response at third
floor
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Figure 2.15 represents the relative horizontalldgments of each corner
of the structure at™8floor under 0.1 g seismic test. Displacements Haeen
scaled to exhibit the structure behavior. Masderesnd shear center are located
on the figure (Lermitte et al., 2008). Blue datauds represent the top floor

horizontal displacement time history data undeg@Run 4) seismic test.

displacement at 3rd floor
T T T

G centre of mass
C. shear centre

Figure 2-15 Top floor horizontal displacement —§.(Run 4) seismic test
(Lermitte et al., 2008)

The modal analysis result obtained from the fissmmic test in which
PGA = 0.05 g (Table 2.6).

Table 2-6 Initial natural frequencies (Lermitteakt 2008)

f (Hz) Type
Mode 1 6.24 Bending (Ox)
Mode 2 7.86 Bending (Qy)
Mode 3 15 Torsion

The structure did not suffer damage from the frseismic tests (Runl-5).
One of these tests was the design level. No craekiogs were observed. The
condition after the last run of the structure iswh in Figure 2.16. Crack patterns
during the seismic excitation are given in Figure72 It can be observed from the
Figure 2.17 that the relatively wide cracks in #reicture were obtained after 0.5

g seismic excitation level.
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Figure 2-16 Two figure from the last condition bétspecimen
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Figure 2-17 Cracks after the seismic tests



2.2. Experimental Results and Comparison with TEC 2007

Experimental results were compared with strain esland torsional
irregularity coefficient defined in the TEC 200%. Figures 2.18-2.21, measured
strain values from the experimental results wenagared with the TEC 2007
Immediate Occupancy strain values for both comprasand tensile damages and
none of them surpassed these damage levels. Galt@ains were the average
values of these points. Because there were no meshstrain values from the
experiments, only displacements and acceleratioe-tiistories were available.
According to the TEC 2007, the absolute displacemeatio between cross two
points in the plan of the structure is a measurerdional irregularity. If these
values passes the 1.2 critical value means th&gmyisicludes torsion behavior. In
Figures 2.22, torsional irregularity coefficienten investigated and most of the

results passed the 1.2 critical value.

Point A Strain Values

First Floor Max

Second Floor Max
Third Floar Max 1
First Floor Min

Second Floor Min
Third Floar Min T
== Tensile MD Limit (TEC2007)
Compression MD Limit (TEC2007) 8

placement

2
<00<$D00

6_

Z

=

o0
0O 0 <o

©a0
- 0

'FEEEERER:

Max. & Min. £_ Calculated From Dis

0 2 4 5] 8 10 12 14
Experimental Runs

Figure 2-18 Calculated strain values from the expental results compared with the

TEC 2007 compression and tension strain valueBdart A
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3 Point B Strain Values
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Figure 2-19 Calculated strain values from the eirpental results compared with the
TEC 2007 compression and tension strain valueBdort B
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Figure 2-20 Calculated strain values from the expemtal results compared with the
TEC 2007 compression and tension strain valueBdort C
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3 Point D Strain Values
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Figure 2-21 Calculated strain values from the erpental results compared with the
TEC 2007 compression and tension strain valueB dont
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Figure 2-22 Torsional Irregularity check accordiogr EC 2007

26



2.3. Modeling of the Specimen

In the interest of obtaining a reasonably accuredgelt from the analytical
model, the system was modeled using the procediréaite element method.
The ANSYS software was used (ANSYS R 12.0). ANSY & iwidespread tool
for research.

2.3.1Element Types Used in the Analysis

2.3.1.1. 3-D Reinforced Concrete Element

Three—dimensional-modeling approach was chosenaf@lyzing the
specimen. The element type chosen for this pur@oS©LID 65 (3-D Reinforced
concrete element). It was preferred for the modebh concrete solids with or
without reinforcing bars. Element specifications akplained in detail in ANSYS
manual. The element is defined by an eight nodiel $alving three translational
degrees of freedom at each node. Up to three difteebar specifications may be
defined. Reinforcement in concrete can be adddbetanodel by the “Smeared”
approach for SOLID 65 or using the LINK 8, threendnsional truss elements. In
this study, the smeared reinforcement method wad (Figure 2.23).

Frism Option

MNOP
K1
KL

J

Tetrahedral Option
{not recommended)

Figure 2-23 SOLID 65 (3-D Reinforced Concrete ElathéANSYS R12.0)
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The most important aspect of this element is tlkeattnent of nonlinear
material properties. The concrete is capable otkong (in three orthogonal
directions), crushing, plastic deformation, andepreThe rebar are capable of
tension and compression, but not shear. They ase ahpable of plastic
deformation and creep. (ANSYS R 12.0)

2.3.1.1.1.The Mathematical Description of SOLID 65 Element

SOLID 65 is an eight-noded isoparametric brick edam Linear
interpolation functions are used for the geometrgt the displacements with the

eight integration points (2x2x2). The interpolatfonction is given as below:
N=2(1£5A+mA £, where € 1, ...,8 (2.1)

According to the given interpolation function, thedal displacements(
Vi, W;,) calculated at the nodes are interpolated atpagt €, n, £) within the

element as
u=u; Ny +u, N + ...+ ugNg
v=v;N; +v,N, + ...+ vgNg (2.2)
w=w; Ny +w, N, + ...+ wgNg

Using the Gauss integration scheme of 2x2x2 thaatiement field in the

element is calculated.

2.3.1.1.2.Assumptions and Restrictions for SOLID 65 Element

Cracking is permitted in three orthogonal direcsicat each integration
point. The orientation of the reinforcement andalocoordinates are defined in
Figure 2.24. If cracking occurs at an integratiminp the cracking is modeled
through an adjustment of material properties whatfactively treats the cracking

as a “smeared band” of cracks, rather than asalescracks.
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Figure 2-24 Reinforcement Orientation in SOLID 65

In addition to cracking and crushing, the concretay also deform
plastically, with the Drucker-Prager failure suddmeing most commonly used. In
this case, the plasticity check is done beforectheking and crushing checks.

2.3.1.1.3.Linear Behavior of Concrete for SOLID 65 Element

The stress — strain relationship for this matesigjiven in Equation (2.3).
[D] = (1 = X2, vf)[D] + Xz, vf [D7]; 2.3)

Nr = number of reinforcing materials (maximum of threll reinforcement
ignored if My is zero. Also, if M, M», or M3 equals tk concrete material numb

the reinforcement with that material number is gl

vR = ratio of volume of the reinforcing material | toettotal volume of element
[DY = stress-strain matrix for concrete,
[D']; = stress-strain matrix for reinforcement i,

M1, M2, M3 = material numbers associated of reinforcement (iapU1A T,
MAT ,, and MATz as real constants

The [F] matrix is derived by specializing and invertirfgetorthotropic
stress-strain relations defined by Equation ( 2el)the case of an isotropic

material, Equation (2.5).
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1 / Uxz
/E, Ey /B, 0 .
U 1 ~Vyz 0 0 0
) /Ey /Ey / y 0 0 0
[D]™ = |—v ~Vzy 1 1 0 0 (2.4)
zx/E /Ez /EZ /ny 1 0
‘ /G
0 0 0 0 vz 1/
0 0 0 0 0 sz
0 0 0
[ 0 0 0
_ v v
a v V) (1-7v) v 0 0 0
q_ B | w v (1-v) O 0 0
0 0 _
0 2 (1-2v)
0 0 0 0 0 ;

E = Young's modulus for concrete
v = Poisson's ratio for concrete

2.3.1.1.4.Linear Behavior of Reinforcement in the SOLID 65 Eément

The orientation of reinforcement in ANSYS (ANSYSIR.0) is defined in
Figure 2.24. The element coordinate system is aendty (X, Y, Z) and
(x{,y{,z]) are defined for the coordinate system for reirdarent typei
(Equation (2.6)).

/O';x\ ET 0 0 0 0 0 /S;x\ /S;x\
T l T r
pa [0 00000]|£yry| e
Oz |=f0 0 0 0 0 Oh &y pr | e (2.6)
Ty {0 0.0 0 00 Y ey '
o 0 o 0 0 o0 Off ¢ e
yz vz vz
or,/ H0 0 0 0 0 0N\ e,

E7 = Young modulus of the reinforcement tyipe
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The only nonzero component in Equation 2.57isin the axial stress in
the x] direction. The relationship between the (X, Y), cbordinate system
(Figure 2.24) is indicated in the Equation (2.7).

X cos 6; cos @; e;
<Y):(sin9i cos<pl-)xir =|e; |xf (2.7)

Z sin 6; es

6 = Angle between the projection of thfaxis on XY plane and the X axis
@; = Angle between the] axis and the XY plane

e; = Direction cosines of] and element X, Y, Z axis

Transformation of the reinforcement material is @oaccording to
Equation (2.8).

[DF]; = [T"]"[D"L([T"] (2.8)

Transformation matrix fob" is used in ANSYS was proposed by
Schnobrich (1973).

2.3.1.1.5.Non - linear Behavior of Concrete for SOLID 65 Elenent

The material matrix is capable of plasticity, &iag, creep and crushing
with the CONCRETE material type and multi-lineardening models.

The cracks in the elements are arranged withstlend . are the open
and closed shear transfer coefficients for thetigias model and ANSYS has 16
possible combinations for the rearrangement ofctheked section stress — strain
relationship (Figure 2.25). After cracking, a certamount of stress relaxation is
included in the element formulation with the const®, R; is the secant slope. It

diminishes to zero when it converges to solution.
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Figure 2-25 Strength of Cracked Condition

The superscript “ck” is used for the stress stralation that refers to a
coordinate system parallel to principal stress afioes with the % axis
perpendicular to the crack faceisfthe uniaxial cracking tensile stress andsl
the multiplier for tensile stress relaxation (ddfdaa 0.6) Example for the stress-

strain relations for concrete, if it has crackealirthree directions:

Rt 0 0 0 0 0
E R4 0 0 0
0 E 1 0 0 0
P =k0 0 1 5 o 0 (2.9)
0 O 2(1+v) Bt 0
0 0 0 o 2w B
0 o O 0 0 2(1+).
If both directions reclose,
[ 0 0 0
_ v v
(11717) (1-v) v 8 8 8
k1 E v v 1-v)
P | o0 N T (220
0
0 0 0 8 2 B, (1—22v)

The other combinations for cracking are given thBISXS manual
(ANSYS R 12.0).

Crushing in concrete is defined in ANSYS solveffie material is
assumed to crush at that point, if the materiahratintegration point fails in

uniaxial, biaxial, or triaxial compression. In S@LES, crushing is defined as the
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complete deterioration of the structural integofythe material such as material
spalling. Under conditions where crushing has aecyr material strength is
assumed to have degraded to an extent such thednitrbution to the stiffness of

an element at the integration point in questionlmaignored.

For reinforcement; one-dimensional plasticity areep behavior is
modeled for SOLID 65 in ANSYS.

2.3.1.2. MASS21 (Structural Mass)

MASS?21 is a point element that have up to six degd freedom (DOF).
These DOFs are translations in the nodal x, y,zaddections and rotations about
the nodal x, y, and z axes (Figure 2.26). A diffénmass and rotary inertia may

be assigned to each nodal coordinate direction.

Z My, My My

¥ - é ‘\"""hf
Y Element coordinate system
x

shown for KEYOPT(2) =1

Figure 2-26 MASS21 Geometry

2.3.2 Material Properties

Density of the concrete is used as 2460 kg/amd Young Modulus of
concrete is 32000 MPa as (a reference case) angamlithe SMART 2008 Phase
2 report given by CEA as described in 2.2.1.1 (RARF DM2S, 2009).

MKIN and CONCRETE are used for the concrete in tiedel. MKIN
(Multi linear kinematic hardening), rate-dependéakficity is used (Figure 2.27).

CONCRETE is a defined material model in ANSYS foillsvh — Warnke

material model. For this material type open sheansfer coefficient, 0.2 and
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closed shear transfer coefficient, 0.8, are usedaxial cracking stress is 2.4
MPa.

MKIN Stress - Strain Curve
35
30
25
20
15
10

Stress

0 0,005 0,01 0,015 0,02
Strain

Figure 2-27 MKIN stress- strain curve

2.3.3Meshing

One of the important aspects of the finite elenmeatleling is the meshing
type. The model building walls are meshed by mappith hexahedral shapes.
The important point in mapping in this study isttteakeep the element dimension
ratio smaller than the 1.5. The slabs and the adiores between the column-slab
and column- beam meshed with the sweep option iI$YA8I (ANSYS R 12.0).
The model representation is given in Figure 2.28& thickness of the walls and
the slabs depth divided into two pieces to be &bleapture the behavior under

seismic activity.

Figure 2-28 Representations of the model building
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2.3.4General Information for the simulation

The model developed for this study consists of 28B0OLID65 (3-D
Reinforced concrete elements) and 5282 MASS21 ¢tiral mass) element
types. Also, the model has 43179 nodes for caious

Shaking table and foundation is not modeled an@rbast is assumed as
fixed supported as proposed in SMART 2008 —Phaspdrt (RAPPORT DM2S,
2007) (Figure 2.28). Seismic excitations applied baisement level in the

analytical model.

The given figures of the model (Figure 2.28) wehesen for their real
constant change. In other words, different coliorgshe model represent the
change in the reinforcement ratios in concrete efém 74 real constants were
defined in the model for the reasonably accurataukition of the real structure

with smeared modeling approach of the reinforcement
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CHAPTER 3

MODEL VERIFICATION CRITERIA

Before starting the sensitivity and fragility ansil; the response of the
model will be compared in this chapter with the eéxmpental results according to
Phasel specifications. The details of sensitivity agility analysis will be given

in the following chapter.
3.1. Frequency Domain Error (FDE) Calculations

For obtaining reasonably accurate results from ilitpgcurves the
analytical model results compared with the expenit@leresults to satisfy the
accuracy of the numerical model. This comparisors wane according to the
method developed by Dragovich and Lepage (2009)this method, Fourier
transformations were taken for both measured aluileéed data and amplitudes
taken into account to calculate the frequency daneaior (FDE). FDE is a new
method, which has been proposed by Dragovich amhde (2009), giving an
idea about the accuracy of the estimate by comgarirasured and calculated

response.

This method makes available comparison about hamats for time
response analysis and records match each othersimg uhe fast Fourier
transformations of both signals. Error between signals can be determined
from Equations 3.1-3.4. Figure 3.1 presents thegueecy domain error
calculation.Ap,andA; are the amplitude values of measured and calcuiatkies
obtained by their real and imaginary parts. In Eqgua3.3, the error amplitude is
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calculated from the square root of sum of the sepiaf the difference between

real and the difference between imaginary partes@amplitudes.

Ay = /(B2 +12) (3.1)
Ac = (RE+12) (3.2)
(3.3)

Ae = \/((Rm - Rc)z + (Im - Ic)z)
Anm, Ac = the amplitude of the measured and calculatathisg
Rm, Rc = the real parts of the amplitude of the measaraticalculated signals

Im, Ic = the imaginary parts of the amplitude of the ruead and calculated

signals

e
o
£
[92}
9]
§ (Rc’lc)
&

8] Zor

&

o

J

3 R_J)

a

O

N\eosd(ed
Real

Figure 3-1 FDE representations (Dragovich and gepa009)

According to the triangle inequality that the sumaoy two sides of a
triangle is greater than the third side from Fig8r4, it follows that A<A+A..
When the measured and calculated signals areldgi@es out—of—phase of each
other, the error vector is equal to the sum ofAhgA.. Thus, 0 means that the
signals are identical and 1 means that there & between the signals as shown

in Equation 3.4.
(3.4)

Ae
Am+Ac

<1

FDE =0<
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The frequency domain error is calculated accorthngquation 3.5.

212, e

FDE =
212 Am+RIZ A

(3.5)

3.2. Comparisons of Analytical and Experimental Response

The mock-up was modeled in ANSYS according to tpecsications
described in the SMART 2008 Phase 1 report (ANSYE&2R). The excitations
used in experimental runs were used in the timityisanalysis and the results
were compared with the experimental results. Theablve here was not to
develop a model that produces experimental resigtsirately but to show that
analytical model was reasonable and could genereifligct the behavior obtained
experimentally. The main use of the model will bethe development of fragility

curves.

As mentioned in Chapter 2, all seismic excitatid@asthe model were
applied consecutively. This means that, followiegponse in the elastic range,
plastic deformations had been increased cumulgtiv€he first 3 seismic
excitations were in elastic range and thereforey tlwere not presented in here.
The numerical and experimental results of synthaticelerograms are given in
Table 3.1-3.2. The relative error percentages ¢(taled-measured)/measured)
were calculated according to the measured datatt@desults were given in
Table 3.3. Dp30xA defines third floor displacemenkK direction at Point A.

Table 3-1 Numerical results in terms of absolut&imam displacement

Name: Dp30xA | Dp30xB | Dp30xC | Dp30xD | Dp30yA | Dp30yB | Dp30yC | Dp30yD
Unit: (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)
Accsynl 0.40 0.38 0.51 0.83 0.18 0.55 0.56 0.18
Accsyn2 1.63 1.64 241 4.10 0.78 4.63 4.64 0.77
Accsyn3 1.90 1.99 2.40 2.63 0.88 3.16 3.16 0.86
Accsyn4 6.42 6.97 8.95 11.88 2.84 13.04 13.02 2.82
Accsyn5 7.73 8.39 9.92 12.04 3.60 14.97 14.95 3.61
Accsyn6 8.50 9.31 12.86 16.86 4.23 17.90 17.86 4.24
Accsyn7 9.21 9.98 12.53 18.35 4.94 21.55 21.52 4.98
Accsyn8 10.28 11.03 14.26 20.06 5.69 22.73 22.60 5.78
Accsyn9 11.08 11.93 15.61 21.13 6.51 23.45 23.32 6.65
Accsyn10 11.39 11.57 16.43 25.87 7.50 24.58 24.56 7.84
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Table 3-2 Experimental results in terms of absatgeimum displacement

Name: Dp30xA | Dp30yA| Dp30xB| Dp30yB| Dp30xd Dp30yC D@&D | Dp30yD
Unit: (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)
Accsynl 2.47 1.38 3.11 5.85 4.02 5.03 5.65 1.51
Accsyn2 2.72 1.28 3.00 4.77 441 4.06 5.55 1.33
Accsyn3 5.39 3.46 5.10 10.04 6.38 9.56 7.99 3.35
Accsyn4 6.78 2.14 7.30 12.41 9.94 11.86 14.83 2.07
Accsynb5 6.58 2.86 6.19 14.01 9.29 13.13 14.10 2.69
Accsyn6 6.84 3.21 7.39 15.13 10.49 13.51 17.61 3.19
Accsyn7 7.57 3.61 7.81 16.45 11.91 15.77 18.99 3.63
Accsyn8 7.42 4.12 7.75 14.65 11.55 13.38 17.62 4.02
Accsyn9 10.02 4.88 10.40 17.42 13.10 16.47 20.68 4.94
Accsynl0 9.74 6.70 10.70 18.19 14.73 17.17 24.25 6.52

Table 3-3 Relative Error Percentages between @btuliland measured data according to
absolute maximum displacements

AX Ay Bx By Cx Cy Dx Dy
Accsynl -0.84 -0.87 -0.88 -0.91 -0.87 -0.89 -0.85 -0.88
Accsyn2 -0.40 -0.39 -0.45 -0.03 -0.46 0.14 -0.26 -0.42
Accsyn3 -0.65 -0.75 -0.61 -0.69 -0.62 -0.67 -0.67 -0.74
Accsyn4 -0.05 0.33 -0.05 0.05 -0.10 0.10 -0.20 0.36
Accsyn5 0.18 0.26 0.36 0.07 0.07 0.14 -0.15 0.34
Accsyn6 0.24 0.32 0.26 0.18 0.23 0.32 -0.04 0.33
Accsyn7 0.22 0.37 0.28 0.31 0.05 0.36 -0.03 0.37

Accsyn8 0.39 0.38 0.42 0.55 0.23 0.69 0.14 0.44
Accsyn9 0.11 0.33 0.15 0.35 0.19 0.42 0.02 0.35
Accsynl0 0.17 0.12 0.08 0.35 0.12 0.43 0.07 0.20

Negative values mean that calculated values arellsmthan the
experimental results in Table 3.3. Table 3.3 figurat that increase in the level of

the seismic excitation, results in decrease inrgreocentages.

The main conclusion drawn from the Phase 1 wasth®finite element
model cannot replicate the behavior under the l@snsic excitation. This
difference may come from many reasons such as dhaection problem of

mock—up to the shaking table, element inadequadyité model or assumptions
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made for the basement nodes. Furthermore, theremargy other unknown
variables that may affect this behavior, and shdoéd taken up in another
research. Acceptable results were obtained une@esttbnger seismic excitations
(Figure 3.2-3.3).
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Figure 3-2 Displacement comparisons of the experiaieesults and analytical results at
the 3rd floor level for Run 9 (Accsyn-0.6Q)
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Figure 3-3 Displacement comparisons of the experial@esults and analytical results at
the 3rd floor level for Run 10 (Accsyn-0.7 g)

This problem was also experienced by other reseescliho participated
in SMART 2008 Phase 1- Benchmark Study (SMART Whdgs 2010,). It is
believed that more accurate results can be obtdirtled shaking table is included
in the model. However, due to the inadequate mé&tion about the properties of
the table and significant increase in the compaotatime for the nonlinear time-

history analysis the shaking table modeling was inctuded in this study.
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Furthermore, the main scope of this thesis is thEART 2008 project Phase 2
and the first assumption in this phase is to igribeeshaking table because of its
unknown behavior. Thus, the given figures for tbenparison reflect the general

behavior of the structure.

In Figures 3.2 and 3.3, the match between the medsand calculated
response improves a better representation of thgeremental behavior is
achieved. The comparisons are quantified in thewohg section.

Table 3.4 shows that FDE decreases when the seisxgitation level
increases. For Accsyn- 0.7 g the values becomeleshalEspecially for X

direction these values decrease significantly.

FDE comparison is totally depended on the timeohystesults which
mean that dt (time step) term between the compaaad should effect the results.
In analysis of the Phase 1 Runs, all loadings bdzktapplied consecutively, thus,
some limitations had to be considered. For exaniplANSYS (ANSYS R 12.0),
each converged step for time history analysis apt kn a monitoring file
(extension of the file is “*.MNTR”) in the memoryhik file is only capable of
10000 line limitation to keep the converged datd ANSYS cannot solve the
problem if this file exists 10000 lines. Due tosthimitation, some precautions

were taken into account.

Table 3-4 FDE Calculations for some of the SMARD&®hase 1b Runs at specified

points at & floor level

Accsyn 0.3 g Accsyn 0.6 g Accsyn 0.7 g

Points FDE Points FDE Points FDE

A3X 0.868007 A3X 0.544477 A3X 0.461273
B3X 0.825244 B3X 0.518019 B3X 0.461138
C3X 0.795348 C3X 0.488837 C3X 0.395757
D3X 0.838212 D3X 0.45666 D3X 0.308891
A3Y 0.864505 A3Y 0.63732 A3Y 0.541903
B3Y 0.847194 B3Y 0.565943 B3Y 0.474089
Cc3Yy 0.837387 C3y 0.562192 C3y 0.457174
D3Y 0.874332 D3Y 0.685665 D3Y 0.597971
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The time step in the acceleration data was 0.0dBdstime duration for
each Run was approximately 6 s (if only we takévaduration of the pulses into
consideration). Thus, the length of the loading filecomes 31200 lines, which

was not applicable.

Therefore, a script is written to keep the convdrggeps in monitoring file
once in every four steps. This way, all experimenmtans can be solved
numerically in ANSYS. But, as a result of this mmention FDE should increase a

bit because of being directly related to the tireesus response data.

As a result, the numerical model is thought to hes@sonably enough
accuracy for the Phase 2 of the SMART 2008 Project.
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CHAPTER 4

SENSITIVITY STUDY

4.1. SENSITIVITY STUDY AND RESULTS

The response of a structure that includes a wadoistrolled by many
parameters that interact with one another. The qu&pof this chapter is to
determine the importance and impacts of the chpsethefined parameters on the
complete structural behavior. One parameter wasgdthin each step to be able
to identify the change in the system response. Tifenuncertain parameters were
ranked to figure out their relative importance. Bsawing on the calculated
response that combines many parameters, it becposssble to generalize the

results for fragility curves.

4.1.1. Predefined Variables

The predefined variables were chosen in order terohegne the importance
and impact of the chosen structural propertiesséhae the elastic modulus of
concrete (E), steel yield stress (J; overall damping coefficient of the system and

additional loading effects on the structural regmon

The ranges of these parameters are coherent vatexgperimental results
(Table 4.1). The mass variation was the same &t #aor level. The values
prescribed in this section are not always represgieet of common practice. They
have been chosen to define the importance of thasmmeters on the structural

response under seismic loading.

44



Table 4-1 Range of the parameters

Concrete Elastic Modulus E,,

25600 MPa
28800 MPa (£ 20% coherent with experimental
32000MPa (Mean) results)

35200 MPa

38400 MPa

Stedl yielding stress F,
425 MPa

500 MPa (Mean) (-15/+30% coherent with experimental
575 MPa results)

650 MPa
Damping

From 0.5% to 5% according to damage level: ~2%eaigh level (experimental
results) 0.5%, 2%, 5% corresponding to the vis@&astic and numerical damping
(not accounting for cracking, friction, yielding ...)

Table 4-2 Additional Masses

Case 1 2 3

RC structure mass 1044 T 1044 T 1044 T
Additional loading on the 1stslab 10.44 T 11.60T 2.76T
Additional loading on the 2nd slafk0.80 T 12.00T 13.20T
Additional loading on the 3rd slab  9.22 T 1025T 12T
TOTAL ADDITIONAL MASSES 3046 T 3385T 37.23T

The SMART 2008 Phase 2 project team derived twe eéthorizontal
synthetic accelerograms from white noise in orderstudy the impact of
parameter uncertainty (RAPPORT DM2S, 2009).

Both of the accelerograms, design level (0.2 g) aret-design level (0.6
g), were applied at X and Y direction simultaneguslhis way, the torsion
behavior has been taken into the consideration.|8igth of all signals was fixed
to 5 sec, with a time step of 0.005 sec. Both #&gh and the over- design level
acceleration graphs are represented in Figure 4.1.
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4.1.2. Sensitivity Cases

Only time-history analyses were performed usingtthe provided sets of
accelerograms. For each accelerogram set 12 cases studied. These cases
described in Table 4.3. The model was built usirgANSYS platform.

Table 4-3 Sensitivity Study Cases

CASE E.(MPa) | F,(MPa) | Damping (%) Add'“org') Masses
1-Reference 32000 500 2 33.85
2 25600 500 2 33.85
3 28300 500 2 33.85
4 35200 500 2 33.85
5 38400 500 2 33.85
6 32000 425 2 33.85
7 32000 575 2 33.85
8 32000 650 2 33.85
9 32000 500 05 33.85
10 32000 500 5 33.85
11 32000 500 2 30.46
12 32000 500 2 37.23

According to Table 4.3, the first five cases reflde change in the Elastic
modulus of concrete. The latter three cases, betBeand 8, are the changes in
the steel yielding force. Cases 9 and 10 are abheutiamping coefficient change.
The last two cases are additional mass variations.

4.1.3. Modal Analysis

It is fundamental to do the modal analysis to dtagtnonlinear time history
analysis. In Figure 4.2, first three modes of tMART 2008 specimen given for
the Reference Case specified in Table 4.3. Theuémeges for all cases are
tabulated in Table 4.4.

The highest frequency values observed at Case Wwhioh the highest
modulus of elasticity was assumed. The stiffercétmes have higher frequency

values.

When the structure was exposed to the highestiadditloadings, the

frequency values obtained from the modal analyscsehsed.
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Figure 4-2 First three modes of the SMART 2008 spen calculated from the ANSYS

for the Reference Case given in Table 4.3

Table 4-4 Modal analysis results for Sensitivitylgsis cases

Sensitivity Analysis Cases

Mode
(Hz) 1 2 3 4 5 6 7 8 9 10 11 12

9.23 8.26 8.76 9.68 10.11 9.23 9.23 9.23 9.23 9.23 9.64 8.87
15.93 14.25 15.11 16.70 17.44 15.93 15.93 15.93 15.93 15.93 16.62 15.31
32.76 29.31 31.08 34.35 35.87 32.76 32.76 32.76 32.76 32.76 34.20 31.48
34.58 30.94 32.81 36.26 37.87 34.58 34.58 34.58 34.58 34.58 36.22 33.14
35.94 32.16 34.10 37.69 39.36 35.94 35.94 35.94 35.94 35.94 37.43 34.61
37.24 33.32 35.33 39.06 40.79 37.24 37.24 37.24 37.24 37.24 39.01 35.70
40.46 36.19 38.38 42.43 44.31 40.46 40.46 40.46 40.46 40.46 42.42 38.74
41.46 37.10 39.34 43.48 45.41 41.46 41.46 41.46 41.46 41.46 43.45 39.72

O~NO UL, WN PP

Table 4-5 Damping Parameters

Cases alpha beta
1 1.4690 2.530E-04
2 1.3146 2.827E-04
3 1.3938 2.667E-04
4 1.5404 2.413E-04
5 1.6085 2.311E-04
6 1.4690 2.530E-04
7 1.4690 2.530E-04
8 1.4690 2.530E-04
9 0.3672 6.326E-05
10 3.6724 6.326E-04
11 1.5333 2.424E-04
12 1.4119 2.632E-04

In Table 4.5, damping parameters are given. Thakes were used in the
time history analysis as mass and stiffness midtipDamping parameters were
calculated according to the Rayleigh method (Chopf#0). First and second

mode frequency values were used to calculate tlygeigh damping coefficients.
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4.1.4. Results

The results of sensitivity analyses were obseradtie Points A, B, C, D, E,
F, and G in the Figure 2.8. To figure out the imi@oce or impact of parameters
in the whole behavior; maximum displacements, maximinter-story drifts,
maximum inter-story drifts ratios, floor respongearums at 3rd floor and base

shears at walls were investigated and given inildatthe following parts.
4.1.4.1. Maximum displacements

Displacement graphs are drawn for both design amd-design level in
Figure 4.2 and 4.3. In each graph, absolute maxindisplacements are
represented in both x and y directions. At desayrell, change in the parameters
can represent the impacts on the response. InrdFigy2, higher displacement
values occurred at points A and D in the x directidt points C and D, motion in
the y direction is dominant. Structural responshighly sensitive to increase in
the Elastic modulus and damping coefficient at @.@esign level for all points.
Absolute maximum displacement values are giveménTiable 4.4 and Table 4.5.

The cells with maximum displacements are filledwgtey in Table 4.6.

Table 4-6 SA PS1 Cases X Direction Absolute Maxmidisplacements (mm)

Case |Case |Case |Case |Case |Case |Case |Case |Case |Case Case Case
1 2 3 4 5 6 7 8 9 10 11 12
1.081| 0.98|1.108| 0.97| 0.77|1.101| 1.098 | 1.098 | 0.994 | 0.533| 0.7337 | 1.0412
1.128 | 1.009| 1.164 | 1.028 | 0.795| 1.151| 1.149| 1.149| 1.032| 0.5165 | 0.7265 | 1.0884
1.604 | 1.558 | 1.698 | 1.461 | 1.109| 1.637 | 1.634 | 1.634 | 1.738 | 0.8832 | 0.9942 | 1.5833
2.515| 2.418 | 2.557 | 2.32| 1.814| 2.576| 2.576| 2.576| 2.895 | 1.4922 | 1.6393 | 2.378
1.393| 1.347| 1.493 | 1.274| 0.961| 1.419| 1.416 | 1.416| 1.476| 0.7932 | 0.9229 | 1.3618
1.579| 1.518 | 1.653 | 1.449| 1.083| 1.602 | 1.601 | 1.602| 1.68| 0.9098 | 1.0201 | 1.529
134 1.286| 1.431 1.210933|1.379| 1.377| 1.376| 1.39| 0.737| 0.883| 1.3004
Table 4-7 SA PS1 Cases Y Direction Absolute Maxiniigplacements (mm)

O™ mMQOO® >

Case |Case |Case |Case |Case |Case |Case |Case |Case |Case Case Case
1 2 3 4 5 6 7 8 9 10 11 12

0.423]10.417]0.434| 0.392| 0.31]0.426| 0.424| 0.424 0.4]0.2217| 0.3324| 0.395
2.206| 1.857|1.849]| 1.934|1.408| 2.162| 2.152| 2.157 | 2.833 | 1.0503 | 1.3189 | 1.9333
2.217|1.869| 1.861| 1.942 | 1.415| 2.171| 2.161 | 2.166 | 2.844 | 1.0606 | 1.3268 | 1.9459
0.414] 0.408 | 0.423 | 0.383| 0.302 | 0.416 | 0.414| 0.414| 0.39| 0.216| 0.3275| 0.3809
0.978 | 0.917| 0.879 | 0.892| 0.675| 0.951 | 0.945| 0.947 | 1.231 | 0.4394 | 0.6653 | 0.8529
0.514] 0.549| 0.55| 0.491| 0.382 | 0.508 | 0.507 | 0.507 | 0.573 | 0.2463 | 0.4213 | 0.5182
1.602 | 1.366| 1.399| 1.408 | 1.029| 1.569 | 1.562 | 1.565| 2.079 | 0.7565 | 1.0214 | 1.3751

OTmMmMOo O | >
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It is clear that Case 3 and Case 9 have maximumlagisments on
different points at design levels. These values lmanead from Tables 4.6 and
4.7. From Figure 4.3, it can be concluded thatcoste Elastic modulus, damping
coefficient and additional loading variables haveible impacts at design level
(In which spectrum the SMART 2008 building was desd). However, steel
yielding stress has no impact on the structurapamese in terms of absolute

maximum displacement.

Absolute Maximum Displacement for SA (0.2g)- Point A

—e— X direction
1.2/ —#—Y Direction

0.8}

06
0.4} W
0.2}

0 1 2 3 4 5 6 7 8 g 10 11 12 13
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Displacement (mm)

Absolute Maximum Displacement for SA (0.2g)- Point B

—e— X direction
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25

1.5

05r

8 g 10 11 12 13
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o 1 2 3 4 6 6 7
SA P51 Cases

Figure 4-3 Design Level (0.2 g) Absolute maximumsptticement values on the 3rd Floor
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Absolute Maximum Dlsplacement for SA (0 2g)- Point C

+X direction
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N
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0 1 2 3 4 5 6 7 8 9 10 11 12 13
SA PS1 Cases

Figure 4.3 (Continue) Design Level (0.2 g) Absolu@ximum displacement values on
the 3° Floor

At higher acceleration levels, such as in the caimeFigure 4.4, the most
dominant variable is the damping coefficient thiécs the structural response at
different points of the structure distinctly. Diapements at points in X and Y
directions are close to each other as seen in tinees. Absolute maximum
displacement values change at different pointowsir-design cases low damping
results in maximum displacement. The responseg@yeoximately the same for

other variables of the parametric study at oveieptelevel.
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Figure 4.4 (Continue) Over-Design Level (0.6 g) dloge maximum displacement values
at 3rd Floor

The absolute maximum displacement values for oesrenh level cases
are represented in Tables 4.8 4.9 for the X andir¥ctions. All points have

different drift values. This is a clue for the tiors response of the structure.

Figures 4.5 and 4.6 show the relationship in temwhsdisplacement
response at the third floor level between the d$ecpoints (Figure 2.8). The
relationship between the A and D are linear in yhéirection due to the high
stiffness of Wall 3. However, it is hard to saytttizere is a linear relationship
between A-D in X direction and B-D in X and Y ditems. Especially in X
direction dispersion is much higher.

Table 4-8 SA PS2 Cases - X Direction Absolute MaximDisplacements

Case | Case | Case | Case | Case | Case | Case |Case | Case |Case |Case |Case
1 2 3 4 5 6 7 8 9 10 11 12

4.755| 4.716| 4.684| 4.706| 4.709| 4.638| 4.752| 4.716| 11.82| 3.1199 4.7831] 4.6765
5.157| 5.067| 5.049| 5.161| 5.183| 5.027| 5.17| 5.117| 13.21] 3.1372| 4.7594| 5.1434
6.234| 6.13| 6.184| 6.553| 6.657| 6.171| 6.344| 6.334| 19.21| 4.1657| 6.1197| 6.4417
7.591) 7.433| 7.527| 8.68| 9.232| 7.487| 7.793| 7.886| 29.26] 6.969| 9.5643| 9.5903
5.67| 5.559| 5.58| 5.901| 5.966| 5.567| 5.727| 5.724| 16.97| 4.0176| 5.9412] 5.5973
5.969| 5.856| 5.881| 6.257| 6.343| 5.841| 6.043| 6.063| 18.59| 4.4805| 6.5185) 6.0658

M |m |00 W |>

5.647| 5.535| 5.555| 5.816| 5.892| 5.524| 5.697| 5.681| 16.48| 3.7217| 5.5474] 5.6663
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Table 4-9 SA PS2 Cases- Y Direction Absolute Maximisplacements

Case | Case | Case | Case | Case | Case | Case |Case |Case |Case |Case |Case
1 2 3 4 5 6 7 8 9 10 11 12
A | 2.029| 2.074| 2.047| 1.929| 1.893| 1.985| 2.02| 2.025| 4.841| 1.2156| 1.8159| 1.9943
B| 7.15| 6.681| 7.058| 8.37| 8.584| 7.271| 7.558| 7.686| 22.43| 6.5739| 7.8558| 8.1572
C | 7.153| 6.696| 7.073| 8.368| 8.577| 7.279| 7.564| 7.69| 22.8| 6.5809| 7.8635| 8.1455
D | 2.021] 2.07| 2.039| 1.918| 1.884| 1.973| 2.008| 2.013| 4.772| 1.2019 1.8031| 1.9765
E | 3.46| 3.445| 3.64| 4.059| 4.236| 3.563| 3.79| 3.815| 11.69| 3.0247| 3.7525| 4.3027|
F | 2.057| 2.119| 2.189| 2.362| 2.451| 2.111| 2.257| 2.267| 5.923| 1.4828 1.8152| 2.4881
G| 5.413| 5.06| 5.355| 6.221| 6.314| 5.441| 5.7| 5.759| 18.35| 4.8883| 5.9566| 6.3121]
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Displacement comparison for SA PS2 Case 1 (X dir. - mm)
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Displacement comparison for SA PS1 Case 1 (Y dir. - mm)
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4.1.4.2. Maximum inter-story drifts

The response of the structure is also investigmtadrms of the absolute
maximum inter-story drifts at the specified poiots the floor level (Figure 2.8).
In Figure 4.7, the curves indicate that A and Dd @& and C show similar
behavior in terms of the inter-story drifts. At phints, second and third floor drift
values are close to each other in the Y directiotheaign level. Elastic moduli of
concrete, damping coefficient and additional logdiave important effects on
structural response. Change in the elastic modfleencrete alters the drifts, but
this change is not very high. Damping coefficiemtd aadditional loading

parameters change the drift values.
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Maximum Drifts at Story Levels for SA (0.2g)- Point Bx
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Maximum Drifts at Story Levels for SA (0.2g)- Point Cy
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Figure 4.8 represents over-design absolute maximmten-story drifts. In all
directions at over-design cases, second and tloat flrifts are close to each
other. Furthermore, points B and C have approximahe same drifts except

Case 9, in which the damping coefficient is (0.5%).

At over-design cases, damping coefficient varisdg@ems to be an important
parameter. The additional loading parameter may la¢staken into consideration,
however, not as crucial as damping coefficient ediog to increment in

additional loading as given in Table 4.3.
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Figure 4-8 Over-Design Level (0.6 g) - Maximum m&tory Drifts
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Maximum Drifts at Story Levels for SA (0.6g)- Point Bx
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Figure 4.8 (Continue) Over-Design Level (0.6 §)aximum Inter-Story Drifts
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Maximum Drifts at Story Levels for SA (0.6g)- Point C)‘r
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Figure 4.8 (Continue) Over-Design Level (0.6 g)axnum Inter-Story Drifts
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Maximum drifts at over-design cases in parametitclys changes between 2
and 3 mm except Case 9. Decrease in damping deetfinot only increase the
drifts but also increase the time needed to s@ase 9 took more than two weeks

on a computer with a high performance (3.33 GHagessor.

4.1.4.3. Maximum inter-story drift ratios

To see the effects of the parameters on the swiest the drift ratios are
investigated in Figures 6.4.3 and 6.4.4 for botkigle and over-design levels

accordingly.

In Figure 4.9, for point A (Points are representedrigure 2.7.), both in X
and Y directions, the largest difference in dritios takes place in the first floor
— second floor interface. In the X direction drditios changes in range of le-4 —
3.6e-4. In the Y direction, it changes between @.4and 1.4e-4, which is
approximately 2.5 times lower than X direction \edu For point B, maximum
drift ratio change occurs in first floor, espegjat Y direction. Drift ratios ranges
for X and Y directions are accordingly 1.3e-4 —e3%6and 2e-4 — 8e-4. Point C
displays the same trend as point B. In X directiost floor-second floor
connection has more drift ratio change than sedlwad - third floor connection.
In Y direction the difference in drift ratio is sihbetween second and third floor
connection. Drift ratios ranges for X and Y direcis are 1.8e-4 — 5.5e-4 and 2e-4
— 8e-4. For point D, in both X and Y directionssfiand second floor connection
has the most drift ratio change. Ranges for X ardir&ctions are 2.5e-4 — 10.5e-

4 and 2.5e-4 — 14e-4, respectively.

To sum up for design level, damping coefficient aadtlitional loading
parameters (Table 4.3) make difference on resultdeaign level. Case 10 in
which the damping coefficient is 5 percent, theftdrtios seem to decrease.
Cases 5 and 11, which are related with the elastidulus of the concrete and
additional loadings, make the similar change ingtractural behavior. Increase
in concrete elastic modulus and decrease in additimadings reduce the drift
ratios. Case 9, in which the damping coefficiend.5%, increase the drift ratio.

However, it is close to the other cases except£ast0 and 11.
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Inter-Story Drift Ratios for SA (0.2g)- Point A_
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Figure 4-9 Design Level (0.2 g) - Maximum Inter+$t@rift Ratios
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Inter-Story Drift Ratios for SA (0.2g)- Point B,
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Figure 4.9 (Continued) Design Level (0.2 g) - ManimInter-Story Drift Ratios
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Inter-Story Drift Ratios for SA (0.2g)- Point D_
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Figure 4.9 (Continued) Design Level (0.2 g) - MadimInter-Story Drift Ratios

Figure 4.10 represents the drift ratios for ovetesign cases as mentioned
before. For point A, in X and Y directions at owsign level, the ranges of the
drift ratios are accordingly 0.8e-3 — 1.7e-3 arneb@:3 — 0.75e-3 except Case 9.
Case 9, in which the damping coefficient is 0.5%arges between 2.3e-3 — 4.2e-
3 and 0.7e-3 — 1.8e-3 in ranges accordingly fonX 4 directions.

For point B, the ranges of drift ratios for X anddifections are 0.8e-3 —
1.5e-3 and 1.4e-3 — 3e-3 except Case 9. Conndotitveen first floor — second
floor and second floor — third floor have approxietathe same drift ratio change
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in X direction except Case 9. In Case 9, the maranasift ratio change, le-3,

occurs in first floor — second floor inter-connectiboth in X and Y direction.

Point C behaves like point B in terms of displacetmeesponse. The
ranges of the drift ratios are 1e-3 — 2.2e-3 a@d-B.— 3e-3 accordingly for X and
Y directions except Case 9. Case 9 has the sammvibetas in point B. The
ranges of the drift ratios for Case 9 in X and Yediions are 4e-3 — 6.5e-3 and

5e-3 — 7.2e-3 accordingly.

For point D, the ranges of the drift ratios for XdaY directions are 2e-3—
3.2e-3 and 0.25e-3 — 0.6e-3 except Case 9. In €dsepoint D, the ranges of
drift ratios are 7e-3 — 10.5e-3 and le-3 — 1.6e-8 and Y directions accordingly.
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Figure 4-10 Over-Design Level (0.6 g) - MaximumeinStory Drift Ratios
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Inter-Story Drift Ratios for SA (0.6g)- Point Bx
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Figure 4.10 (Continued) Over-Design Level (0.6 §)aximum Inter-Story Drift Ratios
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Inter-Story Drift Ratios for SA (0.6g)- Point Cy
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Figure 4.10 (Continued) Over-Design Level (0.6 §)aximum Inter-Story Drift Ratios
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It is necessary to summarize the over-design lpaedmetric study cases.
At over- design level the damping coefficient paeten seems to be the most
important one. Additional loading parameter logesmpact on response at over-
design level, because its results are close tottier cases except for Case 9 and

Case 10, which are related with the damping caefftcchanges in the system.

4.1.4.4. Floor Response Spectrums

To figure out the effects of amplification of acesdtions at upper levels of
the building when subjected to the earthquakedldloe response spectrums were
investigated. The Figure 4.11 and Figure 4.12esgnt floor response spectrums
at specified points of the building (Figure 2.7) fdesign and over-design

parametric study cases at third floor.

In Figure 4.11, floor response spectrums at deksgal cases for third

floor are represented.

For design level cases (Table 4.3) at point A (Fégd.11), maximum
spectral acceleration in the X direction occurgatiod 0.07053 s with 2.32 ¢
amplitude in Case 5. In Y direction maximum spéddaieleration occurs at first
peak and period 0.033 s with 2.23 g amplitude iseCHL.

For point B (Figure 4.11), maximum spectral ac@len occurs at period
0.0746 s in second peak with amplitude of 2.08 ¥ idirection at Case 4. In Y
direction, maximum spectral acceleration occursragasecond peak with 3.79 g

amplitude at period 0.071 s in Case 11.

Maximum spectral acceleration at point C (Figurgl.occurs at period
0.04 s, which is the first peak, with 2.35 g amyal# in Case 9 for X direction. In
Y direction it occurs at second peak with 3.78 ghinnde in Case 11 at a period
of 0.071 s.

For point D, maximum spectral acceleration takex@lin Case 9 with
4.23 g amplitude at second peak and period of .10 X direction. In Y
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direction, it occurs at first peak with 2.24 g ainple in Case 11 at period 0.033 s

at first peak.

To sum up the general behavior at design levelscésefloor response
spectrums, the maximum peaks occurs approximatelyh@ same periods.
However, maximum spectral acceleration values obsiag specified points. For
points A, B and D, maximum spectral accelerati@k® tplace in second peaks in
figures (Figure 4.10). For point C, maximum spdchieceleration takes place at

the first peak.
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Figure 4-11 Design Level (0.2 g) — Third Floor, éiidResponse Spectrums
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4.11 (Continue) Design Level (0.2 g) — Third Fldelgor Response Spectrums
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The cases also change in which the maximum speetretleration
occurred. Case 11 seems to be the dominant caesign level cases. Case 11 is
related with the decrease in additional loadingsh(& 4.3)

Additionally, Case 12 also affects the spectrumusrht should be
concluded that additional loading parameter is riast effective parameter at
design level. Furthermore, at point D, which is theer point on the floor level,

maximum spectral acceleration is affected by dampuoefficient in Case 9.
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In Figure 4.12, over-design level, floor responpectrums at third floor
are represented. In all over- design cases, Cabas9he maximum spectral
acceleration values. However, due to the low dampatio it seems to be not
admissible. Thus, the maximum spectral accelerstame given for Case 9 and

among the others.

For point A (Figure 4.12), at over-design level, xmaum spectral
acceleration occurs at period of 0.0603 s with f7&mplitude in Case 9 in X
direction. In Y direction, 6.77 g spectral accelera occurs at period 0.041 s in
Case 1. In X direction, if the case 9 is omittée, inaximum spectral acceleration

occurs at period 0.102 s with 7.03 g amplitude as€11.

For point B (Figure 4.12), maximum spectral acaglen occurred at
period 0.102 s with 6.48 g amplitude in Case 1Xidirection. In Y direction, it
occurs at period 0.099s with 8.2 g amplitude ineCHE.

For point C (Figure 4.12), maximum spectral ac@lens occurred at
period 0.03 s with 10.81 g amplitude at first peakX direction. The other
maximum spectral acceleration in X direction occursCase 11 with 5.58 g
amplitude at period 0.102s at second peak. In ¥ctlon, maximum spectral
acceleration occurred at period 0.047s with 9.&nglitude in Case 9. Again, if
the Case 9 is omitted, maximum spectral acceleratioy direction occurs at
period 0.099 s with 8.18 g amplitude in Case 11.

For point D (Figure 4.12), maximum spectral acalen is occurred in X
direction at period 0.029 s with 12.86 g amplitude Case 9. The second
maximum spectral acceleration in X direction ispatiod 0.201 s with 6.92 g
amplitude in Case 11. In Y direction, the maximyedcral acceleration occurs in
Case 1 with 6.67 g amplitude at period 0.041 s.

To conclude the results of the parametric studytlierover-design level,
low damping ratio is the parameter that has thgekstreffect for the over-design
level. Decrease in the damping ratio changes tber fresponse spectrum.
Additional loading is another parameter affects biedavior of the structure as

well.  Increase in the additional loading on theudure decrease the floor
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response spectrum. Reverse is also true. Decnedbe additional loading result
in increase in the floor response spectrum. It khbe observed from the Figure
4.12 that, Case 11 has the maximum spectral aatieleramplitude in all when

Case 9 is ignored.

4.1.45. Base Shear at Walls

Base shear forces for walls are calculated frorntiaes at the basement
level of each wall. Figure 4.13 and Figure 4.14 @isplayed from the max base
shears calculated from the basement nodes to figurd¢he system in an easy

way.

At the design level, for all cases maximum baseusisecarried by Wall 1
(Figure 2.7) which has the legend of max_1Fx iruFegd.13 for X direction. In'Y
direction, this changes and Wall 4, the outer cowadl, takes the maximum base
shear. In both directions at design level, Walté#tes base shear.

Elastic modulus of concrete, damping ratio and tamtal loading

parameters seem to be effective, especially onsviadit have greater part of the

base shear.
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Figure 4-13 Design Level (0.2 g)-Maximum Base Sheathe Walls
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At over-design level, in both X and Y directionsaximum base shear is
“carried” by Wall3k. Separation is visible for basleear capacities at over-design
level in Figure 4.13. In the X direction; Wall 1,alV2, Wall 3k and Wall 3u and
Wall 4 are separated as shown in Figure 4.14 imgeof base shear. In the Y
direction, Wall 4 has reached maximum base sheaCase 9 in which the

damping coefficient is the minimum.

As a conclusion, Elastic modulus affects the respoim terms of
displacement based results, especially in desigel.leHowever, it loses its
importance at over — design level. Damping andtaddil loading parameters are
the most effective ones in the parametric studgs@s mentioned in design and

over-design levels.
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CHAPTER 5

FRAGILITY CURVES

One of the main objectives of this study is to abtae fragility curves of
this structure to develop an idea about the belhafigshear wall buildings under
different seismic excitations with torsion effectBhe main difficulty in the
determination of fragility curves is the determioat of limit states for the
damage levels. In this chapter, the SMART- 20RB8FPORT DM2S, 2009)

damage limits will be used for the limit states aodhpared with HAZUS limits.
5.1. Damage Indicators and threshold for failure criteria

All damage indicators and failure criteria threstsoare stated by SMART
2008 Project (RAPPORT DM2S, 2009) team as explanstolw.

Maximum inter-story drifts were used as a damageatier. To investigate
the local effects of the damage, the fragility @swvere calculated at specified
points shown in Figure 2.8. The thresholds arergimeTable 5.1. These damage
levels are used as the criteria for the fragiliyalgsis. H is the story height and
equalsto 1.2 m.

Table 5-1 Damage levels defined for maximum istery drifts

Damage Levels (mm)
Light Damage H/400 =3
Controlled Damage H/200 = 6
Extended Damage H/100 =12
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5.2. Seismic Motion Characterization for Fragility Analysis

A total of 30 sets of bi-directional horizontal at&rograms were used for
the vulnerability analysis. The accelerograms chose this database were
synthetic accelerograms, with a spectrum similashape with the one used to
design the SMART specimen and a PGA of 0.2 g.

The amplitudes of the accelerograms had been cherbanarily in order
to cause visible damage in the structure and weteealistic, because they are
much higher than an expected earthquake in Frakitecceleration data for
seismic excitation are applied bi-directionally amchultaneously in the analyses.

The acceleration database is given in Appendix C.
5.2.1. Seismic Motion Indicators

Peak ground acceleration (PGA), cumulative absougecity (CAV),
peak ground spectral displacement (PGD) and peakingr velocity (PGV)
ground motion indicators were used in the vulnéitglanalysis. These indicators

are given in Table 5.2 for the selected ground omotecords.

Table 5-2 Seismic Motion Indicators for the Fragiknalysis

Accelerograms PGA PGV PGD CAV Accelerorgrams PGA P8 PGD CAV
(ms-2) (9 (msl) (m) (ms1) (ms-2) (9 (ms-1) (m)(ms-1)
ACC_VA_1X a 0.6361 0.46400.2340 4.4840 ACC_VA _1Y_a 0.6707 0.300®.1900 3.7340
ACC_VA_2X_a  0.0754 0.02600.0060 1.0520 ACC_VA 2Y_a 0.1713 0.064®.0080 2.2100
ACC_VA_3X_a 0.6157 0.36600.0740 4.8880 ACC_VA 3Y_a 0.4506 0.434®.1520 5.6680
ACC_VA_4X_a 0.4179 0.29200.1300 3.9740 ACC_VA_4Y_a 0.4404 0.396M.1500 3.5120
ACC_VA_5X_a 0.6646 0.43800.1420 5.4560 ACC_VA_5Y_a 0.9276 0.574®.1940 6.4220
ACC_VA_6X_a 0.3833 0.14600.0300 10.6560 ACC_VA_6Y_a 0.5158 0.16600.0780 11.0540
ACC_VA_7X_a  0.1814 0.08800.0280 1.7680 ACC_VA 7Y_a 0.2120 0.136M.0300 3.6840
ACC_VA_8X_a 0.3609 0.22600.0460 6.8040 ACC_VA 8Y_a 0.4363 0.210®.0780 7.0480
ACC_VA_9X_ a  0.1346 0.04400.0100 4.2800 ACC_VA 9Y_a 0.1142 0.058®.0220 3.8940
ACC_VA_10X_a 0.2671 0.40200.3620 2.1300 ACC_VA_10Y_a 0.2100 0.276®.1080 3.3080
ACC_VA_11X_a 0.2895 0.14600.0580 2.0320 ACC_VA_11Y_a 0.2181 0.274@.1720 3.9000
ACC_VA_12X_a 0.3282 0.20200.0640 8.6460 ACC_VA_12Y_a 0.7339 0.378@.2720 16.3240
ACC_VA_13X_a 0.8583 0.23200.1620 9.7440 ACC_VA_13Y_a 0.4404 0.106@.0280 5.6200
ACC_VA_14X_a 0.2222 0.27000.0640 2.8320 ACC_VA_14Y_a 0.2059 0.212@.0960 3.5880
ACC_VA_15X_a 0.3384 0.14600.0360 3.9880 ACC_VA_15Y_a 0.2936 0.138@.0420 2.6320
ACC_VA_16X_a 1.0296 0.23000.0860 16.4220 ACC_VA _16Y_a 0.9827 0.33000.2920 12.0500
ACC_VA_17X_a 1.1254 0.34400.2580 25.3440 ACC_VA _17Y_a 1.2049 0.31600.2740 19.7380
ACC_VA_18X_a 0.4098 0.43800.2360 13.9280 ACC_VA _18Y_a 0.9235 0.44600.2480 26.4360
ACC_VA_19X a 0.2120 0.11000.0420 2.8560 ACC_VA_19Y_a 0.0734 0.114@.1100 1.9560
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Table 5.2 (Continued) Seismic Motion Indicatorstfue Fragility Analysis

Accelerograms PGA PGV PGD CAV Accelerorgrams PGA P8 PGD CAV
(ms-2) (@ (ms-l) (m) (ms-1) (ms-2) (@ (ms1) (m)(ms-1)
ACC_VA_20X_a 0.2426 0.15600.0240 6.1020 ACC_VA_20Y_a 0.3751 0.130@.0200 10.3900
ACC_VA_21X_a 0.3344 0.13800.0720 5.8940 ACC_VA_21Y_a 0.2487 0.092@.0100 5.0520
ACC_VA_22X_a 0.3874 0.22800.1920 19.9440 ACC_VA_22Y_a 0.7339 0.31600.1860 16.2160
ACC_VA_23X_a 0.9113 0.35600.0820 14.3900 ACC_VA_23Y_a 0.8277 0.52600.3160 6.6240
ACC_VA_24X_a 0.8155 0.20600.0260 17.0900 ACC_VA_24Y_a 0.7258 0.17800.0460 14.5260
ACC_VA_25X_a 1.1682 0.40400.1160 22.9060 ACC_VA_25Y_a 0.6381 0.46000.4480 8.5000
ACC_VA_26X_a 0.2243 0.18600.0860 2.1340 ACC_VA_26Y_a 0.2406 0.196@.1220 2.6420
ACC_VA_27X_a 0.2141 0.06800.0100 5.0480 ACC_VA_27Y_a 0.2875 0.080@.0300 5.5140
ACC_VA_28X_a 0.8705 0.42400.1300 11.7700 ACC_VA_28Y_a 0.4771 0.35600.0460 7.4380
ACC_VA_29X_a 0.5280 0.16800.0320 9.1900 ACC_VA_29Y_a 0.5362 0.148M.0300 12.3640
ACC_VA_30X_a 1.0805 0.38000.1140 16.9720 ACC_VA_30Y_a 1.0663 0.28800.1280 11.5080

5.3. Structural Properties and Limitations

The parameters used in the fragility analysis vestablished according to
the reference case presented in Table 4.3. This &sy32000 MPa, = 500
MPa, damping coefficient is 2 percent and additi¢meding is 33.85 t.

In the fragility analysis part, the base boundamgditions have been taken
as fixed according to the SMART 2008 report (RAPHOBMZ2S, 2009).
Shaking table was not modeled due to many unknoavialles in its physical

characterization.
5.4. Analyses Performed for the Fragility Curves

Time — history analyses were performed for theilitgganalysis. In this
way, fewer assumptions were made for the simuladibthe building behavior
under seismic excitations. The nonlinear materiatiels were used as stated in
Chapter 2.

According to the results of the fragility analys#he log — normal
distribution was assumed for the distribution af Htructural response indicators
and then the fragility curves were obtained acemydio median capacity and

standard deviation of this distribution.
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5.4.1. Log-normal Distribution for Fragility Curves

Fragility curves express the conditional probapitif failure of a structure
or component for a given seismic input motion patan such as PGA, PGV,
CAV and PGD.

The fragility of a structure or component is detiered with respect to its
capacity, denoted by “A”. Capacity is defined as timit seismic load before
failure occurs and is modeled by a random varialie. limit seismic load can be
characterized by a parameter related to the grouwwiibn level, such as PGA or
others. For instance, if PGA has been chosen toactaize seismic ground
motion level, then capacity is also expressed imseof PGA. The probability of
failure R of a structure or component conditioned on seigrcind motion level

“a” is expressed by fragility curves as given in Beua(5.1).

Pr = P(Failurela) = P(A < a) (5.1)

Failure occurs, if the actual capacity of the ctuee is inferior to the
seismic demand, that is the given ground motioell&v”.

In a general way, fragility curves can be derivgdtatistical estimation of
failure probabilities. An alternative approach isetvery commonly used
lognormal model. The log — normal distribution vegined by Hahn and Saphiro
(1967).

In this study, log-normal distribution was assurfeadfragility model and
the fragility curves were entirely defined by thedran capacity, A and a log
standard deviation. The failure probability conditioned on ground ioat
parameter &” given by the cumulative distribution function oépacity A can

be calculated from Equation 5.2.

In(a)—Am

Pr= o5 (5.2)
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If a random variablén(a) is normally distributed with median,Aand
standard deviatiofi, the random variable becomes log — normally distributed.

Cumulative distribution function for random variakln a is of normal type:

_1(Inv—Apm 2 _1(Inv—Apm 2
F(lna) = \/%%f_loo e i B ) d(Inv) =\/%.%.f_xooe o B ) %dv (5.3)
Since:
F(lna) = [ f(w)dv (5.4)
The probability density function will be defined Bguation 5.5.
1/lnx—Amp 2
fa) = %.%.%3_5( ) (5.5)

If one uses the reduced varialle( v) — A,)/B = u, du/d =1/ (vB) and one

must integrate from-c toz = (In(a) —A,,)/B then from Equation 5.3,;

2

1 —Am z L
@ (%) =d(z) =—=.J" &% du (5.6)

Probability density function for reduced variablancbe obtained from

Equation 5.6.
5.4.2. Regression analysis

To obtain the fragility curves from the probabilit¢nsity functions, we
need to define the acceptable median capacity tamdlard deviations for the

limit states defined in Table 5.1 under differemismic excitations.

One of the well known methods used to determinertedian capacity and

the standard deviation is the regression analysis.

. n .. .
For a given data SéW;,x;q,X; 2 Xi3 -, Xip }i_1 of n statistical units,

linear regression model assumes that the relatiprisbtween the dependent
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variabley; and independent variable; , vectors is linear. There is also an error
term, g, which is an unobserved random variable that addeise to the linear

relationship between the dependent and independeiables.
Vi =bl-xl-1+bl-xi2+---+bixl-p+0(i, i=1,...,n (57)

In vector form:

y=bX+a b=nx1;,X=nxp (5.8)
yl x11 en xlp bl a/l

y = )’:2 X = x?1 x?p b = b:z a= lazl (5.9)
Yn x'r.ll x‘f.’lp b.n an

When dealing with two or more variables, the mathgral relationship
between the variables is often of interest. In Equa5.10, given by Ang and
Tang (1975)x andb are constants and the variance of Y may be inakgperor
a function of x. This is known as the linear regres of Y on X as given in
Equation (5.10).

Figure 5-1 Linear analyses of data for two varialffeng and Tang, 1975)

E(Y|X=x)=a+ bx (5.10)

Depending on the values @fandb constant terms, there could be many

straight lines that might qualify as the mean- ealunction of Y in the light of
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the data. According to Ang and Tang (1975), thestbine is the one that passes
through the data points with the least error. Fegul gives notation used in least

squares method.

To obtain the least error, the method of least g applied to the data
in this study. According to the least squares wetlthe line with the least total
error can be obtained by minimizing the sum of shh@ared errors as given in
equation 5.12 and 5.13.

A=Y, i —yi')* =X (v — a + bx; )? (5.11)
N on _

2o = Zi=1 2 —a+bx)(=1) =0 (5.12)
dN? n

i Yic1 2(vi —a+ bxj)(=x;) =0 (5.13)

5.4.3. Results of Regression and Fragility Analyses

Linear regression with least squares method wpbeajpto the log-normal
distribution according to the indicators given e tSMART 2008 Phase-2 report
(RAPPORT DM2S, 2009). For log-normal distributianelar regression is still
applicable because, since Y is supposed to bedogadly distributed, In(Y) is a
normally distributed (Gaussian) random variabley(iF¢ 5.2). This is the reason

that linear regression is performed for In(Y) an(Xl) by virtue of Equation 5.14.
In(Y)=a+ bln(X) + ¢ (5.14)

In this expression, parameterandb are to be determined from the least
squares method ardis a centered normally distributed random variablth
standard deviation;,,.. In consequencey and X were linked by the Equation
5.15.

Y = axbé (5.15)

Where@ = exp(a) andé = exp(e) was log-normally distributed random

variable with median equal to one and logarithnemdard deviatioru,.
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model outputY

Figure 5-2 Regression analyses for model outplBMART 2008 Phase 2 Report, 2009)

After regression analyses the needed median set=spacity A, and log-
standard deviatior can be evaluated. For the evaluatiorAgf Yt value can
be used as shown in Equation 5.16.

In (Ay,) = =2 (5.16)

In Equation 4.16Y.i; values were defined in the SMART 2008 Phase-2
report (RAPPORT DM2S, 2009) as damage levels whiehe given in Table
5.1.

As mentioned in Section 4.2.1., damage indicatorstfe fragility analysis
are given as maximum inter-story drift results ftbe time-history analyses.
Regression analyses done for both X and Y direstfor seismic ground motion
indicators (SGMI) and maximum inter-story drift (8D) results were obtained
from time history analyses on points A, B, C, D,FEand G (Figure 2.8) with
respect to the given damage indicators.

The regression analyses results are given in AppeAd The median
seismic capacityh\, and log-standard deviatiofi,values are given in Tables 5.3
and 5.4, respectively for the damage indicatorseursgismic ground motion
indicators. In Table 5.5, the linear relationshgiviieen the MISD and SGMI are
examined.
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A probabilistic distribution of the damage levelscarding to the MISD
values at different points on the building withpest to the given damage levels
are given in Table 5.6 for both X and Y directioR®ints A, D and F have no
extended damage level according to the calculatetapilistic distribution in
Table 5.6.

Table 5-3p (Log-standard deviation) coefficients for data

PGA. PGA PGV, PGV, PGD_ PGD CAV, CAV,

Point A 0.46 0.46 0.44 0.44 0.74 0.74 0.69 0.69
Point B 0.45 0.41 0.43 0.45 0.74 0.81 0.69 0.65
Point C 0.45 0.42 0.43 0.46 0.74 0.82 0.72 0.65
Point D 0.43 0.50 0.46 0.55 0.80 0.76 0.70 0.68
Point E 0.46 0.41 0.45 0.49 0.73 0.80 0.73 0.62
Point F 0.45 0.42 0.44 0.53 0.73 0.80 0.74 0.58
Point G 0.47 0.42 0.46 0.47 0.73 0.81 0.73 0.64

Table 5-4 A, —Seismic median capacity coefficients for data

Point A Point B Point C  PointC PointE PointF Point G

LD 0.53 0.53 0.41 0.27 0.45 0.40 0.46

CD 0.96 0.95 0.73 0.47 0.80 0.72 0.82
PGA, |ED 1.73 1.71 1.29 0.81 1.42 1.28 1.46
LD 0.26 0.26 0.21 0.14 0.22 0.20 0.23

CD 0.46 0.45 0.35 0.23 0.39 0.35 0.39
PGV, |ED 0.80 0.79 0.61 0.39 0.66 0.60 0.68
LD 0.10 0.10 0.08 0.05 0.08 0.08 0.08

CD 0.17 0.17 0.13 0.09 0.14 0.13 0.15
PGD, |ED 0.30 0.30 0.23 0.15 0.25 0.22 0.25
LD 8.84 8.73 6.32 3.67 7.09 6.26 7.29

CD 18.78 18.54 13.22 749 1491 13.11 15.34
CAV, |ED 39.87 39.40 27.67 15.28 31.36 27.44 32.27
LD 0.53 0.30 0.29 1.03 0.46 0.69 0.33

CD 0.96 0.52 0.51 1.91 0.82 1.26 0.58
PGA, |ED 1.73 0.92 0.90 3.54 1.48 2.30 1.02
LD 0.26 0.15 0.15 0.50 0.23 0.34 0.17

CD 0.46 0.26 0.25 0.89 0.40 0.60 0.29
PGV, |ED 0.80 0.44 0.43 1.59 0.70 1.07 0.49
LD 0.10 0.06 0.05 0.18 0.09 0.13 0.06

CD 0.17 0.10 0.09 0.33 0.15 0.22 0.11

PGD, |ED 0.30 0.17 0.16 0.59 0.26 0.40 0.18
LD 8.84 4.21 4.10 20.55 7.32 12.19 4.76

CD 18.78 8.64 8.40 45.00 15.37 26.13 9.82
CAV, |ED 39.87 17.75 17.22 98.56 32.27 56.03 20.23
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Table 5-5 Correlation coefficients for MISD verssGMI

PGA x PGAy PGV x PGV.y PGD x PGD y CAV x CAV Yy

Point A 0.80 0.81 0.83 0.78 0.76 0.71 0.69 0.77
Point B 0.80 0.81 0.83 0.79 0.77 0.69 0.68 0.64
Point C 0.82 0.81 0.86 0.79 0.77 0.69 0.63 0.65
Point D 0.81 0.78 0.83 0.78 0.71 0.71 0.60 0.75
Point E 0.82 0.85 0.85 0.77 0.77 0.70 0.63 0.76

Point F 0.83 0.82 0.85 0.73 0.76 0.70 0.60 0.82
Point G 0.82 0.83 0.85 0.78 0.77 0.70 0.64 0.70

Table 5-6 Probabilities of the data passes the darevels

X Direction Y Direction

LD CD ED LD CD ED
Point A 0.58 0.26 0.16 0.77 0.23 0.00
Point B 0.58 0.26 0.16 0.32 0.23 0.45
Point C 0.52 0.13 0.35 0.32 0.16 0.52
Point D 0.32 0.23 0.45 0.77 0.23 0.00
Point E 0.55 0.13 0.32 0.45 0.26 0.29
Point F 0.52 0.06 0.42 0.65 0.35 0.00
Point G 0.55 0.16 0.29 0.35 0.19 0.45

LD = Light Damage; CD = Controlled Damage; ED =éhded Damage

The points that intersect the damage levels in reigu3 graphs are the

seismic median capacities for the given seismiamggamotion indicators.

The fragility curves were obtained according to taculated seismic
median capacity and log-standard deviation coeffits (Table 5.3 and Table 5.4).
The fragility curves obtained according to thesmpeeters are given in Appendix
B.

For Point A, (Figure A.1), in Y direction regressianalyses did not give a
good fit for the seismic motion indicators suchRGA, PGV, PGD and CAV.
Standard deviation were used twice as error tepy) {or the analyses to capture
reasonably good fit for data. This is the loweriliof the fitted curve for Point A

data.

Due to torsion in the building, specified poinEBgure 2.8) on the same

floor level have different responses. In this stuegint E is taken into account so
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as to represent the structural behavior. This geinlose to the mass center of the
system and, has the high correlation coefficientemwthe time history data is
compared with the fitted curves as a result of tbgression analysis. The
correlation coefficients of fitted curves and tiristory analyses are given in
Table 5.7.

Table 5-7 Correlation coefficients for time histalgta versus fitted curves

PGA x PGAy PGV x PGVy PGD x PGD Yy CAV x CAV y

Point A 0.87 0.86 0.90 0.86 0.85 0.82 0.97 0.98
Point B 0.88 0.88 0.91 0.89 0.86 0.81 0.97 0.89
Point C 0.89 0.88 0.92 0.89 0.86 0.81 0.94 0.88
Point D 0.89 0.84 0.90 0.86 0.81 0.82 0.83 0.99
Point E 0.89 0.91 0.92 0.87 0.86 0.82 0.94 0.97
Point F 0.89 0.88 0.92 0.85 0.85 0.82 0.93 0.99
Point G 0.88 0.90 0.92 0.88 0.86 0.82 0.95 0.92

The regression analysis results for Point E arergin Figure 5.3 and
fragility curves are shown in Figure 5.4. The higtheorrelation coefficients are
obtained from the time history analyses for the CfGumulative Absolute
Velocity) seismic ground motion indicator and tbevést correlation coefficients
for the PGD seismic motion indicator. The corr@aticoefficient for PGA
parameter for X and Y directions are respectiveB90and 0.91. These results
were thought to have reasonably enough accuradhéddiragility curves.

The scatter of the fragility curves for the giveanthge levels changes
under different seismic ground motion indicatorsshewn in Figure 5.4. PGA
and PGV have similar trends in shape; however #he énd PGD differ.

The probabilistic scatters between the damage dewete slightly wider
and the structure behaves well even under relgtivglher seismic motions. In
Figure 5.4, the probability of failure at the daradgvels under PGA seismic

motion indicator were nominal till 0.5 g.
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Regression Analysis for Point E (PGA vs MISD)in the X direction
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Figure 5-3 Regression Analysis for Point E for setsmotion indicators
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Regression Analysis for Point E (PGD vs MISD)in the X direction
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Figure 5.3 (Continued) Regression Analysis for PBifior seismic motion indicators
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Regression Analysis for Point E (PGA vs MISD) in the Y direction
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Figure 5.3 (Continued) Regression Analysis for PBifior seismic motion indicators
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Regression Analysis for Point E (PGD vs MISD) in the Y direction
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Regression Analysis for Point E (CAV vs MISD) in the Y direction
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Figure 5.3 (Continued) Regression Analysis for PBifior seismic motion indicators
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Fragility Curves for Point E at X Direction (PGA vs MISD)
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Figure 5-4 Fragility Curves for Point E for variossismic motion indicators
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Fragility Curves for Point E at X Direction (PGD vs MISD)
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Figure 5.4 (Continued) Fragility Curves for Pointdg various seismic motion indicators
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Fragility Curves for Point E at Y Direction (PGD vs MISD)
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5.5. Fragility Analysis according to the HAZUS damageimits

HAZUS (The Hazards U. S.) is a nationally appliealdtandardized
methodology that estimates potential losses. HAZMIS-is a multi hazard
methodology that takes into account earthquakesjchne winds, and floods.
The Federal Emergency Management Agency (FEMA) I[dped HAZUS- MH
under contract with the National Institute of Bung Sciences (NIBS). HAZUS
damage limits were used for comparison purposesbtain fragility curves for

these limits.

HAZUS-MH damage limits vary from “None” to “Compést for building
conditions. The HAZUS damage limits for the conershear wall structures are

defined as given below.

« dight Sructural Damage: Diagonal hairline cracks on most concrete
shear wall surfaces; Minor concrete spalling at levations.

* Moderate Structural Damage: Most shear wall surfaces exhibit diagonal
cracks; some shear walls have exceeded yield agpadicated by larger
diagonal cracks and concrete spalling at wall ends.

* Extensive Sructural Damage: Most concrete shear walls have exceeded
their yield capacities; some walls have exceedet thitimate capacities
indicated by large, through-the wall diagonal ceackxtensive spalling
around the cracks and visible buckled wall reinéonent or rotation of
narrow walls with inadequate foundations. Part@lapse may occur due
to failure of non-ductile columns not designedédsist lateral loads.

* Complete Sructural Damage: Structure has collapsed or is in imminent
danger of collapse due to failure of most of theastwalls and failure of

some critical beams or columns.

HAZUS damage states are based on the drift indedifterent grades of
design (Figure 5.5).

Moderate code design level for mid-rise concretashwall building was

used (Mieses et. al, 2007). In Table 5.8, the istery drift ratio limits for each
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damage state proposed by HAZUS-MH MR1 (2003) fodioma rise reinforced

concrete shear wall structures are given.

E— g — ) .T.3 3 T o

— 1? Story Dnft Angls
Q Angle ofDeviaton from Tangent

- q_—_‘-_g--.q__l:borh—\'eh
FloorRetaton

’ ! Frst Story

Figure 5-5 Parameters related to damage of stalatalls (Mieses et. al., 2007)

Table 5-8 HAZUS Average Inter-Story Drift Ratio $fructural Damage States
(HAZUS-MH MR1 2003)

Damage Levels Slight Moderate Extensive Complete
Drift Angle 0.003 0.005 0.015 0.040
Drift (H=1200 mm) 3.6 6 18 48

Log-normal distribution was used for the derivatadfrthe fragility curves.

Least squares method was preferred for regressialyses to determine the
median capacities of the distributions and the dsieth deviations. The curves
obtained from the regression analyses were the baceuse of having the same
data. However, seismic median capacity coefficiefats the damage states
change. First three damage states of the HAZUS ta&en into consideration for
the comparison with the SMART damage states. Thiianecapacity coefficients
are given in Table 5.9. The seismic median capactgfficients calculated
according to the HAZUS damage states are higherttts SMART 2008 ones.

In Table 5.10, the probabilities of the data exioeg the damage levels
according to the HAZUS damage limits are shown. tfbdled damage and
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moderate damage levels were similar because ohp@ame damage state values
and small increase in the slight damage. Extendeldextensive damage level

probabilities of the data exceeding these levalsndt change.

Table 5-9 Am —Seismic median capacity coefficidatdata according to HAZUS

Point A Point B Point C Point D Point E  Point Point G

LD 0.62 0.61 0.47 0.31 0.52 0.47 0.53

CD 0.96 0.95 0.73 0.47 0.80 0.72 0.82
PGA, | ED 2.45 2.42 1.81 1.13 2.00 1.79 2.05
LD 0.30 0.30 0.24 0.16 0.26 0.24 0.26

CD 0.46 0.45 0.35 0.23 0.39 0.35 0.39
PGV, |ED 1.11 1.10 0.83 0.54 0.91 0.83 0.93
LD 0.11 0.11 0.09 0.06 0.10 0.09 0.10

CD 0.17 0.17 0.13 0.09 0.14 0.13 0.15
PGD, | ED 0.41 0.41 0.31 0.20 0.34 0.31 0.35
LD 10.78 10.64 7.67 4.43 8.63 7.61 8.87

CD 18.78 18.54 13.22 7.49 14.91 13.11 15.34
CAV, |ED 61.95 61.23 42.63 23.18 48.43  42.28 49.87
LD 0.62 0.34 0.34 1.21 0.54 0.81 0.38

CD 0.96 0.52 0.51 1.91 0.82 1.26 0.58
PGA, [ED 2.45 1.28 1.25 5.08 2.08 3.28 1.43
LD 0.30 0.18 0.17 0.58 0.27 0.39 0.19

CD 0.46 0.26 0.25 0.89 0.40 0.60 0.29
PGV, [ED 1.11 0.61 0.59 2.23 0.96 1.49 0.67
LD 0.11 0.06 0.06 0.21 0.10 0.15 0.07

CD 0.17 0.10 0.09 0.33 0.15 0.22 0.11
PGD, [ ED 0.41 0.23 0.22 0.83 0.36 0.57 0.25
LD 10.78 5.08 4.95 25.25 8.89 14.89 5.76

CD 18.78 8.64 8.40 45.00 15.37 26.13 9.82
CAV, |ED 61.95 27.04 26.21 155.91 49.80 87.54 30.88

Table 5-10 Probabilities of the data exceedingln@age levels according to HAZUS

X Direction Y Direction
LD CD ED LD CD ED
Point A 0.58 0.26 0.16 0.87 0.13 0.00
Point B 0.58 0.26 0.16 0.35 0.19 0.45
Point C 0.55 0.10 0.35 0.35 0.13 0.52
Point D 0.32 0.23 0.45 0.94 0.06 0.00
Point E 0.55 0.13 0.32 0.52 0.19 0.29
Point F 0.55 0.03 0.42 0.71 0.29 0.00
Point G 0.55 0.16 0.29 0.39 0.16 0.45

LD = Light Damage; CD = Controlled Damage; ED =é&hded Damage
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Fragility curves derived for the HAZUS damage satee given in
Appendix B. In this chapter, only the comparisohsragility curves for Point E

are given in detalil.

5.5.1. Comparison of the Fragility Curves

In Figure 5.6, the fragility curves calculated bmth SMART 2008 damage
states and HAZUS damage states are compared. Acgaial this comparison,
the HAZUS damage states gives lower probabilityfadure especially for the
extensive damage. The scatter between the damatgs shcreased when the

HAZUS damage states were taken into account.

Controlled damage and moderate damage levels wararsto each other
because of having the same damage limit value asm6and the difference
between the slight damage and light damage is@B6lynm and did not affect the

curves so much.

The fragility curves obtained from the SMART 2008nthge states are
more conservative than the HAZUS ones. This diffeeecould be admissible
when the SMART 2008 structure is thought to begtesil according to nuclear
plant specifications. The biggest difference camenfthe Extended Damage and
Extensive Damage.

Another important point is that HAZUS damage states defined to
represent a large scale of buildings that haveorsianal irregularity. However,
the fragility curve obtained in this study is ofity one structure. That could be a
reason for the huge difference in the fragilityvas between the Extended and

the Extensive damage states.

In Figure 5.6, it can also be observed that fragikurves give low
probabilities of failure for Controlled-Moderatedaixtended-Extensive damage
limits even for high level of ground motion excitats. This means that this kind

of shear wall building structures behave well wkahjected to earthquakes.

To examine one of the fragility figures, Point Etle X direction and PGA

as seismic ground motion indicator was chosenth&fragility curves calculated
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for SMART 2008 damage states, under 0.52 g of P& model has 36.4 % of
probability of no damage, 45.24 % of probabilitylight damage and 16.79 % of
probability of controlled damage and 1.57 % of @iobty of extended damage.
For the fragility curves calculated for HAZUS 2088mage states, under 0.52 g
of PGA, the model has 49 % of probability of no @@, 32.64 % of probability
of slight damage and 18.16 % of probability of made damage and 0.2% of
probability of extensive damage. The influence afdge state limits is observed

to be significantly affecting the fragilities.
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Fragility Curves Comparison for Point E at X Dir. (PGD vs MISD)
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Figure 5.6 (Continued) Fragility Curves ComparisohBoint E for various seismic

motion indicators

105



Fragility Curves Comparison for Point E at Y Dir. (PGA vs MISD)
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Figure 5.6 (Continued) Fragility Curves ComparisohBoint E for various seismic
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CHAPTER 6

SUMMARY, CONCLUSIONS AND
RECOMMENDATIONS FOR FURTHER STUDIES

6.1. SUMMARY AND CONCLUSIONS

A shear wall structure that is a typical part otlear power plants was
modeled numerically according to the SMART 2008jgxb specifications. The
model structure has a plan torsional irregularist tmakes its seismic response
more complicated as compared to a symmetric oneARSM2008 project was
initiated to understand behavior of these strustaed to develop relevant tools
needed for their evaluation. The main scope of tihiesis is to use the
experimental measurements and generalize themderstand the behavior of the
torsionally irregular shear wall structures withffelient properties under
earthquake forces and to obtain the fragility careé the structure for different

seismic indicators.

Since the primary objective of the study was toudate the experimental
behavior, SMART 2008 Project Team did not want #imaking table to be
included in the numerical model for sensitivity anagility analyses, because of
also uncertainties in the modeling of the shakalget. For fragility analysis there
were 30 bi-directional time history analyses andi history analyses for the

sensitivity study.

There were two phases in SMART 2008 project. ThestFPhase
(RAPPORT DMZ2S, 2007) was related with the benchnsawkly. In this thesis,
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Phase 1 was used for verification of the model omrsp with the experimental
results and it was observed that numerical modlli® were reasonably accurate
and managed to capture the displacement responsasurmed from the

experimental runs under high amplitude seismic iggdomnotions. For comparison
of the Phase 1 results with the experimental resdiftequency domain error
(FDE) methodology was preferred. According to tHeEFanalyses, the error

becomes smaller when the seismic ground motionitudpk increased.

It is observed that modal analysis results werehdrigthan the
experimental results. Similar results were als@ioletd by other researchers in the
SMART 2008 Project. It is thought that the fixdksed modeling may increase

the modal frequencies in the numerical model.

Phase 2 consists of two parts designated as saéysgiiudy and fragility
analysis. In sensitivity study, 12 parametric sasere taken into account under
two different seismic ground motions. Ground matiavere derived from white
noise by SMART 2008 project team. One of the grommation sets was design
level which has max amplitude of 0.2 g and the ot was over-design level
which has amplitude of 0.6 g as mentioned in SMARID8 Phase 2 Report
(RAPPORT DMZ2S, 2009).

The main scope of the sensitivity study was to wstded which
parameters of the building properties affects #sponse of a structure under two
different ground motion levels. In the sensitivitiudy, damping coefficient was
observed as the most important parameter for thgorese. Elasticity modulus of
concrete and additional loading on the structus® aleemed effective on the
response. However, change in the steel yieldingsstdid not affect the results.
Furthermore, differences on the results were olesete be more significant in
design level than the over-design level. In ovesigie level analyses only
damping seemed to be effective on results.

In the second part of the Phase 2, fragility curfgesdifferent types of
seismic indicators were obtained. An improved methogy was used for the

calculation of fragility curves. This methodologyasvapplied a special building
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which was a mock up of a nuclear power plant stmgcand the fragility curves
obtained only applicable for this stereotypes.

The most important issue for the fragility curveghat the determination
of the limit states for the damage indicators ded®rs. In this study, maximum
inter-story drift was used as damage indicator dachage limits were used as
given in SMART 2008 Phase 2 Report (RAPPORT DM28)9}. Log-normal
distribution assumption was used for the fragibtyrves. Regression analyses
were performed using the least squares method teainomedian capacities and
standard deviations of the distributions. The datien coefficients for time
history data versus fitted curves changes from ©@80.99 for different points.
The lower correlation coefficients occurred at PGE&smic indicators. Some
fragility curves end with less than 100 percentoatality. These curves give idea
about the damage and failure probability of theasheall structure under

different seismic ground motion indicators.

Fragility curves were also obtained for HAZUS MH MR2003) damage
states for mid rise concrete shear walls. This @mpn was done only to
evaluate the relationship of the fragility curvésSMART 2008 building with the
limits of HAZUS which was developed for a group lmfildings for general
purpose. The fragility curves compared and it waseoved that moderate and
controlled damage level fragility curves were saslight and light damage level
fragility curves were close to each other but themes a bit huge difference
between the extended and extensive damage levalglitir curves. This
difference is considered to arise from the defomtiof the damage states of
HAZUS and SMART 2008. HAZUS damage states represerfamily of
buildings. However, SMART 2008 damage limits wenéyalemonstrated for one

structure.

6.2. RECOMMENDATIONS FOR FURTHER STUDIES

This study can also be improved in the future waase the accuracy of
the fragility curves and to increase the goodnés$s of the numerical data to the

experimental data.
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Shaking table should be modeled to investigateeffexts on the
modal and time history analyses results. Phasenlbeaused for
this purpose.

Fragility analyses should be extended to the valméty analysis
by including other cases given in sensitivity stu@ther cases
should also be added such as geometrical effedisctease the
accuracy. However, this kind of extended studyllptiepends on
higher computer technology; otherwise ANSYS carresuitable
software for this purpose.

As another further study, damage limits shouldnvestigated and
will be. The most important parameter for fragildurves is that
the determination of the true damage levels for enaccurate
results. This study will be extended in future foe check of
Turkish Earthquake Code (TEC 2007) strain limiteofher code
or specifications also can be checked.
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APPENDIX A

Regression Analyses and Fragility Curves accordingg SMART damage states
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Figure A.1 Regression Analysis for Point A for saits motion indicators
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Figure A.2 Regression Analysis for Point B for sgismotion indicators
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Figure A.3 Regression Analysis for Point C for setsmotion indicators
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Figure A.4 Regression Analysis for Point D for sgismotion indicators
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Figure A.5 Regression Analysis for Point E for sessmotion indicators
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Regression Analysis for Point F (PGA vs MISD)in the X direction Regression Analysis for Point F (PGV vs MISD)in the X direction
12 12

#* Data
—— Light Damage
—— Controlled Damage
—— Extended Damage
— Regression Curve

#* Data
—— Light Damage
—— Controlled Damage
—— Extended Damage
— Regression Curve

Maximum Interstory Drift (mm)
Maximum Interstory Drift (mm)

1 15 ] 0.2 0.4 06 08
PGA (g) PGV (mis)
Regression Analysis for Point F (PGD vs MISD)in the X direction Regression Analysis for Point F (CAV vs MISD)in the X direction
15 12
*
10- *
E E
E E
& £ 8 *
] ]
- * Data - * * Data
S —— Light Damage S * #* —— Light Damage
] —— Controlled Damage ? 8 —— Controlled Damage
2 — Extended Damage 2 —— Extended Damage
c . c .
= — Regression Curve = — Regression Curve
£ £ *
E E 4
= =
= =
= =

0.4 10 15 20 25
CAV (mis)

Regression Analysis for Point F (PGA vs MISD) in the Y direction Regression Analysis for Point F (PGV vs MISD) in the Y direction
12 12
10 1 10
B/ B/

* Data * Data

—— Light Damage —— Light Damage

—— Controlled Damage
—— Extended Damage
= Regression Curve

—— Controlled Damage
—— Extended Damage
= Regression Curve

Maximum Interstory Drift (mm)
Maximum Interstory Drift (mm)

15 a 02 04 06 0
PGA (g) PGV (mis)
Regression Analysis for Point F (PGD vs MISD) in the Y direction Regression Analysis for Point F (CAV vs MISD) in the Y direction

12 12

10 1 10
£ £
£ £
& B/ & B/
5 5
= * Data > * Data
s —— Light Damage s —— Light Damage
13 —— Controlled Damage 13 —— Controlled Damage
2 —— Extended Damage 2 —— Extended Damage
£ : £ :
= = Regression Curve = = Regression Curve
£ £
E E
E E
e} e}
= =

04 [} 5 10 15 20 25
CAV (mis)

Figure A.6 Regression Analysis for Point F for sessmotion indicators
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Regression Analysis for Point G (PGA vs MISD)in the X direction Regression Analysis for Point G (PGV vs MISD)in the X direction
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Figure A.7 Regression Analysis for Point G for setsmotion indicators
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Figure A.8 Fragility Curves for Point A for variogsismic motion indicators
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Figure A.11 Fragility Curves for Point D for var®geismic motion indicators
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Figure A.13 Fragility Curves for Point F for varegeismic motion indicators
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APPENDIX B

Regression Analyses and Fragility Curves accordingg HAZUS-MH MR1 (2003)
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Figure B.1 Regression Analysis for Point A for s@ismotion indicators according to
HAZUS damage states
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R.A. (HAZUS) for Point C (PGA vs MISD)in the X direction
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Figure B.3 Regression Analysis for Point C for seismotion indicators according to
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R.A. (HAZUS) for Point D (PGA vs MISD)in the X direction
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Figure B.4 Regression Analysis for Point D for setsmotion indicators according to
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R.A. (HAZUS) for Point E (PGA vs MISD)in the X direction
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Figure B.5 Regression Analysis for Point E for setsmotion indicators according to
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R.A. (HAZUS) for Point F (PGA vs MISD)in the X direction
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Fragility Curves (HAZUS) for Point A at X Direction (PGA vs MISD)
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Figure B.8 Fragility Curves for Point A for varioasismic motion indicators according
to HAZUS damage states



Fragility Curves (HAZUS) for Point B at X Direction (PGA vs MISD)
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Figure B.10 Fragility Curves for Point C for vargoseismic motion indicators according
to HAZUS damage states
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Figure B.11 Fragility Curves for Point D for vareaeismic motion indicators according
to HAZUS damage states
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Fragility Curves (HAZUS) for Point E at X Direction (PGA vs MISD)
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Figure B.12 Fragility Curves for Point E for vargseismic motion indicators according
to HAZUS damage states
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Fragility Curves (HAZUS) for Point F at X Direction (PGA vs MISD)
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Figure B.13 Fragility Curves for Point F for vargoseismic motion indicators according

to HAZUS damage states
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Fragility Curves (HAZUS) for Point G at X Direction (PGA vs MISD)
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Figure B.14 Fragility Curves for Point G for varfoseismic motion indicators according

to HAZUS damage states
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