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ABSTRACT

VESSEL SEGMENTATION
USING SHALLOW WATER EQUATIONS

Nar, Fatih
Ph.D., Department of Information Systems
Supervisor: Assist.Prof. Dr. Didem Gökçay

March 2011, 118 pages

This thesis investigates the feasibility of using fluid flow as a deformable model for
segmenting vessels in 2D and 3D medical images. Exploiting fluid flow in vessel
segmentation is biologically plausible since vessels naturally provide the medium for
blood transportation. Fluid flow can be used as a basis for powerful vessel
segmentation because streaming fluid regions can merge and split providing
topological adaptivity. In addition, the fluid can also flow through small gaps formed
by imaging artifacts building connections between disconnected areas. In our study,
due to their simplicity, parallelism, and low computational cost compared to other
fluid simulation methods, linearized shallow water equations (LSWE) are used. The
method developed herein is validated using synthetic data sets, two clinical datasets,
and publicly available simulated datasets which contain Magnetic Resonance
Angiography (MRA) images, Magnetic Resonance Venography (MRV) images and
retinal angiography images. Depending on image size, one to two order of magnitude
speed ups are obtained with developed parallel implementation using Nvidia
Compute Unified Device Architecture (CUDA) compared to single-core and multi-
core CPU implementation.

Keywords: Cerebral arterial system, Parallel Computing using GPU, Shallow Water
Equations, Computational Fluid Dynamics, Vessel Segmentation
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ÖZ

SIĞ SU DENKLEMLERİ KULLANARAK
DAMAR BÖLÜTLEMESİ

Nar, Fatih
Doktora, Bilişim Sistemleri Bölümü

Supervisor: Yard. Doç. Dr. Didem Gökçay

Mart 2011, 118 sayfa

Bu tez sıvı akışını deforme olabilen bir model olarak kullanarak 2 boyutlu ve 3
boyutlu tıbbi görüntülerdeki damarları bölütleme yaklaşımını incelemektedir. Sıvı
akışı kullanarak tıbbi görüntülerden damar bölütlemek damarların zaten kan naklini
sağlayan dokular olmaları sebebiyle biyolojik olarak da akla yatkındır. Sıvı akışı
ayrılabilir ve birleşebilir olması sebebi ile topolojik yapıya intibak edebilmektedir bu
da sıvı akışını güçlü bir damar bölütleme yönteminin temeli olarak kullanmayı
mümkün kılmaktadır. Buna ek olarak, sıvı akışı görüntüleme sınırlamaları ve
hatalarından kaynaklı damar boşluklarını aşarak bağlantısı kopmuş bölgeleri
birleştirebilmektedir. Sadeliği, paralel olarak hesaplanabilir yapısı ve diğer sıvı
benzetim yöntemlerine kıyasla daha düşük olan hesaplama karmaşıklığı yüzünden
sıvı akışı benzetimi için doğrusallaştırılmış sığ su denklemleri (LSWE) kullandık.
Geliştirilen yöntem içinde manyetik tınlaşım anjiyografi (MRA), manyetik tınlaşım
venografi (MRV), ve retina göz anjiyo görüntüler bulunan sentetik görüntüler, klinik
görüntüler ve halka açık görüntüler kullanılarak doğrulanmıştır. Yöntem Nvidia
Compute Unified Device Architecture (CUDA) üzerinde paralel olarak da
geliştirilmiş ve görüntü büyüklüğüne bağlı olarak tek çekirdekli ve çok çekirdekli
CPU ya kıyaslan on ile yüz kat arasında hızlanmalar sağlanmıştır.

Anahtar Kelimeler: Beyin Damar Sistemi, GPU ile Paralel Hesaplama, Sığ Su
Denklemleri, Hesaplamalı Sıvı Akışkanları, Damar Bölütleme
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CHAPTER 1

INTRODUCTION

Segmenting vessel structures from medical images such as MRA, MRV, CTA, and

retinal angiography is useful for extracting information such as vessel width, vessel

branching, and making atlas comparisons, which in turn, can be used for reliable

diagnosis and treatment of many diseases. Automating this segmentation process is

useful especially for 3-Dimensional (3D) volumetric images or 2-Dimensional (2D)

images with large number and sheer size. However, automatic and precise

segmentation is a very challenging task due to several reasons such as: anatomic

complexity and variability, low contrast between vessels and other tissue, existence

of thin vessel structures, and discontinuities in vessel boundaries caused by imaging

artifacts such as intensity inhomogeneities and imaging noise. These medical images

can be 2-Dimensional (Figure 1.a) or 3-Dimensional (Figure 1.b, Figure 1.c, Figure

1.d), in various resolutions, where vessels are mostly defined as bright regions

(Figure 1.b-d, MIP: maximum intensity projection of volumes). Vessel intensities

can be negated into dark regions just by inverting the intensities.

(a) 2D retinal angiography (b) MIP view of coronary CTA
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(c) MIP view of brain MRV (d) MIP view of brain MRA
Figure 1: Example 2D and 3D medical images

Segmentation of vessel structures in medical images is important for reliable

diagnosis, and treatment planning of many diseases. Therefore there is a vast

literature on vessel segmentation dealing with various parts of the human body using

different imaging modalities. In this study, a deformable model-based segmentation

approach is developed to simulate fluid flow. Using fluid flow for segmenting

vessels in medical images is biologically plausible since vessels are already being

utilized for transporting blood. The natural flow process can merge gaps and split

across branches achieving topological adaptivity. Small gaps formed by imaging

artifacts or other data acquisition limitations can be eliminated while preserving

connectivity. Hence our main motivation in developing this automatic vessel

segmentation was based on the utilization of the biological foundations within which

vessels operate.

In order to implement fluid flow, we used linearized shallow water equations

(LSWE) (Kass and Miller 1990). Our main reasoning for using LSWE for fluid

simulation is its simplicity, computational efficiency and convenience for parallel

implementation. LSWE simulations can be used to segment medical images such as

retinal angiography, MRV, MRA, and CTA. Within the scope of this thesis, a turn-

key approach to vessel segmentation is presented, including pre-processing,

initialization steps, fluid flow using LSWE, convergence, and post-processing.

Validation and comparison with other methods are shown using synthetic, clinic,
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BrainWeb, DRIVE, and Rotterdam Coronary Artery databases containing retinal

angiography, MRV, MRA, and CTA images. Computational efficiency and parallel

implementation using Nvidia CUDA with necessary numerical approximations are

discussed. Parameters of the developed method and their usage are specified.

In the literature, there exist vessel segmentation methods using deformable physical

models like fluid flow (Chang and Valentino 2006, Yan and Kassim 2006, Liu and

Nixon 2007). However, we did not encounter any research utilizing Navier-Stokes

Equations (NSE) to simulate fluid flow for image segmentation purposes. LSWE is

preferred as a realistic approximation to NSEs to simulate blood flow for

segmentation. LSWE can capture most of the fluid effects valid for the 3d closed

space of the vessels, while it is computationally much efficient compared to other

fluid simulation methods. Although LSWE is just an approximation, it still possesses

many powerful aspects of NSEs such as topological adaptivity, control of

smoothness of fluid flow using artificial viscosity, and physical realism for shallow

water systems. Unlike NSEs, LSWE is relatively easy to implement, computationally

more efficient, and allows parallel implementation.

Our contributions can be summarized as follows:

1. The LSWE approach is implemented for segmentation of 3D volume data for

the first time. 3D LSWE is not intuitive and hard to visualize, but

mathematical foundations allow for an extension to 3D as presented in

Chapter 3.

2. The numerical solver of LSWE is parallelized using the Jacobi method. While

a single CPU implementation takes around 1-3 minutes to segment 2D

images, and 1-2 hours to segment 3D volumes, speed can further be improved

up to one to two orders of magnitude using Nvidia CUDA technology.

3. An efficient data processing pipeline for automatic segmentation is generated,

including pre-processing, fluid evolution, convergence, and post-processing

steps for achieving best segmentation performance in shortest time.
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4. Applications and validation on retinal vessels, brain vessels are provided

using DRIVE, BrainWeb, and clinical databases. Optimal parameter settings

for these applications are obtained.

The outline of this thesis is as follows: Chapter 2 starts with the literature survey of

existing vessel segmentation methods and general issues in vessel segmentation.

This is followed by a brief overview of fluid based segmentation methods. Chapter 3

explains the proposed method and its sub steps and chapter 4 shows the results of

proposed method using various case scenarios along with validation through standard

medical image databases. Conclusions, as well as potential future works, and

possible research directions are provided in Chapter 5.
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CHAPTER 2

RELATED WORK AND BACKGROUND

This chapter presents a brief overview of the vessel segmentation methods as well as

the level set method, and vessel enhancement.

2.1 Vessel Segmentation Methods

The segmentation of vascular structures in various parts of the human body has been

the focus of scientific research because of their importance for human health.

Diagnosis, surgery and treatment planning can be counted as the main applications of

vessel detection (Lesage et al. 2009). Some example applications include detection of

coronary artery disease which is a leading cause of death according to World Health

Organization (WHO 2008). In cancer treatments, it is important to know vascular

structure of the targeted area and plan the treatment accordingly (Esneault 2010).

Hepatocellular Carcinoma occurs in liver tissues and it is the third most common

cause of death from cancer (Melanie 2005). The radiofrequency treatment of the

disease involves the heating of the target area while the nearby blood vessels act as

coolers. Segmented vessel structures can also be useful to address the patient-specific

modeling of vessel structures and corresponding blood flow to investigate vascular

disease characterization and assessment (Antiga 2003). The detection of nodules in

the lung has clinical importance and their segmentation is required in various

medical imaging applications (Agam et al. 2005).
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Vessel segmentation is very important yet an ill-posed problem which is still an

active research area. Hundreds of research papers are reviewed in Kirbas and Quek

(2003), Lesage et al. (2009), and Radaelli et al. (2010).

The modalities in which vascular networks can be observed have increased in

number to include three-dimensional rotational angiography (3DRA), computerized

tomography angiography (CTA), magnetic resonance angiography (MRA),

magnetic resonance venography (MRV) and ultrasound imaging (Radaelli et al.

2010). Segmenting vessel structures from medical images is useful for extracting

information such as vessel shape, vessel width, vessel branching, and performing

atlas comparisons which can be useful for reliable diagnosing and treatment of many

diseases (Chung 2006). With the advances made in medical imaging, it is possible to

obtain high resolution volumetric data of the parts of the human body with these

imaging modalities. However, intensive human labor is required for the manual

segmentation of these large amounts of data. The automatic and semi-automatic

methods and tools aid the operator in this regard. However automatic and precise

segmentation is a very challenging task due to anatomic complexity and variability

and discontinuities in vessel boundaries caused by imaging artifacts such as intensity

inhomogeneities and imaging noise (Lesage et al. 2009).

The vessel segmentation methods proposed in several studies can be categorized

into: pattern recognition techniques, model-based approaches, tracking-based

approaches, artificial intelligence-based approaches, neural network-based

approaches, miscellaneous tube-like object detection approaches, and hybrid

methods (Kirbas and Quek 2003). For example region growing methods aim to start

with a seed point and spread to other pixels according to a determined criterion and

skeleton-based methods try to extract the centerline of the vessels to obtain a network

or to initiate segmentation by other means (Kirbas and Quek 2003). Active contours

have also been used widely (Lesage et al. 2009). Active contour methods aim to fit

deformable curves according to internal and external forces that are usually based on
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image gradient (Radaelli et al. 2010). Level set methods are deformable models

which evolve a curve or surface (Figure 2) driven by a partial differential equation

hence considered under the active contour heading. The curve is embedded as a zero

level set of a higher dimensional surface (Osher and Sethian 1988).

Figure 2: Evolving level set curves (Osher and Sethian 1985).

Level set is front propagation method which is first proposed by Osher and Sethian

(Osher and Sethian 1988) where the entire surface (front) can be evolved into

complex topologies of objects. A computationally efficient solver for the level set

curve evolution is proposed by Sethian which is known as fast marching methods

(Sethian 1996). Level set methods are used in computer vision, machine intelligence,

computer graphics, computational physics and other areas (Malladi 1995, Osher and

Fedkiw 2001). Chan-Vese model is introduced as active contours without edges

(Chan and Vese 2001). Strzelecki et. al. (2009) analyzed level set segmentation

methods in simulated vessel structures with different noise levels and concluded that

segmentation results are good even for noisy images (Strzelecki 2009).

Active contours are also among the most popular approaches for vascular

segmentation (Lesage et al. 2009). Holtzman Gazit et al. (2006) used a variational

method which employs a functional with an edge-based term, a minimal variance

term and a geodesic active contour term. The geodesic active contour term is

implemented for regularization. Level set formulation is used for surface evolution.

The study also included a hierarchical approach in order to extract multiple objects.

This is achieved by quantizing the image with tree structured vector quantization.

Geodesic active contour (GAC) is a front propagation model that depends on

curvature and it is used in other studies as well. Gooya et al. (2008) introduced a
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level set based geometric regularization method which is based on GACs. They

proposed a modification to the CURVES regularization. The modification aims to

preserve narrow structures in retinal angiogram and MRA images. Another

regularization scheme named flux maximizing geometric flow is also modified in the

mentioned study. Large vascular structures like arteries are in close proximity of

smaller vessels. Their separation was posed as a problem and a level set based

solution is suggested (Van Bemmel et al. 2003). The central axes of the vessels are

labeled with minimal user interaction and the vessels are enhanced prior to a level set

based segmentation. The method propagates artery and vessel front simultaneously

and decide pixel labeling by the arrival times of each front. Hao and Shen (2006)

used watershed algorithm to segment vessel boundaries in order to use them as the

initialization of the level set method. This was done to reduce computational

complexity and achieve close to real-time interaction.

Pre-processing and noise removal are initial steps in many vessel segmentation

techniques because sensor noise is unavoidable in medical imaging and it results in

low image quality and artifacts (Radaelli 2010). Echevarria et al. (2004) proposed to

use level set method in the noise removal process. Afterwards, they performed

segmentation using fast marching and narrow band level set methods. The seed

points required for Fast Marching are selected by double thresholding. A study based

on level sets introduced a local term which uses a locally contrast enhanced image

(Sum and Cheung 2008). This approach aims to suppress the effects of uneven

illumination and is claimed to decrease disconnectivity in low contrast areas.

Another problem with medical imaging is that different imaging systems even with

similar modalities result in images with different intensity profiles. This problem is

also present for images taken from the same system with varying parameters. Studies

were made to compensate for this fact. A semi-automatic segmentation scheme in

which the user selects the start and end points of the vessel is proposed (Koning et al.

2003). Waves are propagated from the start point with fast marching level set

method. In order to account for the intensity level changes in different images, the
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speed of the propagation is obtained by an iterative process. The vessel line is then

extracted by backtracking on the wave propagation results. The vessel is segmented

by model matching based on NURBS1 surfaces as a final step. In another application

of the level set methods Deschamps et al. (2004) simulated the blood flow in the

vessels as well as segmenting them. The segmentation is initialized with the Fast

Marching method and finalized by level set.

Pre-processing of the images before applying a segmentation method is a frequently

employed practice in vascular extraction. In a recent study, vessels are pre-estimated

by blurring the original image and subtracting the blurred image from the original

one (Montes et al. 2008). The pre-estimation mask is then obtained by thresholding

the resulting image. The initial vessel region estimation is completed by inverting

and eroding this mask. Then edge detection applied to the initial vessel region

estimation and the Sobel kernel applied to the original image are combined with

weighted summation. This process is performed to obtain an estimation of the

exterior of the vessels. Active contour is used on this estimation to complete the

segmentation of the vascular structure.

Enhancing the vascular images for easier segmentation is undertaken by various

other studies as well. Down-sampling, quantization, image improvement by filtering,

anisotropic diffusion to decrease noise and preserve vessels and level sets are among

the methods employed to obtain an image with better vascular structure (Lesage et al.

2009). Manniesing et al. (2006) proposed to enhance the vessels in images by using

an anisotropic diffusion scheme which uses a tensor designed to increase isotropic

diffusion for non-vessel structures and maximize diffusion in the vessel direction for

vessel structures (Figure 3).

1 Non-uniform rational B-spline
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Figure 3: MIP view of the vessels (top row) and the filtered vessels (bottom row)
(Manniesing et al. 2006).

Zonoobi et al. (2009) aimed to draw attention to the fact that thin vessels appear

darker than thick vessels in images and the gradient magnitudes around them are

lower. Thin and small structures are also subject to partial volume effect to higher

degree. In order to gain more understanding of the intensity levels of thin structures

they explored the boundary gradient versus vessel thickness relationship. The

relationship was found to be an exponential one. It is proposed to use an equalizer

function which compensates for the exponential. Therefore an equalizer function

which compensates for the exponential relationship is suggested. This enables

methods which use gradients for vessel segmentation to receive reasonably high

values even if the actual gradient image is low. Wavelets are also considered for

vessel enhancement. A 2-D Gabor wavelet and sharpening filter in conjunction

enhances the blood vessels in retinal images (Akram et al. 2009). The vessels then

can be extracted from the enhanced images by Canny edge detector. The

segmentation results are fine-tuned by applying morphological dilation operator.

Bauer and Bischof (2008) proposed to use an anisotropic diffusion process when

calculating the gradients in the detection of tubular structures. Gradient Vector Flow

is used which is robust to noise and preserves weak structures. Gradient Vector Flow

is combined with Frangi’s vesselness measure. The result of the combination is then

turned into vessel centerlines by thresholding. The noise in the image and the large

intensity changes along vessels are shown in zoomed regions of a CT angiography

image taken from this study in Figure 4.
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Figure 4: CTA image and zoomed parts of some vessel structures (Frangi 1998).

Extensive research has been performed to extract the centerlines of the vessels to

obtain a vascular network or to use as an aid for segmentation. Centerline tracking is

a semi-automatic approach that aims to track the centerline along the vessel starting

from a manually entered seed point. Staal et al. (2004) extracted vessel centerline by

Hessian matrix based ridge detection in retinal images. The centerlines are obtained

as line elements and the remaining pixels in the image are partitioned according to

their distances to the line elements. The line elements have their own local frames

and features for the pixels are calculated according the frame to which they belong.

The features are classified with a kNN classifier and the labeling of the image is

completed. Centerline tracking is a semi-automatic approach that aims to track the

centerline along the vessel starting from a manually entered seed point. Friman et al.

(2008) suggested defining a vessel template function and fitting it to the image. The

vessels are then detected with multiple hypotheses tracking. Mendonça et al. (2006)

preprocessed retinal images by subtracting an estimate of the background from the

monochromatic representation of the image. Candidate points for vessel centerlines

are selected from the preprocessed image by applying multiple first-order derivative

filters oriented in different directions. The seed points are then selected from the

candidate points according to the filter responses. Region growing is applied at the

seed points to connect them and form the centerlines. As the final step, vessels are

enhanced and reconstructed by using a morphological operator. Vessel segmentation

is also performed on ultrasound images (Guerrero et al. 2007). From a manually

entered seed point and with the use of Kalman filter and Star algorithm, vessel edges

are detected. The seed point is tracked in successive images in time with a temporal

Kalman filter.
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Another approach employed in vessel segmentation is fitting tubular or line

structures to the image in order to locate vessels. Esneault and Lafon (2010) studied

on liver vessel segmentation through graph-cuts. The graph-cut segmentation is

originally a semi-automatic method in which a user is required to supply seed points

inside and outside the regions to be segmented. But Esneault and Lafon (2010)

introduced a term to the algorithm using a tubular structure detection process for full

automation.

It is also possible to use line detectors to find vessel-like structures (Ricci and

Perfetti 2007). The intensities are evaluated along twelve different orientations.

When aligned with a vessel, this oriented line detector yields larger results. The line

strength obtained by this method and the pixel intensity are used as features for a

linear support vector machine with supervised training. Rohr and Wörz (2006) tested

three intensity models to extract tubular structures from images. 3D Gaussian and phi

lines2 are tested along with the 3D cylinder model which is the most complex among

these three models. Wörz and Rohr (2007) proposed to use Gaussian smoothed 3D

cylinder in another study: 2D cross section is not modeled well enough with

Gaussians because vessels are plateau-like, prohibiting an analytical expression

through a cylinder. Therefore approximations are used. The approximate cylinder

model is fit to the image intensities with an incremental process based on a Kalman

filter. Li and Yezzi (2007) claimed that global minimal path methods which find the

global minimum curve of a contour dependent energy function between two points

yield a path which is not always the vessel center and that the tubular structure fitting

to images only yield the vessel centerlines. They proposed to represent 3D vessel

surfaces as a 4D curve in order to benefit from the minimal path algorithm in 4D.

Tubular structures are defined as an envelope of a one parameter curve of spheres

with different centers and radii. The added dimension of the sphere radii helps to find

the vessel boundaries on top of vessel centerlines. A sample envelop of family of

spheres is shown in Figure 5 (Li and Yezzi 2007).

2 Two geometrical models for tubular structures
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Figure 5: Envelop of spheres that model a tubular surface (Li and Yezzi 2007).

Region growing schemes have been popular in vessel segmentation although it has

been noted in some studies that a global region growing is not effective in vascular

segmentation due to the variety of structures to be segmented (Yi and Ra 2003,

Lesage et al. 2009). In Tizon and Smedby (2002) the seeds for region growing are

placed manually by a user. A fuzzy connectedness map according to the seeds is

calculated and the image is divided up to regions of interest according to the seed

points. Each voxel is then marked with the maximum connectedness among all

seeds. Perez et al. (2010) aimed to parallelize an algorithm based on feature

extraction and region growing. Features such as gradient magnitude, maximum

eigenvalues are calculated at each pixel. The region growing parameters are obtained

from the extracted features and seed points are placed automatically using a

maximum eigenvalues criterion. The parallelization for feature extraction is straight

forward although it is not for region growing. In order to parallelize the region

growing process, it is performed along the horizontal and vertical directions

separately and then combined to find the segmentation. They have reported that the

parallelization speeds up the process by 8 to 10 times. Atlas based approaches have

also been used in combination with region growing (Passat et al. 2005). An atlas of

the head is constructed with 12 regions with different local vascular properties. The

image to be segmented is registered to the image of a healthy patient that has an atlas

attached to it. Each region uses different thresholds for the region growing process.

Yi and Ra (2003) performed segmentation in a local cube based on a selected seed

point. The segmentation in the cube is achieved by a locally adaptive region growing

scheme. The vessel exit points from the local cubes are used for the selection of the
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successive cubes that are to be segmented. The segmentation of the whole vascular

structure is achieved by dividing the global space into cubes and connecting them

through the vessel exit points. The main idea behind this scheme is to have

robustness under large intensity changes along vessels. Sekiguchi et al. (2005) also

proposed using a branch-based local region growing scheme. When multiple

branches are reached during the segmentation, region growing is allowed to continue

only towards a single branch at one time. The growing conditions are dynamic and

they are modified according to the intensity of the local area. Comparative

segmentation results obtained by using a conventional region growing method and

the branch-based local region growing scheme are given in Figure 6.

(a) conventional (b) branch-based local

Figure 6: Region growing example (Sekiguchi et al. 2005)

The unsegmented thin vessels in the conventional method show the limitation of the

conventional methods. The evaluation of the segmentation is slightly different than

most studies and it is performed by comparing manually segmented MIP image and

the projected 3D segmentation into 2D. The evaluation of the segmentation

algorithms are usually done by running the method on synthetic images where the

exact labeling can be known or comparing the results to manually segmented images.

In order to have a more objective comparison scheme, databases such as DRIVE

(Staal et al 2004) and STARE (Hoover et al 2002) are built by manually segmenting

several vascular images. With this attempt, it is aimed that researchers are able to

compare their segmentation results. However, having multiple modalities and

multiple body regions with vascular structures, this comparison becomes

problematic, because it is almost impossible to have a generic vessel extraction

method applicable to every possible scenario (Kirbas and Quek 2003). It should also
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be noted that even manual segmentations of vascular structures (i.e Figure 7) are not

100% accurate as they usually have inter-operator differences. Even same operator

can produce different segmentation of the same image at different times which is

called as intra-operator differences.

Several types of model matching are employed in the vascular segmentation such as

superellipsoid models for the detection of vessels (Tyrrell 2007). The parameters of

the superellipsoid model include information such as boundary and centerline. The

parameters are approximated by using a maximum likelihood approach. The local

ellipsoid model is also used for tracking on the vessel network.

Figure 7: Inter-operator difference example (Hoover et al. 2000)

Mahadevan et al. (2004) investigated three methods for vessel segmentation. They

are Huber’s censored likelihood ratio test, a rank based algorithm and robust model

selection algorithm. They concluded that the selection of the algorithm depends on

the tolerance to missing a vessel and the required minimum level of false positives.

Bullitt et al. (2003) studied the properties of different vessel populations. The vessel

structures located in different parts of the head such as anterior cerebral, right and

left middle cerebral and posterior cerebral circulation sub systems. Features like

vessel number, average radius of the vessel, how frequent branching occurs are

extracted for these regions. It is concluded that these features show varying results

for these vessel groups and they could be helpful in the local segmentation of the

regions. Another study that uses local properties is presented by Hoover et al. (2002).

Retinal images are convolved with twelve 16x16 kernels and a matched filter is

selected as the value for the highest scoring kernel. The matched filter response
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image is then thresholded to yield the connected pixels. Lupaşcu et al. (2010)

extracted a 41 dimensional feature vector from retinal images in order to classify

pixels as vessel or non-vessel. The features include region and boundary-related

features, model-based vessel likelihood, Frangi vesselness, Lindeberg ridges, Staal

ridges, Gabor wavelet transform and second-order detectors. They trained an

AdaBoost classifier with the extracted features from several images.

Lam and Yan (2008) studied the segmentation of pathological retinal images.

Normalized Gradient Vector Field is used in order to locate vessel centerlines and to

detect blood vessel-like objects. Falsely marked pixels as vessels are cleared

according to their distances from the centerlines. This cleaning process is performed

to remove false vessel detection near pathologies. Lam et al. (2010) stated that it is

harder to extract vessels from retinal images in the presence of bright and dark

lesions. They claim that most methods do not perform well when pathology is

involved in the retinal images. As a solution they proposed a line-shaped concavity

measure to remove dark lesions. This measure is locally normalized to offset the

effects of the uneven distribution of noise. A retinal image with dark lesions and their

negative effects on segmentation methods are shown in Figure 8.

(a) retina image with lesions (b) multiscale segmentation

(c) concavity measure (d) line-shape concavity
measure

(e) locally normalized
concavity measure

Figure 8: Retinal image with lesions and segmentation results (Lam et al. 2010)
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All these vessel segmentation algorithms can be categorized using below criteria:

• Target image modalities that method works on (retinal angiography, MRA etc.)

• Dimensionality of image (2D image or 3D volumetric image)

• Ability to find thick and smooth structures

• Ability to find thin and low contrast structures

• Ability to deal with images containing pathology

• Robustness to imaging artifacts such as noise or gaps

• Topological adaptivity

• Ability to impose prior information

• Reproducibility

• Need of pre-processing

• Need of post-processing

• Number of parameters affecting the solution and ease of parameter tuning

• Amount of user interaction (manual, semi-automatic, automatic)

• Flexibility of method to adapt for different problems

In addition, these algorithms can be evaluated with respect to the following

performance criteria:

• Computational complexity of the method

• Convenience to parallel implementation

• Memory requirements

• Simplicity of method (mathematical, algorithmic, and implementation aspects)

Since the method proposed in this thesis is centered on fluid flow, we focused our

attention on the few methods that attempt to perform vessel segmentation using fluid

flow. In general, these methods use simple approximations for modeling fluid flow

or derive fluid analogies without utilizing a realistic physical model. In the following

section, we provide a brief description of these methods, as well as their

categorization according to the criteria listed above.
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2.2 Fluid Flow Based Segmentation Methods

2.2.1 Charged Fluid Method

Chang and Valentino used charged fluid method for image segmentation (Chang and

Valentino 2006). In this method charged elements which apply repelling electric

forces to each other form a charged fluid (Figure 9). Since charged fluid flows

through and around obstacles Chang and Valentino assumes that it is acting like

liquid even though their method ignores various fluid properties such as pressure,

surface tension and viscosity.

Figure 9: Propagating front of charged fluid (Chang and Valentino 2006).

Propagating front of charged fluid forms the segmented object boundary at the high

values of image gradients. Charged fluid evolves in two steps according to the

solution of Poisson’s equation. They used finite-size particle method and fast Fourier

transform (FFT) to solve Poisson’s equation efficiently. In the first step, elements of

charged fluid within the front distributed until reaching to electrostatic equilibrium

state. In second step front is propagated in the conformance with image potential and

equilibrium electric potential. These two steps are repeated until the propagating

front converges to the final segmentation interface.

Figure 10: Segmentation results using irregularly shaped synthetic images
(Chang and Valentino 2006).
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Charged fluid method is limited to closed boundary segmentation problems. Due to

its fluid like nature initial point must be inside the object but more than one initial

point can be placed (Figure 10). Method does not support splitting but merge of

regions are possible hence method is semi-topologically-adaptive. If there is no

strong edge in the image over-segmentations can occur. Chang and Valentino did not

mention the performance of method in thin and low contrast structures.

2.2.2 Segmentation Using Capillary Active Contour

Yan and Kassim proposed the use of capillary action to segment thin vessel

structures especially having low contrast (Yan and Kassim 2006).

Figure 11: Capillary action (Yan and Kassim 2006).

Adhesion and surface tension causes the capillary action. Dissimilar molecules are

attracted to each other being potentially in direct contact which is called adhesion.

Adhesion causes fluid to make an upward motion in the vessel for the vessel having

small radius. Surface of the fluid resists to the external force which is called surface

tension Adhesion causes movement in edges but surface tension causes surface to be

smooth and intact so the whole liquid surface is pulled upward (Figure 11).

Yan and Kassim defined capillary active contour method through the minimization

of surface energy function. They used variational calculus with various assumptions

to find overall equation describing the energy of wetting surfaces as St.

)cos)(ˆ1()()( 2 
g
ggcgSt 




(Equation 1)
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where α is the relative adhesion coefficient, the constants c and  control the forces

which enable evolving surfaces similar to balloon to attach solid boundaries, 2̂ and




are the Euclidean curvature and the unit normal vector of the contact line in 2D,

g is image gradient and  is direction of contour gradient. (Equation 1) is solved

using level set methods where the surface of the fluid is defined as the zero level set.

Employed level set method is able to adapt topological changes while handling sharp

corners and cusps. Yan and Kassim claim that capillary active contour is able to

evolve to the topologically complex vasculature (Yan and Kassim 2006).

2.2.3 Segmentation Using Water Flow

Liu and Nixon proposed to ignore turbulence and viscosity via force field generation

from image and using flow attributes such as pressure, surface tension and capillary

actions. Such image forces are mainly edge forces and also region-based forces

which has more capture range with high accuracy. Liu and Nixon claim that such

model will be adaptable to topological changes (Liu and Nixon 2007). Total driving

force and resistance of the flow determines the flow velocity.

)/( RAFv D  (Equation 2)

where v is the velocity, R is the flow resistance, F is the total driving force, and A is

the area where F is applied to. Liu and Nixon used Mumford-Shah functional to

adapt (Equation 2) with corresponding driving forces and flow resistance. In their

formulation one pixel in the image is defined as basic water element. Water sources

are placed adaptively hence water flows in the system until water sources are closed.

Authors claim that water flow performs better comparing to level set for images

having severe level of noise. Robustness to noise is very critical especially for

medical image segmentation and water flow seems have this feature.

Retinal angiography images contain irregular and complex vessel structures. Water

flow method seems immune to noise and works well for thick and smooth structures
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but likely to discard thin and low contrast structures (Figure 12). Water flow method

also requires multiple initializations and post-processing for gap-linking.

Figure 12: Water flow segmentation of low resolution retinal images
(Liu and Nixon 2007).

Based on several criteria, the success, applicability and performance of these

methods differ. These are listed below, for comparison purposes.

Table 1: Comparison of 3 fluid segmentation methods.
Charged fluid method Capillary active contour Water flow

Image modalities All All All
Dimensionality Not specified 2D / 3D 2D / 3D
Smooth structures Yes Moderate Moderate
Thin structures Weak Good Weak
Noise immunity Moderate Weak Good
Topological adaptivity Limited Yes Yes
Ability to use prior information Yes Yes Difficult
Reproducibility Yes Yes Yes
Pre-processing None None None
Post-processing None None Gap-linking
Ease of parameter tuning Moderate Moderate Moderate
User interaction Initialization None Initialization
Flexibility Flexible Flexible Moderate
Computational complexity Moderate Low Low
Parallelism Low Low Low
Memory requirements Moderate Low Low
Simplicity of model Complex Moderate Moderate
Ease of implementation Difficult Moderate Moderate
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CHAPTER 3

PROPOSED METHOD

This chapter explains the proposed method and its sub-steps such as initialization,

pre-processing, rough segmentation, water source detection, fluid evolution,

convergence criteria, and post-processing.

3.1 Fluid Flow Based Segmentation Approach

Using fluid flow for segmentation of vessel is biologically and physically plausible

since vessels transport the necessary nutrients to tissues through the bloodstream.

Fluid flow can be used as a basis of powerful vessel segmentation algorithm because;

a. Fluid flow can capture both sharp and smooth features of images such as

thick and thin vessels with low contrast,

b. Fluid flow is topologically adaptive therefore regions can merge or split,

c. Smoothness of curve evolution can be controlled by viscosity parameter,

d. Fluid flow can pass through small gaps in images (e.g. disconnected vessels

due to imaging artifacts),

e. Visualization of fluid has a practical merit (Chang and Valentino 2006, Yan

and Kassim 2006, Liu and Nixon 2007).
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Although various methods can be utilized to simulate fluid flow, we preferred

Linearized Shallow Water Equations (LSWE) for our vessel segmentation method

because (Shinbrot 1970, Kass and Miller 1990, Beneš 2007, Thürey et al 2007);

1. Solving LSWE numerically is computationally efficient,

2. Parallel implementation is possible using multiple thread CPU (e.g. OpenMP,

Parallel Computing Toolbox of MATLAB) or streaming processors such as

GPU (e.g. CUDA, OpenCL),

3. LSWE is relatively easy to understand and implement.

SWE and its variation LSWE cannot capture all fluid effects (Kass and Miller 1990)

but these effects are not crucial for image segmentation purposes. For example, there

cannot be any splashing in a circulatory system within vessels. Vessels are

deformable tissues up to some limits but since we are trying to find vessels in a

scanned image we can assume vessels as solid objects. Therefore complex interface

tracking and interaction between blood flow and deformable vessels can be ignored.

Blood flows turbulently so that all nutrients in blood can be transported to vessel

boundary and tissues afterwards. Since our purpose is to simulate fluid flow for

segmentation purposes, turbulent flow can be ignored.

3.2 Overview of Fluid Dynamics

Fluids, liquids and gases are materials which continually deform when shear stress is

applied regardless of how small the applied stress is. Force per unit area is defined as

stress which is a measure of the strength of internal forces formed as a reaction to

externally applied forces and body forces (e.g. gravity). Stress is formed by its shear

tangential and normal pieces where each has unparalleled physical significance. In

short, stress is the force per unit area on a material that causes deformation called as

strain (e.g. elastic solid, fluid). Fluids are either resistant to deformation, or show

slight resistance according to their viscosity where high viscosity means more
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resistance, (e.g. water has low viscosity – similar to low friction in solids). They can

also have the form of their container due to their ability to flow. Unlike gases, which

move freely in their container, liquids form a free surface unrelated to their container.

Fluids and solids can be discriminated by determining the viscosity of the substance,

yet it may not be completely obvious. For example viscoelastic materials show both

fluid and solid elastic properties like toothpaste. Ideal fluids can only be subjected to

pressure (force per unit area) which is normal, compressive stress. Real fluids can be

subjected to shear stress, in low levels, due to their viscosity.

Fluid can be categorized as Newtonian where strain rate and stress has direct

proportionality or Non-Newtonian where viscosity is not well defined (Fox et al

2008). Navier-Stokes Equations (NSE) describes the behavior of fluids with a set of

PDE based on;

1. Continuity : conservation of mass

2. Conservation of linear momentum and angular momentum

3. Conservation of energy

The NSEs assume the continuity of fluid being studied, as continuum. The

continuum term is usually used for gradual (smooth) transition of properties from one

state, to a different state, with no allowed discontinuities. The concept of a

continuum is the basis of classical fluid mechanics (Tan et al 2009).

3.2.1 Navier-Stokes Equations (NSE)

Governing equations for fluid flow are nonlinear partial differential equations called

NSEs. The nonlinear nature of NSEs introduces a hardship to the solution process.

Only for very simple or special cases analytical solutions exist. Most often, solution

is found using state of the art numerical methods. There are many different forms of
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NSEs, for example widely used Newtonian formulation for incompressible fluid is

defined as

0)( 

 u

t


velocity should conserve mass (continuity equation) (Equation 3)
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time step
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(advect)

diffusion
(diffuse) pressure force

sources

In the equations above

u ( zyx ,, ) is 3D velocity vector field (similarly 1D or 2D)

v :   Kinematic viscosity which measures the fluid viscosity,  /v

 : Viscosity f


: Body forces such as gravity

 : Density of the fluid  : Heat conduction coefficient,

p : Pressure ef : External force per unit mass

In the equations above “” denotes dot product between vectors, and
Tzyx ]/,/,/[  indicates the spatial-partial derivatives of a vector.

Briefly, (Equation 3) denotes the continuity of fluid which is based on

incompressibility of fluid (divergence free).  In (Equation 4) velocity changes due to

the forces which assume conservation of momentum. (Equation 5) describes density

change and assumes the conservation of energy. Such density changes can be caused

by heat flows which are produced by external source(s) (e.g. electromagnetic fields)

or internal chemical reactions and mostly neglected.

If we assume kinematic viscosity as constant, then )( uv 
 term turns into

uv 2 where 2222222 zyx  denotes the Laplacian operator. For

further simplification, we can also assume constant density such as 1 kg/m3, therefore
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p)/1(  term turns into p and 0/  t consequently (Equation 5) can be

dropped out. After these simplifications we have new version of NSE as

fpuvuu
t
u 




 2)( with 0 u (Equation 6)

In (Equation 4), the first term models the direction of the pushing imposed by the

surrounding fluid on the current fluid region. This term is what makes the NSEs

nonlinear.

Imaginary fluid with zero viscosity, having also a zero kinematic viscosity, is called

as inviscid fluid (or ideal fluid). This assumption is unrealistic because there is no

material with zero kinematic viscosity; for fluid to have zero viscosity is similar as a

solid material having zero friction. However, it can be a good approximation for fluid

having very little viscosity (e.g. water and petrol). If we also assume density as a

constant 1 kg/m3 then NSE for inviscid (Euler equations) and incompressible fluid

with constant density becomes even much simpler.

fpuu
t
u 




 )( and 0 u (Equation 7)

Even after these simplifications nonlinearity still exists due to the convection term.

To guarantee incompressibility, divergence of velocity is taken as zero (isochoric

flow). The main purpose of incompressibility assumption is to simplify analysis. On

the contrary, little or much all the materials are compressible to some degree. This

means with the occurrence of certain circumstances even compressible materials can

flow in an incompressible manner. However, governing fluid flow equations can be

considerably simplified by assuming the incompressibility of material. Another

possible simplification is setting all the change in fluid properties to zero with respect

to time. This assumption makes nonlinear convection term time independent.

Various problems can be modeled with this simplified flow which is called as steady

flow (Nealen et al 2006, Fox et al 2008). In steady flow, time dimension is dropped-

out from NSE.
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3.2.2 Fluid Simulation Methods

Simulating fluids is a challenging problem in aeronautics, mechanical engineering,

computer graphics, and medical image analysis, because implementing a good

numerical solver for the NSEs is a difficult undertaking. There exists a complicated

relationship between causes and effects due to the nonlinear nature of NSEs.

Many phenomena such as water flow, blood flow, high viscosity, viscoelasticity,

wave, turbulence, splashes, bubbles, foams, surface tension, erosion on materials due

to fluid flow, motion of gases, clouds, melting, burning, explosions, shock waves,

and motion can be simulated using various analytical forms of NSEs with different

numerical approaches (e.g. Lagrangian, Eulerian, Lagrangian-Eulerian coupling etc).

Some important factors in realistic fluid simulation are as follows (Kass and Miller

1990, Foster et al 1996, Stam 1999, Stora et al 1999, Foster et al 2001, Carlson et al

2002, Müller et al 2004, Goktekin et al 2004, Keiser et al 2005, Losasso et al 2006,

Yüksel et al 2007):

 Geometrical complexity of environment that fluid(s) simulated,

 Number of interacting fluids,

 Interaction type (e.g. one-way or two way coupling),

- fluid-solid (e.g. elastic, fixed/moving solid) interaction,

- fluid-fluid (e.g. multiphase flow) interaction,

 Heat transfer,

 Phase-transformation (e.g. burning, melting),

 Characteristic of the fluid (e.g. viscosity, laminar or turbulent etc.),

 Behavior of simulated fluid in large-scale as well as small-scale,

 Surface tension,

 Buoyant effects
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In order to address each problem, different approximations and assumption are used

for simplification.  For example, to simulate incompressible laminar fluid with

constant density, 2D Shallow Water Equation (SWE) is used to solve fluid flow.

Visualization is achieved by 3D fluid flow using pressure as height of water,

ignoring viscosity, assuming Laminar flow, and assuming periodic boundaries like

fluid flow in torus. Problems containing motion of hot and turbulent gases are

difficult to solve due to their chaotic behavior. Problems having high Reynolds

number such as inviscid and more turbulent fluid are difficult to simulate whereas

problems having small Reynolds number such as viscous and laminar fluid are

relatively easy to simulate.

(a) Lattice Boltzmann Method with different Reynold numbers (Alim et al 2009)

(b) Adaptive MAC grid (Irving et al 2006)

(c) Lagrangian particle method using SPH (Matthias et al 2003)

Figure 13: Example fluid simulation methods.
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A variety of methods exist for physically based animation such as mass-spring, Finite

Element / Difference / Volume methods, MAC-grid methods, particle methods, and

Lattice Boltzmann methods (Tan et al 2009). In order to speed up the simulation and

to decrease memory usage oct-tree and adaptive grid based-methods are proposed.

Large volumes of water are efficiently simulated by coupling two and three

dimensional techniques which employ a vertically adaptive grid (Figure 13.b).

Recently mesh-free methods (e.g. (Figure 13.a,c) became popular especially for

simulating fluids due to their capability of topological adaptivity without the

remeshing obligation. Advected Radial Basis Function (RBF), control particles,

gradient-based nonlinear optimization via adjoint method are proposed in production

environments to handle fine-scale details through simulation (Foster et al 1997,

McNamara et al 2004, Pighin et al 2004, Thürey et al 2009). Adjoint method based

fluid control linearizes each step of simulation and solves the resulting inverse

problem (McNamara et al 2004).

Speed of implementation is a very important aspect since it can be prohibiting.

Implementation can be either done on Central Processing Unit (CPU) or Graphics

Processing Unit (GPU) or combination of both. Implementations can be optimized

considering the specifications of the hardware (e.g. on CPU try to reduce cache-miss

during an array access, loop unrolling etc.). Optimized CPU implementations can

become order of magnitude faster compared to un-optimized versions. GPU became

an affordable commodity providing huge scientific processing power, providing

scalability and very good parallelism due to their streaming processing nature; hence

they became important alternatives to speedup fluid simulations.

3.2.3 Lagrangian Approach versus Eulerian Approach

For tracking the motion of a continuum such as fluid or deformable solid Lagrangian

and Eulerian approaches are used (Fox et al 2008).
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Lagrangian approach is mostly preferred for problems involving solids. In

Lagrangian approach, the continuum is treated as a particle system. Each point in the

material is determined by a distinct particle and its properties (e.g. position, mass,

velocity etc.). As the particle moves, its properties also move with it, like a falling

ball. Observing the properties (e.g. velocity etc.) of this ball as it falls is dictated by

the Lagrangian approach. Predefined neighborhood model or connectivity within a

mesh can be defined to create relationships between these discrete set of particles.

This is a familiar approach from basic mechanics where objects are treated as

separate entities and their motions are discussed in a Newtonian perspective (Tan et

al 2009).  Interested reader can read appendix A for further details.

Unlike the Lagrangian approach which keeps track of each particle, Eulerian

approach measures how the material (fluid) quantities (e.g. velocity, density etc.)

change in time for the predefined stationary points in space. Due to its convenience,

Eulerian approach is mostly used for fluids (Gingold et al 1977). Interested reader

can read appendix B for further details.

a) Eulerian approach b) Lagrangian approach
Figure 14: Eulerian grid versus Lagrangian particles.

Within fluid flow, fluid properties such as temperature, density, pressure, and

velocity change in a certain point in space within a fluid flow. For example as we

increase the temperature in environment, we will see a gradual temperature increase

in the fluid for any chosen fixed point due to the second law of thermodynamics. For
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this case, Eulerian approach imposes observing the change of temperature in a fixed

point in the space where the material is placed (Monaghan 2005, Losasso et al 2006).

Numerically, the Lagrangian approach is equivalent to a particle system either

connected or not (Figure 14.b), and the Eulerian approach is equivalent to the

employment of a fixed grid in space where the fluid flows through (Figure 14.a).

Brief comparison of both models is discussed in the Table 2.

Table 2: Comparison of Lagrangian approach and Eulerian approach

Lagrangian Eulerian
Easier to understand and implement More complex
Computationally expensive models are needed
to model pressure, density,  and derivatives

Easy to analytically model pressure, density etc.
and necessary spatial derivatives

Finding neighbor particles are very
computational (remedy: spatial indexing)

Each grid cell contains neighborhood information
 very efficient computation: O(1) time

Efficient memory consumption
(necessary amount of particles)

Considerable amount of memory consumption
(grid covering the all fluids during simulation)

Does not scale well
(due to huge number of particles)

Does not scale well
(due to huge grid size)

Finding fluid interface is rather difficult
(e.g. during splashes)

Finding fluid interface is relatively easy

Model does not contain incompressibility.
Enforcing incompressibility is optional

Model contains incompressibility constraint.
Enforcing incompressibility is a must

Since each particle has its own, mass there is
no mass-loss problem

Mass loss problem must be carefully handled via
interface tracking methods (e.g. level set)

Not successful with  large deformations Works better for large deformations
Preferred for problems involving solids Preferred for problems involving fluids

3.3 Shallow Water Equations

The SWEs model the propagation of disturbances in water and other incompressible

fluids. The main assumption is that the depth of the fluid is small compared to the

wave length of the disturbance, like in the ocean. Thereby complex 3D description of

a fluid can be reduced to a 2D height field using SWE (Figure 15).
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Figure 15: 2D height field representation: b(x,y) is ground height,
d(x,y) is water height, h(x,y) = b(x,y) + d(x,y) is surface height

It can be assumed that velocity does not vary significantly along the z axis, and

pressure gradient is constant from the water bottom to the surface hence vertical

component of velocity can be ignored. Therefore one can look for solutions in which

the horizontal flow itself is independent of water column height. This is the key

simplification that underlies the shallow water model. Since the horizontal flow is

independent of height, incompressibility implies that the vertical velocity is linear in

z. By taking the vertical velocity and variations throughout the depth of the fluid to

be exactly zero in the NSEs and after depth-integrating, the SWEs are derived.  In

addition if we limit our simulation to inviscid fluids (having zero viscosity) such as

water we can work with the simpler Euler equations. Based on all these assumptions

and approximations 1D shallow water definition is given as water depth above a

ground depth (Figure 16) (Shinbrot 1970, Kass and Miller 1990).

Figure 16: Shallow water representation.
b(x) is ground height, d(x) is water height, h(x) = b(x) + d(x) is surface height

d(x)

b(x)
h(x)

x

yx

d(x,y)

b(x,y) h(x,y)
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Given above 1D shallow water definition and explained simplifications 1D shallow

water equations can be defined as follows:
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d (Equation 8)
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where g is the gravitational acceleration and u(x) is the horizontal velocity of a

vertical column of water. Since external force term in NSE is dropped out in SWE

and only remaining external force becomes gravity. (Equation 8) express volume

conservation constraint, while (Equation 9) express Newton’s law F=ma. After

applying simplifications based on the assumption of water is being shallow,

(Equation 9) still stays non-linear because of )( xuu  term, which is responsible

for convection / advection of properties within fluid including velocity itself.

In this study we prefer to use LSWE formulation proposed by Kass and Miller. Kass

and Miller further simplified (Equation 9) by ignoring second term )( xuu  and

linearize the equation around a constant value of h. This simplification is reasonable

with the fluid having small velocity placed on the slowly varying ground (Kass and

Miller 1990). The resulting equations are then
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After doing some mathematical manipulations two equations can be combined as

2
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 (Equation 12)

which is the 1D wave equation with wave velocity gd , where initial h values

within simulation boundaries (0<x<L) can be specified by user as initial condition,
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pressure at water surface being zero is a Dirichlet boundary condition, and fluid

motion being zero ( 0/  th ) at the simulation boundaries (x=0, x=L) is the

Neumann boundary condition which makes wave to reflect at simulation boundaries.

Due to simplifications made LSWE becomes unsuitable for many engineering

purposes but it is still usable for image processing or computer graphics or similar

tasks. In order to solve (Equation 12) we need to discretize it using a suitable finite-

difference technique (Kass and Miller 1990). One of the other discretization

alternatives is the finite-element technique where the continuous functions are

represented as the linear sum of a continuous basis functions (Peaceman et al 1955).
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where x is the separation between samples along the x direction. Putting the above

two equations together we can come up with below equation.
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 (Equation 15)

This is a discrete approximation to (Equation 12). (Equation 12), which is a Partial

Differential Equation (PDE), is converted into (Equation 15), which is an Ordinary

Differential Equation (ODE), hence it can be solved using a suitable ODE integrator.

Kass and Miller preferred first-order implicit integrator (Kass and Miller 1990).
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where )(nh is nth and )1( nh is the prior iteration. Rearranging above two equations

)(2)2()1()( )(2 nnnn hthhh   (Equation 18)

below corresponding discretized system is obtained.
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(Equation 19) can be represented as a linear system with the symmetric tridiagonal

matrix A as shown in (Equation 20).

yhhAh nnn   )2()1()( 2 (Equation 20)

where the matrix A and its elements e and f are given by
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Artificial viscosity can be established by changing the (Equation 20) as

yhhhAh nnnn   ))(1( )2()1()1()(  (Equation 21)

where 10   is the damping coefficient and 01.0 usually provides reasonable

damping effects. When damping coefficient is chosen as zero (inviscid fluid)

(Equation 21) turns back into (Equation 20). As viscosity is increased (damping

coefficient 1.0 , fluid with higher viscosity) fluid flow will be slower with

smoother boundary. It is possible to convert the viscosity term into a higher order

polynomial for introducing smoother effects. h(0) corresponds to the initial water

column height in shallow water system which is the initial values for (Equation 20)

and (Equation 21). Water column height vector h has size of w and first and last

elements in the h correspond to the boundaries of water system. Boundary reflection

conditions for these boundaries can be seen in the tridiagonal matrix A as a top left

corner and bottom right corner. One can use tridiagonal matrix algorithm (TDMA),

Thomas algorithm, to solve the linear system presented in (Equation 20) and

(Equation 21) in O(n) operations (Kass and Miller 1990).
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damping coefficient 01.0 , fluid with low viscosity

damping coefficient 1.0 , fluid with higher viscosity

Figure 17: 1D SWE fluid evolution example.

2D and 3D LSWE are defined by introducing spatial terms containing y and z axes as
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(Equation 23)

(Equation 22) and (Equation 23) can be approximated by series of one dimensional

LSWEs, which is (Equation 12). In order to solve the (Equation 22) and (Equation

23) Alternating Direction Implicit (ADI) method is used (Douglas et al 1993). ADI

method suggests splitting the right hand side of equation into two terms in 2

dimensions and into three terms in 3 dimensions so that variables in right hand side

become independent to each other. Then iteration is divided into 2 sub iterations for

the (Equation 22) and 3 sub iterations for (Equation 23). Δt must be divided to the

number of sub iterations respectively, Δt/2 for 2D case and Δt/3 for 3D case.

The advantage of ADI method is that, the required linear systems remain tridiagonal

while using this method. Thus computational cost per iteration is proportional to the

number of pixels in the image and voxels in the volume. For LSWE approach

computational complexity is O(n) where n is the number of pixels in image (2D) and

number of voxels in volume (3D) as demonstrated bellow.
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1D signal w  )()( nOwO 

2D image w x h  )()(2)2()()( nOwhOwhOhwOwhO 

3D volume w x h x c  )()3()()()( nOwhcOCwhOHwcOWhwO 

where w is width, h is height, and c is number of slices in volume. In LSWE each

pixel in 2D image or each voxel in a 3D volume corresponds to a water column in

shallow water system. In short, LSWE can be solved in O(n) hence linear time in a

very computationally efficient manner whereas other nonlinear fluid methods require

complex interface tracking methods such as level set, computational volume

preservation method such as Poisson solvers (Appendix B) or restriction of using

very small time steps such as in LBM (Appendix C). LBM is parallel in nature but

other nonlinear methods are hard to parallelize. The parallel nature of LSWE is

advantageous to acquire reasonable computational times. Computational efficiency

of the fluid solver is crucial in clinical use for reasons listed in the following:

- Proposed segmentation method uses fluid flow as deformable model.

- There is huge number of water columns in a 3D volume (typically millions).

- Fluid simulation must iterate in the order of thousand during simulation.

2D implementation of LSWE is trivial since (Equation 22) can be separated using the

ADI method. One can just integrate image columns as 1D LSWEs then rows as 1D

LSWEs based on the result of the column integration. Although this is theoretically

correct, same ordering favors fluid to move in one direction due to discretization

(Figure 18.a). On way to fix this problem is alternating the integration order during

iterations (Figure 18.b) (Kass and Miller 1990).

(a) fixed integration order (b) alternating integration order

Figure 18: Importance of order of integration in 2D SWE fluid.
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LSWE can capture most of the fluid motion which seems sufficient for our

segmentation purposes. Image in Figure 19 top left is used as a height map and high

amount of fluid is placed into the regions where ground height is low (bottom left).

In this example, the fluid column moves to the regions where neighbor columns are

lower in height, neighbor columns can contain fluid or they can be dry. LSWE is the

main building block of the proposed vessel segmentation algorithm which will run

on 2D images and 3D volumes. In Figure 19 h(x) represents height of the fluid

surface which represents z-direction of fluid to obtain 3D visualization of 2D SWE.

a) Color visualized 2D SWE b) 3D visualization of 2D SWE

Figure 19: 2D SWE fluid evolution example.
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3.4 Stability of the Method

Numerical schema used in LSWE is stable (Kass and Miller 1990, Moran and

Shapiro 2007). In order to demonstrate the stability of the linear system given by

(Equation 20), the growth of error has to be explored to ensure that the error is not

amplified each iteration. The inverse of matrix A governs the stability of the scheme

as it either amplifies or dampens the error from the previous time steps. It is

assumed that the maximum water depth is d and the discretized id are equal to this

depth when calculating A . Using the matrix method, the matrix A can be written as
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 (Equation 24)

The eigenvalues of this tridiagonal matrix can be calculated as

n
mkdkdm
 cos441  (Equation 25)

where n is the size of the matrix and nm ,...,3,2,1 (Yueh 2005). The error relation

between two time steps are given by
jjA  1 or jj A  11   (Equation 26)

where j is the error at thj time step. For stability, all eigenvalues of 1A thus m

should be equal to or less than unity (Hochstadt 1964) (Nayfeh and Mook 1979).

11
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m 
 and 1cos441 
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mkdkdm
 (Equation 27)

This leads to

0cos14 





 

n
mkd 

(Equation 28)

Since 1cos1 
n

m , 0k , 0d , the inequality (Equation 28) will always be

valid which means that the scheme is stable.
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3.5 Proposed Vessel Segmentation Algorithm

Proposed algorithm is exactly the same for the 2D images and the 3D volumes other

than subtle differences in simulation parameters. In that sense proposed method is

generic and supports different type of vessels and image modalities (2D: retinal

angiography, 3D: MRA, MRV, and CTA). Flowchart of the proposed algorithm is

given in Figure 20.

Figure 20: Flowchart of proposed vessel segmentation algorithm.
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Step 1. Loading image

In MRA / MRV vessels are represented with bright intensity values (Figure 21.a and

Figure 21.c).  This intensity values must be inverted so that bright intensity values

become dark intensity values (Figure 21.b and Figure 21.d). Once vessels are dark in

image, these are interpreted as valleys and LSWE can be used to fill those valleys

with fluid as in the proposed method (Figure 22). In Figure 21.b 2D image and

Figure 21.d 3D volume is shown which are ready for the further segmentation steps.

(a) MIP view of a MRA (b) inverted image a (c) MIP of MRV (d) inverted image c

Figure 21: 2D and 3D MRA examples.

Step 2. Determining parameters

Although image acquisition is done in real world coordinates (e.g. 1 mm slice

thickness in z-direction, 0.5 mm in-plane resolution in x, y directions), within our

LSWE simulation, each pixel/voxel is assumed to be in meters. Formulation of

LSWE supports both isotropic and anisotropic data but our implementation assumes

isotropy of data.  If image or volume is not isotropic then it must be resized so that it

becomes isotropic. Pixel intensity values correspond to ground depth and have to be

normalized so that the shallowness assumption holds for vessels3 (Figure 22). 10-8 is

added to ground height to prevent possible division by zeros.

Figure 22: 2D and 3D MRA example visualization.

3 As an example, for volume data of size 180x220x180 with 1mm isotropic voxels, we may set
maximum ground depth as 6 m. and allow maximum vessel depth to be 1.5 m, and normalize all
intensities accordingly.
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Step 3. Creating rough segmentation

Rough segmentation is an estimation of vessels to be used for determining water

sources and convergence time. Rough segmentation can be found using a fast

method, such as Otsu thresholding (1979) but it may fail if the image contains

inhomogeneity artifacts. Otsu thresholding based rough segmentation (Figure 23.c)

may contain non vessel components and may lack especially low contrast vessels.

For obtaining a robust rough segmentation we developed a filtering procedure which

uses a local approach instead of Otsu’s global filtering approach. In the proposed

local filtering approach each voxel intensity value is subtracted from the clamped

maximum intensity value in a given window where clamping value is average

intensity value within a larger window. This approach is inspired from the study of

Alonso and Vilari (2008) where vessels are pre-estimated by blurring the original

image and subtracting the blurred image from the original one.

(a) image to be segmented (b) inverted image a (c) Otsu thresholding result

Figure 23: Rough segmentation using Otsu method.
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where Rx,y,z is rough segmentation, Trs is the noise threshold, Îx,y,z is the low-pass

filtered version of the original image pixel Ix,y,z, rv is estimated maximum vessel
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In Figure 24 rough segmentation steps in (Equation 29) is shown on a maximum

intensity projection image of a MRA volume.

(a) image I (b) Î (c) I(m) (d) I(c)

(e) IC=min(I(m), I(c)) (f) max(IC - Î ,0) (g) (Equation 29) (h) actual segmentation

Figure 24: Rough segmentation steps for 2D MIP image.

In Figure 25 rough segmentation steps in (Equation 29) is shown on a MRA volume.

As seen in Figure 25.a-e volume is divided into 3 regions due to an imaging artifact

yet LSWE able to segment vessels successfully.

(a) image I (b) Î (c) I(m) (d) I(c)

(e) IC=min(I(m), I(c)) (f) max(IC - Î ,0) (g) (Equation 29) (h) actual segmentation

Figure 25: Rough segmentation steps for a MRA volume.
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In Figure 26 rough segmentation steps in (Equation 29) is shown on a retinal

angiography image. As seen in Figure 26 clamping operation wipes outs the very

high intensity values such as iris center in retinal angiography images.

(a) image I (b) Î (c) I(m) (d) I(c)

(e) IC=min(I(m), I(c)) (f) max(IC - Î ,0) (g) (Equation 29) (h) actual segmentation

Figure 26: Rough segmentation steps for a retinal angiography image.

In Figure 24, Figure 25, and Figure 26 rough segmentation has got problems such as

having noise, lack of thin and low contrast vessel structures, and existence of

disconnected vessel like structures whereas actual segmentation eliminates such

problems. One can think “rough segmentation” as overall rough view of vessel

structures and LWSE as a detailed view of vessel structures. Actual segmentation is

obtained when the fluid heights became most similar to the “rough segmentation”.

(a) MIP view of a MRA (b) rough segmentation (c) actual segmentation

Figure 27: LSWE segmentation example.
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Step 4. Finding the water source

a) Finding single water source using scale space approach

Water source must be placed in a region where intensities are low and potentially

other low intensity regions are nearby. Such region(s) can be determined by the user

or automatically. If an automatic initialization algorithm is used this algorithm must

be robust to noise so it can escape from low intensity regions caused by noise. To

find such a water source in a computationally efficient manner a multi scale approach

is developed. Lower resolution image at level L is generated using the below filter
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(Equation 30)

where I(L) is image at level L, I(0) is the rough segmentation, and µ(L) is the average

intensity value in I(L). As L increases image size is halved and normalized to 1 so that

maximum intensity is always the brightest intensity value. Low resolution image

must contain enough information about darkest region so it must be larger than ɸ×ɸ

where ɸ = 16. In the lowest resolution image, position of darkest pixel position (P) is

found and in upper resolution image darkest pixel in 2 by 2 window is searched and

procedure is repeated up to the original image I(0) (Figure 28). Water source )(
,
source
yxW

is the circular region with radius rv and center point P. One can extend (Equation 30)

for 3D volume by adding one more summation term for the z axis.

(a) 2D example – MIP of MRA (b) 3D example - MRA (MIP view)

Figure 28: Water source detection using scale-space approach.

Computational complexity of the above algorithm is O(22k+1n +4k+ ɸ2)  O(n)

hence linear, where n is the number of pixels in the image I(0) and k is the number of

images in scale space.
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b) Finding thick vessels as water sources using filter-based approach

A single run of LSWE with single water source segmentation is limited to capture a

single vessel system. In addition, it causes longer convergence times. Fluid can pass

through small or medium sized gaps so that segmented vessel system can contain

small or medium sized gaps. But if there is a large gap or there are two separate

vessel systems then either more than one water source is needed or single source

method must be executed multiple times. Thick vessels can be detected as multiple

water sources (Figure 29.c, Figure 29.f) to remedy this issue using the below filter on

normalized rough segmentation
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where R~ is the normalized rough segmentation: )max(/~ RRR  , wsT is the threshold

value, rw is kernel radius, 2rw+1 is the width and height of a square window,
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zyx RR is used for suppressing thin vessels.

(a) 2D rough segmentation (b) )(~ sedthinSupresR of a (c) )(sourceW for a

(d) 3D rough segmentation (e) )(~ sedthinSupresR of d (f) )(sourceW for d

Figure 29: Water source detection using filter-based approach.
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Step 5. Preprocessing the image

To linearize SWE, Kass and Miller (1990) ignored convection / advection term

assuming the fluid with small velocity is placed on a smoothly varying ground. If

there is a high amount of noise or sharp changes in image then smoothly varying

grounds assumption does not hold. In a retinal image, the background is dark. Hence

this background is changed into bright values (Figure 30.a). But there are still sharp

changes in intensity, against the smoothly varying ground assumption, which in turn

fails the segmentation process (Figure 30.b). In Figure 30.c these sharp changes are

smoothed out therefore segmentation result is successful (Figure 30.d). If there is

high amount of noise in the image / volume then these sharp changes must be

smoothed only locally. Pre-processing may differ from modality to modality, for

example MRA or MRV images mostly do not require any pre-processing.

(a) retinal angiography
image

(b) failed
segmentation

(c) pre-processed retinal
angiography image

(d) successful
segmentation

Figure 30: Slowly varying ground assumption and its affects.

Step 6. Pumping water from water source(s)

Water is added to the system at each time step using the equation below

2/)( )(
,,,,,,

source
zyxzyxzyx Wdd  (32)

where dx,y,z is the water depth at voxel (x,y,z). This schema assures pumping

reasonable amount of water in to the vessel system hence slow velocity assumption

of LSWE holds. Water source is also adaptively modified using below equation so

that convergence becomes faster.
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where WAVD is average vessel depth in rough estimation.
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Water given into the system is limited with the height of vessel radius estimated in

rough segmentation. This schema prevents water to flood non-vessel regions in large

amount but small amount of water flood is always possible and must be controlled

using viscosity and vaporization schema. This approach assures existence of

reasonable amount of water in the system for homogenous water flow (Figure 31)..

b) MRA slice b) water source b) 10th iteration b) 20th iteration b) 30th iteration b) 40th iteration
Figure 31: 2D image, water source, and fluid evolutions.

Step 7. Calculating the LSWE time step and recalculating surface

ADI method is used for integration of (Equation 22) and (Equation 23) for 2D and

3D images respectively. Integration of rows on the initial 2D image and integration

of columns on the resulting 2D image using ADI method and a tridiagonal matrix

solver, such as TDMA algorithm, are shown in Figure 32. For both 2D and 3D

images we need to solve quite a few tridiagonal systems.

Figure 32: ADI method on 2D image with TDMA as solver

A list of the simulation parameters are given below in Table 3.

Table 3: List of simulation parameters
Parameter Unit Description Default

Ƨ2D Integration order for 2D (x-y, y-x)
Ƨ3D Integration order for 3D (z-x-y, y-x-z, x-y-z, z-y-x, y-z-x, x-z-y)
Δt Second Time step for simulation (0<Δt≤0.1) =10-2

Δx Meter Separation between samples along the x-direction (Δx>0) =10-3

Δy Meter Separation between samples along the y-direction (Δy>0) =10-3

Δz Meter Separation between samples along the z-direction (Δz>0) =10-3

Δh Meter Height of each pixel / voxel (Δh>0) [for 8 bit images] ≈10-4

 Artificial viscosity (water damping coefficient) (0≤ ≤1)
Vd Meter Vaporization depth (0≤Vd≤1)
Vr Vaporization ratio (0≤Vr≤1)

I(n) I(n+1)I(n+1/2

)
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Time step (Δt) must be small enough so that the finite difference assumption Δt  0

holds. If time step is too small, the numerical solution is unstable and simulation

times are too long. Experiments show that time step values between 10-3 and 10-2 are

reasonably small and provide satisfactory numerical accuracy with acceptable

simulation times. Δx, Δy, and Δz values must be small so that finite difference

assumption holds. Δh must be small enough compared to Δx, Δy, and Δz values so

that shallow water assumption holds.

When artificial viscosity is low, tiny amount of water may emerge in disconnected

areas (Figure 33.c, gray areas). In order to circumvent this problem, we devised a

‘vaporization scheme’ (Figure 33.b). When water depth (di) is less than a previously

defined vaporization depth (Vd) the depth is reduced by a vaporization ratio (Vr):



 


otherwise
VdifVd

dd diri
ii 0

(34)

If Vr is equal to 1 then vaporization reduces to a simple thresholding operation.

Entire water height (di) at nth iteration is defined as H(n). Vaporization may not be

required if the noise in image is inconsiderable and contrast in image is.

(a)  = 0.50 no vaporization (b)  = 0.25 vaporization (c)  = 0.25 no vaporization

Figure 33: Effect of viscosity and vaporization schema.

There are two advantages of using viscosity value less than average viscosity with

vaporization schema; the first advantage is that fluid evolution becomes faster and

LSWE able to capture thin vessels with low viscosity values.  This is one of the

powerful aspects of LSWE segmentation since viscosity parameter and vaporization

schema helps to control what will be the thinnest vessel in final segmentation (Figure

34). Viscosity and vaporization can be used together for severe level of noise.
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vaporization is used,  is, (b) 0.50, (c), 0.75, and (d) 1.00

vaporization is not used,  is (d) 0.25, (e) 0.50, (f), 0.75, and (g) 1.00

Figure 34: Analysis of viscosity and vaporization schema.

As seen in Figure 34, if viscosity is less than average viscosity (0.5), use of

vaporization effects final segmentation considerably. While viscosity values are

greater than or equal to average viscosity, use of vaporization differs less. Otherwise,

vaporization acts as regularization. As viscosity and vaporization increase, LSWE

fails to pass through gaps. If vessels contain gaps and we want the algorithm to pass

through gaps then we would need to work with lower viscosity values along with

vaporization to prevent tiny spills of water.

Occasionally, due to numerical round off errors, the surface of water can be lower

than ground height which may cause negative volumes. Kass and Miller suggested

clamping these negative volumes to zero and then recalculating the surface heights

and normalizing total volume so that no volume loss occurs. This simple approach

causes water transportation problem which can be prevented by tracking each fluid

region and the associated volume separately. In our case, this is not a problem, rather

a desired situation which helps fluid to fill regions beyond the gaps after it passes

through it. In Figure 35.b upper arterial system is filled with fluid and after a certain

time, the area does not expand anymore, instead height of fluid increases. When fluid
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finds a channel to pass through bottom vessel system (Figure 35.c) even if this

channel is very thin in size, fluid is transported very rapidly because of water

transportation phenomena (Figure 35.d). Below examples are given for 2D images to

illustrate experiments better but all these notions are also valid for 3D volumes.

(a) 10000th iteration (b) 30000th iteration (c) 34250th iteration (d) 37000th iteration
Figure 35: Fluid passing through a large gap.

Step 8. Calculating the error

In each iteration, smooth water height )(~ nH is found as follows:

2)~(~ )()1()( nnn HHH   (Equation 35)

where )(nH is water height calculated using LSWE integration in step 7, )1(~ nH is

blended water height in prior iteration, and 0~ )0( H . Error is the mean absolute

difference between blended water height ( )(~ nH ) and rough segmentation ( R ).
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where R is the rough segmentation. In first iteration there is no water in the system so

error has its highest value (Figure 36.e). Both )(
2

n
DE and )(

3
n
DE normalized to 1 by

dividing the error with the error of the first iteration (Figure 36). As fluid evolves

error decreases (Figure 36b-c) and when error become global minimum best

segmentation is obtained (Figure 36.d).
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(a) image to be segmented (b) 100th iteration (c) 500th iteration (d) 4675th iteration
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(e) error graph

Figure 36: Error graph for 2D segmentation.

Error graph may change considerably if rough segmentation, water source or

simulation parameters are changed. In Figure 37 segmentation using single water

source is shown where convergence took 45000 iterations and there are 3 minimums.

In Figure 38 thick vessels as water source is shown where convergence took 30000

iterations and there is only a global minimum.

(a) image to be segmented (b) water source (c) segmentation result
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(d) error graph
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Figure 37: Error graph for single water source using scale space approach.

(a) image to be segmented (b) water source (c) segmentation result
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(d) error graph

Figure 38: Error graph for water sources using filter-based approach.

Step 9. Detecting possible minimums

An error term is used to detect convergence of the algorithm, but at the convergence

point error may be far from being the minimum (Figure 39).
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Figure 39: Error graph with two local minimums.

So during iterations if an error becomes a minimum it must be detected and result

must be stored as the best result for that time instance. However we can only detect a

minimum after the error increase, which is detected at the next iteration, after the real

minimum point is already passed. Since there may be tiny oscillations in the error

local minimum global minimum
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this simple approach will lead to detection of many false possible minimums. At

each possible minimum, the current result needs to be copied as the best result this

will lead to large number of memory copy operations. This issue can be addressed by

allowing copying only after checking a tolerance value. If the error is in an upward

direction, which means there is already a detected minimum error, (Equation 38) can

be used to detect a possible minimum

tolerancem

mn

M
EE
EE





)(
min

)0(

)(
min

)(

(Equation 38)

where 210toleranceM is the tolerance value for detection of possible minimums, )(nE

is the error at nth iteration, )0(E is the maximum error, and )(
min
mE is the minimum error

found at the mth iteration. This method does not give the minimum point but it gives

a point in a few steps ahead which causes an ignorable difference in segmentation

result. (Equation 38) will become true only for once if the error graph is smooth and

contains only a global minimum. Error may contain small oscillations so (Equation

38) is satisfied 1-5 times which is still reasonably a small amount. If the tolerance

value is increased then the number of possible minimum detection will be more

immune to oscillations but the difference between the real minimum and possible

minimum will also increase. If error becomes stationary (Equation 38) will always

produce a false value and algorithm will never able to converge (Figure 38, after

25000th iteration). This issue can be resolved by detecting the stationary error via

- keeping the last K (e.g. 1024) errors (efficiency is obtained using modulo operator),

- dividing these errors into 4 groups and calculating average error for each group,

- concluding stationary error and also a possible minimum if error average between

the groups is less than a tolerance value (e.g. 10-5).

Step 10. Testing for the convergence

Error may contain more than one local minimums hence there may be local

minimums (Figure 40.b) before the global minimum is reached (Figure 40.c).

Finding the global minimum is not guaranteed if the algorithm stops as it reaches a
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minimum point. There may be also many small local minimums due to small

oscillations in the error. To alleviate such problems a tolerance value is used to

decide the convergence in an efficient way using a convergence criterion given as

tolerancem

mn

C
EE
EE
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min

)0(

)(
min

)(

(Equation 39)

where toleranceC is the convergence tolerance ( 10  toleranceC ), )(nE is the error at nth

iteration, )0(E is the initial error (maximum error), and )(
min
mE the minimum error

found until the mth iteration. Best segmentation occurs when error decreases to global

minimum. In Figure 39, there are 2 local minimums where last local minimum is also

a global minimum. In Figure 36 there is only one local minimum which is also a

global minimum.

(a) image to be segmented (b) premature convergence (c) best result

Figure 40: Premature convergence example.

Tolerance value must be greater than certain level to guarantee not being trapped in

local minimums or small oscillations in the error. Tolerance value of 0.25 is

sufficient to overcome most of the gaps while keeping the number of iterations in a

reasonable number. In Figure 41 segmentation results and corresponding error graphs

are shown (water source via filter-based approach and tolerance value of 0.25).
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Figure 41: Example error graphs.
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Step 11. Post processing the best result

Resulting segmentation may contain tiny fluid columns which can also interpreted as

background noise. Especially with low viscosity values and without using

vaporization, segmentation result is more prone to deteriorated by such noises. To

eliminate such noises and enhance vessels, the approach shown below can be used:

a. Small fluid columns are thresholded using Tp parameter (Figure 42.a).

b. Gaps are recovered using coherence-enhancing diffusion filter (Figure 42.b).

c. Smoothed regions (due to coherence-enhancing diffusion) are thresholded.

d. Disconnected and isolated regions which are small in size are removed.

Although above procedure contains many steps “step a” is enough for most of the

modalities if noise level in the image is not very high.

Figure 42: Post-processing example.

Step 12. Saving / displaying the best result

LSWE best segmentation result (at global minimum), sub-optimum segmentation

results, thresholded result, coherence-enhancing diffusion filtered result, and its

binarized version are stored in the disk for later analysis or display purposes.

Simulation steps for BrainWeb volume are briefly shown in Figure 43.

rough segmentation 10th iteration 100th iteration 200 th iteration 300th iteration 360th iteration 500th iteration
Fluid evolution (pump water from water source + LSWE time step)

water source
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Figure 43: Simulation steps.

a b
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3.6 Disconnected Vessel Systems

If there are more than one disconnected vessel systems having large gaps between

them, then a single water source may fail to segment all of the vessel structures.

There are two possible alternatives for overcoming this problem

a) using water source via filter-based approach.

b) starting another water pump, when one area is completely segmented.

In Figure 44 MRA algorithm is executed four times on the same volume where each

time extracted vessel structures are removed from MRA volume for next run.

Top to bottom: first execution, second execution, third execution, fourth execution
Left to right: MIP of MRA, rough segmentation, water source (red), segmentation result

Figure 44: Multiple, four, execution with different water sources.
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3.7 Calibration of Parameters

There are 13 parameters (Table 4) which affect the final segmentation and each

parameter must be tuned for each modality such as brain MRA, brain MRV, retinal

angiography … etc.

Table 4: List of algorithm parameters
Parameter Belongs to Description Value range Default value Approach

rv Rough segmentation Maximum vessel radius 1< rv 5 Manual
Trs Rough segmentation Noise removal threshold 0≤ Trs ≤1 0.1 Manual
rw Water source Thin structure suppressing radius 1< rw 1 Manual
Tws Water source Noise suppressing threshold 0≤ Tws ≤1 10-2 Manual
Δt Fluid evolution Time step for simulation 0<Δt≤0.1 10-3 User choice

Δx, Δy, Δz Fluid evolution Separation between samples Δx, Δy, Δz>0 10-3 Fixed
Δh Fluid evolution Height of each pixel / voxel Δh>0 10-4 Automatic
 Fluid evolution Artificial viscosity 0≤ ≤1 0.5 User choice
Vd Fluid evolution Vaporization depth 0≤Vd≤1 10-2 Automatic
Vr Fluid evolution Vaporization ratio 0≤Vr≤1 0.5 Automatic

Mtolerance Fluid evolution Possible minimum tolerance 0< Mtolerance ≤1 10-2 User choice
Ctolerance Fluid evolution Convergence tolerance 0< Ctolerance ≤1 0.25 User choice

Tp Post-processing Noise removal threshold 0≤ Tp ≤1 10-2 Fixed

Optimizing these parameters for each modality is very difficult since search space is

very large and nonlinear. There are 3 approaches for choosing optimum parameters:

- Manually minimizing segmentation error with respect to parameters

- Automatically minimizing segmentation error with respect to parameters

- Combining manual and automatic approaches

First we have to define an error metric such as Jaccard distance or weighted

sensitivity and specificity or F-measure. Jaccard index is defined as

||
||),(

BA
BABAJ



 (Equation 40)

where A is the binary map of segmentation result, and B is the binary map of ground

truth. When perfect segmentation is obtained A equals to B hence Jaccard index

equals to 1. When segmentation is completely fails A intersection B is zero hence

Jaccard index equals to 0. If we maximize Jaccard index with respect to the

parameters in Table 4, optimum segmentation parameters can be obtained.
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Sensitivity and specificity analyses can be used to understand the effect of the

parameters on the algorithm. Sensitivity (recall) and specificity (precision) are

calculated as

FPTN
TNspecifity


 (Equation 41)

FNTP
TPysensitivit


 (Equation 42)

where TN is number of true negatives, TP is number of true positives, FN is number

of false negatives, and FP is number of false positives. For two class problem the

sensitivity and specificity values are dependent to algorithm parameters such as

threshold. If specificity is 1 (100%) then algorithm is able to detect all non-vessel

structures. If sensitivity is 1 (100%) then algorithm is able to detect all vessel

structures. When sensitivity and specificity both equals to 1 then 100% segmentation

success is obtained. If we know optimum parameters values then sensitivity and

specificity analyses for each parameter around that optimum point can done in order

to understand behavior of each parameter.

We can combine sensitivity and specificity as a correlation coefficient CC

))()()((
)()(

TPyspecificitNTPysensitivitN
TPyspecificitysensitivitNCC



 (Equation 43)

where N is the number of data (TP+TN+FP+FN), and sensitivity and specificity are

different than zero (Baldi et al 2000). We can combine sensitivity and specificity as

a performance measure as

yspecificitysensitivit
yspecificitysensitivitF




 2 (Equation 44)

which is called as F-measure (Rijsbergen 1979). F-measure (Equation 43) can be

maximized with respect to algorithm parameters in Table 4.

Parameters in Table 4 can be optimized using stochastic methods such as simulated

annealing or genetic algorithm. In case of initial values for parameters being close to

global optimum Powell method or simplex method can also be used.



60

To decrease the search space, the parameters in Table 4 are divided into 4 groups;

manual, automatic, user choice, and fixed. Rough segmentation and water source

parameters can be found using visual investigations on data and by trial and error.

Vessel radius must be set as maximum vessel radius in the target anatomical place

and target modality. For example rv =3 will be sufficient for brain MRA volumes.

Noise must be decreased but not completely eliminated (Figure 25.f-g, Figure 26.f-g)

in rough segmentation. Trying to threshold all noise values will cause lack of thin

and low contrast structure in rough segmentation and also in segmentation error term

since low contrast vessels hard to differentiate from noise. Water source must contain

major vessel components and no non-vessel components at all. In rough

segmentation there are low contrast and thin vessel structures mixed with noise. In

water source detection, all noise must be eliminated so that low contrast and thin

structures are also eliminated for the sake of that purpose (Figure 29). Time step (Δt)

can be set between 10-2 and 10-3 since other values may cause very long simulation

times or degraded numerical accuracy. Separation between samples can be fixed

such as 1 meter. Water has to be shallow therefore fixing separation between samples

and trying to optimize Δh parameter will be sufficient for that purpose. Viscosity can

be selected high if thin vessel structures are not needed. To be able to capture thin

and low contrast vessel structures low viscosity values can be preferred. But low

viscosity may cause segmentation results to become noisy. As an initial guess, 0.5 is

a proper value for viscosity. User can increase or decrease viscosity according to

results of the segmentation and his or her own needs. Vaporization depth and

vaporization ratio are critical since they determine how large the gap fluid can pass

through and level of noise elimination. High vaporization decreases the noise level in

segmentation result but at the cost of missing low contrast and thin structures and

depleted ability of passing through gaps. Noise removal in post-processing must be

minimal if low contrast and thin structures need to be preserved such as 10-3.

Explained approach allows us to optimize only 3 parameters automatically which

shrinks the search space considerably.



61

CHAPTER 4

CPU AND GPU IMPLEMENTATIONS

4.1 CPU Implementation

All the implementations are done using C++ since it produces efficient and fast

running executable. Using C++ typedef keyword new type definition for the floating

variables (float, double) is created with the type name “number”. If “number” has

type of float whole simulation runs in single precision and if “number” has type of

double whole simulation runs in double precision. Experiments show that single

precision is approximately 20% faster comparing to double precision with no

observable extra round of error. For this reason and 50% memory saving we prefer to

use single precision within our implementations. All the other performance

optimizations are carefully implemented to achieve maximum possible execution

speed such as efficient use of pointers, and minimizing cache misses.

Keeping track of computational domain (CD) and solving LSWEs within this domain

is one of the most effective optimization we developed (Figure 45) which provides

1.5-2 times speedup. The computational domain is found dynamically by expanding

the bounding box of wet region by 1 pixel / voxel. Since time step, as well as the

amount of water pumped in to the system is small, fluid can only expand 1 pixel or

voxel in each time step (Figure 45).
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(a) 1D LSWE (b) 2D LSWE
Figure 45: Dynamic tracking of computational domain (CD)

Multi-core implementations are realized using OpenMP which is specifically

designed for scientific computation such as array processing. Figure 46 shows CPU

times for Intel i5 3.2 GHz processor which has got 2 cores with 4 hardware threads.

Speedup in 4 threads is 2 twice compared to single thread implementation. 2 and 3

threads provide speedups close to 4 threads. For Intel i7 processor with 8 threads

speedup factor is 5 times comparing to single thread implementation. Although our

algorithm can utilize hundreds of CPU threads, this is only possible through server

categorized hardware which is an expensive solution.
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Figure 46: 1-4 threads and CPU times during fluid simulation.

CPU codes are efficiently implemented but simulation times are still high since

 Time step varies between 10-2 and 10-3 which causes thousand iterations.

 Large number of 1D tridiagonal linear systems must be solved at each time step:

- 2D: 300x400 400 tridiagonal system + 300 tridiagonal system resulting in

700 tridiagonal systems at each time step.

- 3D: 200x220x150  200x220 + 200x150 + 200x150 resulting in 104000

tridiagonal systems at each time step.
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4.2 CUDA Implementation

Since CPU architectures are not parallel in nature, even multi-core CPUs are not able

to scale for highly parallel algorithms. Since LSWE has linear computational

complexity, simulation time increases proportional to the size of the image or

volume. One way to increase speed is to use of parallel processing using multithread

CPU implementation but a better way is using streaming processor implementation

such as Nvidia Compute Unified Device Architecture (CUDA) technology.

4.2.1 CUDA Overview

CUDA is a parallel computing architecture which allows utilization of streaming

processing power of Nvidia graphics cards using supported development platforms

such as C/C++. C for CUDA defines minimal set of language extensions to C/C++

hence the learning curve is fast but writing an optimized CUDA code is not a trivial

task. CUDA based applications run on a virtual instruction set and memory having

parallel computational elements in CUDA supported GPUs. CUDA allows the

developer to use CPU and GPU coding in the same code base by providing seamless

integration of CPU and GPU source codes. CPUs are serial processing machines

which provide few very fast threads whereas GPUs are parallel machines which

execute many concurrent threads at the same time but with comparably slower

speeds. CUDA performs especially well for problems which are parallel in nature

such as algorithms running on 1D, 2D or 3D arrays. Processing power of CUDA

supported devices increase exponentially each year (Figure 47) while they are 10

times cheaper compared to equivalent CPU based systems. Nvidia’s latest

technology Fermi already became mainstream as it provides enterprise computing

features such as ECC support, parallel data cache technology, and better support for

double precision operations.
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(a) floating-point operations per second (b) memory bandwidth of the CPU and GPU

Figure 47: Exponential performance growth of CUDA versus CPU
(CUDA Programming Guide).

Since LSWE is parallel in nature, CUDA is an appropriate solution to speed up the

implementation. If we use TDMA for solving tridiagonal matrices, serial nature of

TDMA will prevent full utilization of CUDA. We used one step Jacobi method as an

approximation to solution of tridiagonal system so that all serial operations are

converted into parallel operations. The Jacobi iteration may converge in one step,

since simulation time step is very small and the change in fluid heights occur in a

very small amounts. Experiments show that there may be small differences with

TDMA and one step Jacobi for early iterations. However, in later iterations

difference becomes very small and goes to zero as algorithms converges (Figure 48).
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Figure 48: Error graph for TDMA and one step Jacobi.

On the other hand, one can use cyclic reduction tridiagonal solvers (Göddeke and

Strzodka 2010) which are specifically developed for CUDA instead of TDMA so

that parallelism can be achieved without loss of accuracy.
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4.2.2 Jacobi Approximation to LSWE Solver

Ah=y where y is a vector and A is a symmetric tridiagonal (positive definite and

diagonally dominant) matrix which are defined in (Equation 20) and (Equation 21).

The Jacobi method will always converge if the matrix A is strictly or irreducibly

diagonally dominant4. We can define A as a sum of a diagonal entries and remainder

as follows:
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 (Equation 45)

where n is the iteration number, w is the number of water columns in 1D fluid,
i=0,1,…,w is the water column index, x-1=xw=f-1=0 due to boundary conditions, and

))(1( )2()1()1(   n
i

n
i

n
ii hhhy  is the (Equation 21) applied on a single water

column. ei and fi values are the ones used within (Equation 20) and (Equation 21).

In (Equation 45) each fluid column height can be calculated independently from

other column heights. We only need to store h(n) in a separate array until calculation

of all h(n+1) values are completed. For an arbitrary h vector an initial guess must be

assigned to h and (Equation 45) must be iterated until no significant change occurs in

h. For our LSWE solver initial guesses are the fluid heights which are calculated in

the prior iteration. Since change in h is very small we can use (Equation 45) only one

step as an approximation. (Equation 45) allows efficient use of threads and use of

shared memory for coalescing memory access which is a major performance

optimization (CUDA Best Practices).

4 Magnitude of the diagonal entry is larger than or equal to the sum of non-diagonal entries in a row
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In Table 5 the computational sub steps of the algorithm and each step’s

implementation choice, execution count, and computational load are given.

Table 5: Algorithm sub steps and implementation status.
No Sub step name Implementation Execution Computation Explanation

1 Load image/volume CPU Single Low Disk input/output
2 Coordinate transformation CPU / OpenMP Single Low Portable to CUDA
3 Rough segmentation CPU / OpenMP Single High Portable to CUDA
4 Water source detection CPU / OpenMP Single High Portable to CUDA
5 Pre-process CPU / OpenMP Single Average Portable to CUDA
6 Pump water CUDA Multiple Average 10 CUDA kernels

(Table 6)7 LSWE integration CUDA Multiple High
8 Calculate error CUDA Multiple Average
9 Post-process CPU / OpenMP Single Average Portable to CUDA
10 Save / display result CPU Single Low Disk input/output

Table 6 shows the list of CUDA kernels used in parallel processing, such that Δh is

height of a water column, Δx, Δy, Δz are pixel separation distances, Δt is LSWE

integration time step, R is rough segmentation, W is water source, B is ground

heights, D is water depths, D* is blended water depths, H(n) is water surface heights at

nth iteration, H* is temporary surface heights, Nr is volume normalization ratio,  is

viscosity, Vd is vaporization depth, and Vr is vaporization ratio.

Table 6: List of CUDA kernels used in proposed method.
Kernel name Parameters Explanation
intialize Δh, R, W, B, D, H(n),H(n-1),H(n-2) Copies data from host to device
pumpWater Δt, D, W D (1- Δt)D + Δt W
reduce6 S, T Array sum with reduction: T ΣS

findSurfaceLevel B, D, H(n) H(n) max(H(n), B)
D H(n) – B

horizontalIntegration  , Δt, Δx, D, H(n),H(n-1),H(n-2),H* Jacobi approximation with ADI
verticalIntegration  , Δt, Δy, D, H(n),H(n-1),H(n-2),H* Jacobi approximation with ADI
depthIntegration  , Δt, Δz, D, H(n),H(n-1),H(n-2),H* Jacobi approximation with ADI

prepareWaterHeights B, D, H(n), H(n-1), H(n-2)
H(n-2) H(n-1)

H(n-1) H(n)

H(n) B + D

recalculateVolumes Nr, Vd, Vr, B, D, H(n), D*

D Nr D volume preservation
D D - Vr D for water columns D<Vd
H(n) B + D
D* (D*+ D) / 2
W max(W, D*)

findError D*, R, E E |R – D*|  (sum using reduce6)
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In Fermi GPUs maximum number of threads in a block is 1024 but choosing 256 or

512 threads in a block is common in use. Profiler data shows that 256 and 512

threads in a block size are good choice for horizontal, vertical, and depth integration

kernels. For all other kernels number of threads in a block is 512. Thread structure

and shared memory usage of integration kernels are given in Table 7.

Table 7: Integration kernels thread structure and shared memory usage.
Integration kernel Block dimension Thread count Shared memory Shared memory usage
Horizontal 32x8 256 [33x8]x3 float 3168 bytes
Vertical 32x16 512 [33x16] x3 float 6336 bytes
Depth 32x8 256 [33x8] x3 float 3168 bytes

Each integration kernel contains 5 integer parameters, 2 float parameters, 5 float

pointer parameters, 5 local integer variables, 2 local float variables, 2 if statements, 4

conditional operators, 18 addition operations, 15 subtraction operations, 10

multiplication operations, 2 division operations, 1 modulo operation, and 2

synchronizations (via __syncthreads()).

In integration kernels, each water column is computed using (Equation 45). To

compute (Equation 45) two neighbor water column heights (D) and water surface

height (H) are needed. For horizontal integration and 32x8 block dimension 256

threads are created within each block. For coalescing memory accesses 3 shared

memory arrays are created having size of 33x8, where last column is used as padding

column for avoiding shared bank conflicts. New water surface heights are calculated

for threads (1,0) – (30,7). For threads (0,0)-(0,7) and threads (31,0)-(31,7) meaning

6% of total threads no computation is done. In Figure 49 no computation is done for

the threads corresponding to 0th column and 31th column. Last column is added for

padding to avoid shared memory bank conflicts.

Figure 49: Shared memory usage (f, x, d arrays).
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4.2.3 CPU versus CUDA Comparisons

We tested our CPU and CUDA implementations using a workstation with 3.2 GHz i5

CPU (2-core, 4 hardware threads support), 4GB RAM, and Nvidia GTX 465

graphics card (GTX 590 has approximately three times more computational power).

For 3D volumes, 2 threads CPU is 1.77 times faster than single thread CPU, CUDA

is 45 times faster than single thread CPU and 25 times faster than 2 threads CPU. For

2D images, 4 threads CPU is 1.99 times faster than single thread CPU, CUDA is 12

times faster than single thread CPU and 6 times faster than 4 threads CPU (Table 8).

Table 8: Example iteration times for i5 CPU (3.2 GHz) and GPU (GTX 465)
Volumes Data size

(in bytes)
CPU

1 core (ms)
CPU

4 core (ms)
CPU-4 vs

CPU-1
CUDA

(ms)
CPU-1 vs

CUDA
CPU-4 vs

CUDA
224x256x220 12,615,680 2801.91 1420.71 1.97 47.12 59.46 30.15
256x256x176 11,534,336 2168.30 1406.99 1.54 43.78 49.53 32.14
256x256x155 10,158,080 1852.50 1058.14 1.75 38.43 48.20 27.53
282x281x127 10,028,047 1542.41 917.83 1.68 38.15 40.43 24.05
181x217x181 7,109,137 1203.04 630.91 1.91 27.61 43.57 22.85
240x240x120 6,912,000 970.11 614.76 1.58 26.66 36.39 23.06
132x166x137 3,001,944 498.74 256.23 1.95 12.36 40.35 20.73

1.77 45.42 25.79

565x584 329,960 29.45 14.23 2.07 1.33 22.14 10.70
382x401 153,182 10.98 5.37 2.04 0.83 13.23 6.47
345x390 134,550 8.93 4.48 1.99 0.76 11.75 5.89
348x386 134,328 8.82 4.34 2.03 0.76 11.61 5.71
346x385 133,210 8.91 4.46 2.00 0.76 11.72 5.87
348x382 132,936 8.95 4.60 1.95 0.76 11.78 6.05
337x378 127,386 8.50 4.19 2.03 0.74 11.49 5.66
330x386 127,380 8.56 4.15 2.06 0.74 11.57 5.61
330x377 124,410 8.23 4.13 1.99 0.75 10.97 5.51
300x290 87,000 5.36 3.26 1.64 0.62 8.65 5.26

1.98 12.49 6.27

In Table 8 iteration times is equal to (host to device copy + 100 iteration + device to

host copy) / 100. Initializations such as rough segmentation, water source detection

and CPU-GPU memory transfer times5 are negligible compared to integration cost.

5 565x584 image (copy / integration) (508 + 203) / (1000 x 963) 7x10-4 0

224x256x220 volume (copy / integration) (53494 + 21047) / (1000 x 37316) 2x10-3 0
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CHAPTER 5

RESULTS AND VALIDATION

Proposed method is analyzed and validated using synthetic data sets, clinical dataset,

and public datasets containing MRA, MRV, and retinal angiography images.

5.1 Analysis of the Method

5.1.1 Vessel Shapes

To analyze the effect of vessel sizes nine 3D synthetic vessel structures divided into

3 groups are created (Figure 50). Differences between the vessels are in their

thickness, curvature, and size difference in both ends. Artificial uniform background

is added to all vessel structures in Figure 50.

Figure 50: Various synthetic vessel structures

Segmentation result for the vessel structures in Figure 50 is analyzed under different

amount of peak signal-to-noise ratio (PSNR) settings in logarithmic decibel (dB)

scale are presented in Table 9 and Table 10.

1 2 3 4 5 6 7 8 9
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Table 9: Segmentation successes for synthetic vessel structures.

Noise free original image PSNR=26 dB
Jaccard Sensitivity Specificity F-measure Jaccard Sensitivity Specificity F-measure

Vessel 1 100.00 100.00 100.00 100.00 99.38 100.00 100.00 100.00
Vessel 2 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Vessel 3 100.00 100.00 100.00 100.00 99.80 100.00 100.00 100.00
Vessel 4 100.00 100.00 100.00 100.00 99.89 100.00 100.00 100.00
Vessel 5 99.93 100.00 100.00 100.00 99.70 99.93 100.00 99.96
Vessel 6 100.00 100.00 100.00 100.00 99.04 99.88 100.00 99.94
Vessel 7 90.37 90.37 100.00 94.94 73.85 73.89 100.00 84.98
Vessel 8 76.39 76.39 100.00 86.61 61.71 61.77 100.00 76.36
Vessel 9 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Average 96.30 96.31 100.00 97.95 92.60 92.83 100.00 95.69

Min 76.39 76.39 100.00 86.61 61.71 61.77 100.00 76.36
Max 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

Table 10: Segmentation successes (Jaccard) for noisy synthetic vessel structures

Original PSNR=30 PSNR=24 PSNR=21 PSNR=18 PSNR=16 Average Min Max

Vessel 1 100.00 98.85 97.19 86.26 88.61 88.20 93.19 86.26 100.00
Vessel 2 100.00 100.00 98.05 92.86 78.20 81.63 91.79 78.20 100.00
Vessel 3 100.00 99.84 97.10 87.31 80.55 72.74 89.59 72.74 100.00
Vessel 4 100.00 99.84 97.81 74.78 74.98 72.33 86.62 72.33 100.00
Vessel 5 99.93 99.82 97.91 77.63 67.20 59.25 83.62 59.25 99.93
Vessel 6 100.00 99.70 97.16 80.28 80.79 76.77 89.12 76.77 100.00
Vessel 7 90.37 84.50 72.30 58.71 38.00 44.99 64.81 38.00 90.37
Vessel 8 76.39 72.03 62.48 47.90 37.55 38.07 55.74 37.55 76.39
Vessel 9 100.00 100.00 98.50 82.85 67.94 66.23 85.92 66.23 100.00
Average 96.30 94.95 90.94 76.51 68.20 66.69

Min 76.39 72.03 62.47 47.90 37.55 38.07
Max 100.00 100.00 98.50 92.86 88.61 88.20

Some observations are as follows:

- Performance for vessel 2 is best (straight, constant vessel radius).

- Performance for vessel 1 and 3 is second best (straight, smooth shape change).

- Performance for vessel 4, 5, and 6 is well (low curvature, smooth shape change).

- Performance for vessel 9 is well (sharp curvature, constant vessel radius).

- Vessel 7 performs badly (sharp curvature).

- For vessel 8 performance become worse (sharp curvature, rapid shape change).
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These observations imply that the success of the algorithm mostly depends on the

amount of change in vessel radius, then the amount of noise, and least on the amount

of vessel curvature. Although vessel structures in human body have low curvature

and slow change in vessel radius, patients having anomalies may have unexpected

vessel structures which may cause performance degradation in LSWE. The algorithm

is also able to perform well up to certain amount of noise which is also sufficient for

real world data. If the image contains higher amount of noise or some local sharp

intensity variations, then it must be pre-processed to decrease the noise level.

5.1.2 Rough Segmentation

Rough segmentation is used for detecting water source and guiding convergence

time. Therefore parameter selection is critical to obtain a good rough segmentation.

Estimated vessel radius (Vr) and noise threshold (0≤Trs≤1) determines the vessel

structures and amount of noise mixed with thin vessels contained in the rough

segmentation. Vessel radius can be determined by finding maximum vessel size from

literature for the target anatomy. Best noise threshold can be determined by visually

determining rough segmentation for few data sets to make them contain almost all

thick vessels and some amount of thin vessels and noise. For the synthetic vessel

structure presented in Figure 51 threshold values between 0.2 ± 0.1 produce correct

segmentation results which cover the 20% of the threshold range. It shows that any

Trs value around optimum threshold value will yield the same segmentation result.

(a) 0rsT (b) 05.0rsT (c) 20.0rsT (d) 35.0rsT (e) 40.0rsT (f) 45.0rsT

Figure 51: Rough segmentation (top row) and its effect on result (bottom row)
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5.1.3 Water Shallowness

SWE assumes water columns to be shallow. However, when water columns are very

shallow, then the depth of water becomes negligible compared to gravity. Therefore,

maximum ground depth (Δh) must be chosen accordingly. In Figure 52, different

maximum ground depth (10-3≤Δh≤103) values and corresponding average Jaccard

index values for the first 5 patients (IDs: 4, 5, 6, 18, 20) in BrainWeb database is

shown. As seen in Figure 52, for BrainWeb database best segmentation is obtained

(Jaccard index = 88.06%) when Δh equals to 10-1 meter (log10Δh=-1). Segmentation

performance decreases for lower and higher values than Δh = 10-1.
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Figure 52: Segmentation success for different Δh values on BrainWeb database.

5.1.4 Time Step

Kass and Miller used an implicit method hence they claimed that numerical schema

is always stable thus large time steps are allowed [27]. Within LSWE, simulation

time step is divided by grid space and then squared hence two parameters lead to one

parameter in essence. Small time step values result in long simulation times and

premature convergence, while large time step values result in degraded numerical

accuracy. Moreover, large time steps are not allowed since one step Jacobi method

requires change in water heights to be small at the each iteration. In Figure 53,

different time step (10-2≤Δt≤10) values and corresponding average Jaccard index

values for the first 5 patients in BrainWeb database is shown. As seen in Figure 53

best segmentation is obtained when Δt equals to 1 second. Numerical accuracy and

segmentation performance decreases for time steps deviating from 1 second.
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Figure 53: Segmentation success for different Δt values on BrainWeb database

An interesting phenomenon occurs when time step is greater than 10-2 such that fluid

can flow in upward direction. To illustrate this phenomenon, a simulated vessel with

smoothly changing ground height is created (Figure 54).

(a) synthetic dataset (b) 3D height map representation of synthetic dataset

Figure 54: Synthetic 2D vessel structure on non-flat ground.

If we use small time step then water will accumulate in low regions as expected

(Figure 55.a-c). But if we run the LSWE with larger time step, fluid flow will be able

to move in upward direction unrealistically. This phenomenon seems very similar to

surface tension which is caused by cohesive forces among the fluid molecules and

result in capillary action. In cases where water source is placed in a thick vessel, fluid

will be flowing through vessels even if the ground is upwards (Figure 55.d-f). But if

we place the water source in a higher ground inside a thin vessel water may flood to

the outside of vessel (Figure 55.g-i).

Main reason for this phenomenon is not intuitive but this observation can be still

useful for vessel segmentation in retinal angiography and similar images having

smoothly changing ground height (Figure 56).
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Δt=10-4: (a) initial placement (b) 15000th iteration (c) 30000th iteration

Δt=10-2: (d) initial placement (e) 125th iteration (f) 575th iteration

Δt=10-2: (g) initial placement (h) 50th iteration (i) 575th iteration

Figure 55: Effect of large time steps.

(a) retinal angiography image (Staal et al 2004) (b) 3D height map representation

(c) 100th iteration (d) resulting water heights (e) thresholded

Figure 56: Vessel segmentation from retinal angiography image.
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5.1.5 Viscosity

SWE and consequently LSWE models inviscid fluid flow hence (Equation 9) does

not contain any term related to viscosity. Therefore (Equation 20) which is the matrix

form of discretized (Equation 9) does not provide any viscous fluid flow behavior.

Right hand side of (Equation 20) can be considered as extrapolation of the previous

evolution’s water surface. Using this fact, Kass and Miller (1990) slightly changed

the (Equation 20) to create (Equation 21) by introducing damping in the

extrapolation thereby they are able to add artificial viscosity into the LSWE. In

Figure 57, different viscosity values and corresponding average Jaccard index values

for the first 5 patients in BrainWeb database is shown. For noise free volumes, best

segmentation results are obtained for τ=0.3 (solid line), and for the same volumes

with PSNR equals to 30 dB best segmentation results are obtained for τ=0.6 (dotted

line). Results for τ=0.3 and τ=0.6 are close to each other. For images containing

noise, viscosity must be increased to create smoother fluid boundary which is less

prone to noise. In that sense, viscosity acts as regularization term on fluid boundary.

However, there are two down sides of using higher viscosity values; slower fluid

evolution, and miss of thin structures due to smoothed boundary
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Figure 57: Segmentation success for different viscosities on BrainWeb database.

In Figure 58 segmentation results of MIP view of MRA for three different viscosity

values are shown. Since MRA in Figure 58 contains few amount of noise change in

viscosity parameter does not affect the segmentation result significantly. Thus,

different viscosity values result in similar segmentation performance for nine 3D

synthetic noiseless vein structures (Table 11).

Solid line: noise free
Dotted line: PSNR=30 dB
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a) MIP view of MRA b) segmentation result )0( 

c) segmentation result )5.0(  d) segmentation result )1( 

Figure 58: Segmentation results for different viscosity values.
Black vessels: segmentation result, red vessels: difference with (b)

Table 11: Segmentation successes (Jaccard) for different viscosity levels
Viscosity 0.00 0.25 0.50 0.75 1.00 Average Min Max
Vessel 1 97.13 97.13 97.13 100.00 100.00 98.28 97.13 100.00
Vessel 2 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Vessel 3 99.01 99.20 99.80 100.00 100.00 99.60 99.01 100.00
Vessel 4 99.46 99.61 100.00 100.00 100.00 99.81 99.46 100.00
Vessel 5 98.47 99.05 99.34 99.93 99.93 99.34 98.47 99.93
Vessel 6 98.51 98.51 98.80 100.00 100.00 99.16 98.51 100.00
Vessel 7 91.16 92.96 92.42 90.53 90.48 91.51 90.48 92.96
Vessel 8 82.73 80.74 78.44 76.78 76.71 79.08 76.71 82.73
Vessel 9 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Average 96.27 96.36 96.21 96.36 96.35

Min 82.73 80.74 78.44 76.78 76.71
Max 100.00 100.00 100.00 100.00 100.00

Viscosity values can vary spatially such that viscosity can have a linear relation with

the variance of a pixel or radius of vessel or image gradient. We used variance to

create a spatially varying viscosity map. For each pixel, variance within a window

(e.g. 5x5) can be calculated. In edge pixels (vessel borders) and noisy pixels,
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variance will be higher hence viscosity will be higher and for smooth regions

viscosity will be lower. By this definition of viscosity, fluid flow will be faster in

smoother regions and fluid flow will be slower in noisy regions or at vessel borders.

In Figure 59.b variance map and corresponding viscosity map are shown.

(a) 2D image (b) variance map (c) fused a + b

Figure 59: Image and its variance map.

In (Equation 21) we can only define a fixed viscosity value for 1D height map. Since

we want viscosity value to vary spatially it must have different values for each pixel

thus (Equation 21) is not suitable. In order to parallelize LSWE Jacobi approximation

is used and pixel based height update formula is obtained in (Equation 45). In this

equation yi values containing independent viscosity values such that yi is defined as

))(1( )2()1()1(   n
i

n
ii

n
ii hhhy  (Equation 46)

where i (alias for x ) corresponds to viscosity value for each water column in 1D

height map. yx, and zyx ,, is defined in 2D and 3D using ADI method applied on

(Equation 45). For 2D volume yx, is calculated using (Equation 49)
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where 2k+1 is window size, )(
,

yxb is the mean of ground height at point P(x,y), )(

,

yxb is

variance of ground height at P(x,y), and  is the minimum viscosity level. (Equation

49) maps ground height variance values between  and 1.
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There are just minor improvements (red vessels in Figure 60.c) in segmentation

result with spatially varying viscosity. For image having high amount of noise,

spatially varying viscosity schema can be used instead of a fixed high viscosity value

for obtaining similar segmentation result in shorter time.

(a) MIP view of
brain MRA

(b) fixed viscosity
)0( 

(c) spatially varying
viscosity )10(  

Figure 60: 2D image segmented with fixed and spatially varying viscosity.

5.1.6 Vaporization

Vaporization schema eliminates water columns which floods to non-vessel regions.
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Figure 61: Segmentation success for vaporization schema on BrainWeb database.

In Figure 61, different vaporization depth, vaporization rate, and corresponding

average Jaccard index values for the first 5 patients in BrainWeb database is shown.

As seen in Figure 61 best segmentation is obtained (Jaccard index = 86.12%) when

vaporization depth is 0.015 and vaporization rate is 0.20. Vaporization itself is not

sufficient as a regularization schema but it can support viscosity to remedy high

amount of noise in images.
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5.1.7 Gaps in Vessels

The proposed method is able to pass through small and medium sized gaps in vessel

structures due to physical flow. In Figure 62, nine 3D synthetic vessel structures with

small and medium sized gaps are shown. Segmentation success for these synthetic

vessel structures are shown in Table 12. Ability of passing through gaps decrease as

viscosity or vaporization level is increased since fluid boundaries become smoother

and fluid flows slower. For average amount of noise (PSNR = 30dB) algorithm able

to produce similar performance result to zero noise (Table 12). In general,

performance is good for vessels having gaps with natural curvature.

Figure 62: Synthetic vessels with; top row: small, bottom row: medium sized gaps.

There are three important parameters which controls the gap size that algorithm can

pass through; a) vaporization depth and rate, b) water shallowness, and c) viscosity.

Noise level in image, gap distance, vessel diameter also contributes to maximum

passable gap size by LSWE. Orientation of vessel has no importance in LSWE since

fluid flow is driven by surface height differences.

Table 12: Segmentation successes (Jaccard) for different noise and gap size.
No gaps Small gaps Medium gaps

Original PSNR=30 dBOriginal PSNR=30 dBOriginalPSNR=30 dB
Vessel 1 100.0 99.3 100.0 98.4 100.0 98.6
Vessel 2 100.0 100.0 99.9 100.0 99.9 100.0

Vessel 3 100.0 99.7 100.0 99.5 100.0 99.7
Vessel 4 100.0 99.8 100.0 99.7 100.0 99.8
Vessel 5 99.9 99.2 95.8 99.4 95.1 95.1
Vessel 6 100.0 99.6 94.6 98.8 94.5 94.6
Vessel 7 91.1 83.6 86.5 82.7 82.9 78.7
Vessel 8 79.5 72.7 75.4 71.7 76.5 74.8
Vessel 9 100.0 100.0 100.0 100.0 100.0 100.0
Average 96.7 94.9 94.7 94.5 94.3 93.5

Min 79.5 72.7 75.4 71.7 76.5 74.8
Max 100.0 100.0 100.0 100.0 100.0 100.0

1 2 3 4 5 6 7 8 9
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5.1.8 RF Inhomogeneity

Inhomogeneities in RF fields are inevitable hence the acquired image contains a

smoothly changing intensity field imposed onto the actual signal. RF field

inhomogeneity causes performance degradation in almost all segmentation

algorithms such as region growing, and Chan-Vese level set [32]. For a segmentation

algorithm it is important to produce good segmentation results for images having RF

inhomogeneity without RF field correction step. In Figure 63, BrainWeb image is

fused with RF field such that, for 50% RF field new image intensities are calculated

as: Ix,y,z = min(Ix,y,z + 0.50xRFx,y,z, 1) where maximum value of Ix,y,z and RFx,y,z are 1.

a) RF field b) BrainWeb image c) 25% RF added c) 50% RF added c) 100% RF added
Figure 63: BrainWeb images with RF inhomogeneties.

Average Jaccard index values for 20 images in the BrainWeb database for various

levels of inhomogeneity are shown in Figure 64. Even for 50% of inhomogeneity, the

segmentation performance changes only slightly. For higher amounts of

inhomogeneity, vessel and white matter and gray matter tissues become almost

inseparable. In short, the proposed method is able to deal with smooth RF

inhomogeneities without need of bias field correction as a pre-processing step.
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Figure 64: Segmentation success for different RF levels on BrainWeb database.
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5.2 Segmentation Results

5.2.1 Brain MRI: BrainWeb Database

BrainWeb is a simulated brain database which contains 20 segmented brain images

and their 12 tissue probabilities (Kwan et al 1999). We used class probabilities to

reconstruct realistic MRI volumes (Figure 65) for validation and comparison studies.

Vessel class contains vessel structures scanned by both MRA and MRV hence

reconstructed MRI contains wide range of vessel structures. BrainWeb vessel

probability map contains erroneous vessel structures which are placed outside the

brain and CSF. We removed such vessels using automated and manual procedures.

(a) CSF probability map (b) GM probability map (c) WM probability map

(d) vessel probability map (e) reconstructed MRI (f) MIP view of MRI

Figure 65: Created simulated brain using BrainWeb vessel classes.

For our problem we used vessel class of BrainWeb database as our ground truth

data. Various amount of noise is added to those datasets and performance of LSWE

is tested using this datasets and original vessel class as ground truth. We also

compared our results with Chan-Vese level set (Chan and Vese 2001) on BrainWeb

database using Jaccard index as performance measure (Table 13).
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(a) Noise free image (b) PSNR = 40 dB (c) PSNR = 25 dB
Figure 66: Segmentation results from BrainWeb database

Table 13: LSWE versus level set comparison on BrainWeb database
Original image PSNR=30 dB PSNR=25 dB

Patient LSWE Chan-Vese LSWE Chan-Vese LSWE Chan-Vese
04 86,35 82,41 82,76 74,81 73,11 65,56
05 88,57 83,46 84,06 75,91 75,20 66,92
06 88,44 83,93 84,50 76,56 76,13 67,79
18 87,82 83,76 84,69 76,63 76,01 67,87
20 87,91 83,47 84,00 76,03 75,13 67,40
38 86,82 82,32 80,72 74,99 72,44 65,99
41 86,75 82,91 82,08 75,34 74,04 66,21
42 88,43 83,29 84,35 76,03 75,11 67,23
43 84,47 81,16 80,20 73,59 71,38 64,38
44 88,22 83,24 79,66 75,84 73,19 67,30
45 87,34 83,06 82,47 75,51 73,69 66,52
46 89,12 83,76 85,34 76,65 77,07 68,38
47 86,19 82,75 80,65 75,68 73,25 66,47
48 84,98 81,71 74,89 73,90 68,58 64,96
49 85,03 81,16 79,87 73,21 71,32 64,26
50 83,90 82,37 79,06 74,79 70,72 65,44
51 89,01 83,26 84,40 76,13 76,27 67,50
52 88,26 84,12 79,75 76,55 64,14 67,37
53 85,10 80,77 82,13 74,06 73,56 65,60
54 87,91 82,61 83,93 75,03 74,51 65,91

Average 87,03 82,78 81,98 75,36 73,24 66,45
Min 83,90 80,77 74,89 73,21 64,14 64,26
Max 89,12 84,12 85,34 76,65 77,07 68,38

Although performance values in Table 13 may be improved, currently both LSWE

and Chan-Vese level set were able to find all vessel structures. LSWE tend to shrink

the actual boundary (especially for thick vessels) in a small amount whereas Chan-

Vese method tends to smooth and expand the boundary (Figure 67). As seen in Table

13 LSWE can deal with the imaging noise.
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a) LSWE segmentation b) Ground truth c) Chan-Vese segmentation
Figure 67: BrainWeb ground truth, LSWE and level set result – 3D rendered

a) LSWE segmentation, b) Ground truth, c) Chan-Vese segmentation
Figure 68: BrainWeb ground truth, LSWE and level set result – 2D slices
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5.2.2 Brain MRA: 10 Volunteers / Clinical Datasets

11 MRA volumes6 of size 224x256x220 with 0.7 mm (rescaled) isotropic voxels are

segmented using LSWE method and Chan-Vese level set method. LSWE parameters

are optimized via trial and error (Table 14).

Table 14: Segmentation parameters for MRA volumes.
Parameter Value Unit Parameter Value Unit

Δt 1 second rv 4 voxel
Δx, Δy, Δz 1 meter Trs 0.15 %

Δh 0.5 meter rw 2 voxel
τ 0.1 Tws 0.025 %

Vd 0.01 % Tp 0.001 %
Vr 0.9 % Ctolerance 0.25 %

LSWE segmentation results of first 9 MRAs of 11 volunteers are shown in Figure 69.

Figure 69: LSWE segmentation results of 9 MRAs

6 MRA parameters used within the 1.5T Siemens scanner are as follows: TR=23 ms, TE=7 ms, FA=25
degrees, 12 bit, 0.35mm x 0.35 mm x 0.70 mm
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Level set segmentation results of top 3 MRAs from Figure 69 are given in Figure 70.

Figure 70: Chan-Vese level set segmentation results of 3 MRAs

LSWE segmentation took between 45-120 seconds for each MRA volume. A

validation study blindfolded to the chosen segmentation method is done by the help

of a radiologist where the results are evaluated with 10 pt Likert scale separately for

thin vessels, thick vessels, number of false alarms, and overall quality. During rating,

the original and segmented image slices are observed in sagittal, coronal, transverse

planes, as well as 3D MIP render in any angle with different brightness and contrast

settings.  Each segmented image is displayed twice in randomized order to

investigate the consistency of the blind observer. Chan-Vese segmentations for top 3

images in Figure 69 are shown in Figure 70.

Table 15: Statistics for observer study of 11 MRA volumes.
Thin

structures
Thick

structures
False alarms

with a low rate
Overall
quality

Weighted
Average

LS
W

E Average 7.73 8.82 9.86 8.55 8.74
Min 6.00 7.00 8.00 7.00 7.88
Max 9.00 9.00 10.00 9.00 9.13

Std.Dev. 0.70 0.50 0.47 0.60 0.33

C
ha

n
-V

es
e Average 5.86 7.68 9.68 6.77 7.50

Min 4.00 5.00 5.00 5.00 5.50
Max 7.00 9.00 10.00 8.00 8.25

Std.Dev. 0.83 1.25 1.13 0.92 0.84

We used paired t-test for validating the consistency of first and second observation

for each segmentation method. The differences in these evaluations are found to be

not statistically significant (p=1.0 for overall LSWE evaluations and p=0.1 for

overall Chan-Vase evaluations). Therefore we merged these 2 evaluations under each

segmentation method and used paired t-test to compare the evaluations across LSWE

and Chan-Vese. The differences between these two methods are found to be

statistically significant for thin structures (p<10-4), thick structures (p<0.0015) and

overall quality (p<10-4).



86

5.2.3 Brain MRV: 10 Volunteers / Clinical Datasets

11 MRV volumes7 of size 256x256x176 with 1.0 mm (rescaled) isotropic voxels are

segmented using LSWE method and Chan-Vese level set method. LSWE parameters

are optimized via trial and error (Table 16).

Table 16: Segmentation parameters for MRV volumes.
Parameter Value Unit Parameter Value Unit

Δt 1 second rv 3 voxel
Δx, Δy, Δz 1 meter Trs 0.05 %

Δh 6 meter rw 1 voxel
τ 0.5 Tws 0.01 %

Vd 0.025 % Tp 0.05 %
Vr 0.5 % Ctolerance 0.25 %

LSWE segmentation results of first 9 MRVs of 11 volunteers are shown in Figure 71.

Figure 71: LSWE segmentation results of 9 MRVs

7 MRV parameters used within the 1.5T Siemens scanner are as follows: TR=25 ms,TE=7 ms, FA=60
degrees, 12 bit, 0.98mm x 0.98 mm x 1.34 mm
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Level set segmentation results of top 3 MRVs from Figure 71 are given in Figure 72.

Figure 72: Chan-Vese level set segmentation results of 6 MRVs

LSWE segmentation took between 60-120 seconds for each MRV volume. A

validation study blindfolded to the chosen segmentation method is done by the help

of a radiologist where the results are evaluated with 10 pt Likert scale separately for

thin vessels, thick vessels, number of false alarms, and overall quality. During rating,

the original and segmented image slices are observed in sagittal, coronal, transverse

planes, as well as 3D MIP render in any angle with different brightness and contrast

settings.  Each segmented image is displayed twice in randomized order to

investigate the consistency of the blind observer. Chan-Vese segmentations for top 3

images in Figure 71 are shown in Figure 72.

Table 17: Statistics for observer study of 11 MRV volumes.
Thin

structures
Thick

structures
False alarms

with a low rate
Overall
quality

Weighted
Average

LS
W

E Average 7.18 8.64 10.00 7.82 8.41
Min 6.00 7.00 10.00 7.00 7.75
Max 8.00 9.00 10.00 8.00 8.75

Std.Dev. 0.66 0.66 0.00 0.39 0.29

C
C

ha
n-

V
es

e Average 4.41 5.41 10.00 5.00 6.20
Min 4.00 5.00 10.00 4.00 5.88
Max 6.00 7.00 10.00 6.00 6.88

Std.Dev. 0.59 0.59 0.00 0.44 0.29

We used paired t-test for validating the consistency of first and second observation

for each MRV segmentation method. The differences in these evaluations are found

to be not statistically significant (p=1.0 for overall LSWE evaluations and p=1.0 for

overall Chan-Vase evaluations). So we merged these 2 evaluations under each

segmentation method and used paired t-test to compare the evaluations across LSWE

and Chan-Vese. The differences between these two methods are found to be

statistically significant for thin structures (p<10-4), thick structures (p<10-4) and

overall quality (p<10-4).
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5.2.4 Retinal Angiography: DRIVE Database

Retinal angiography images in DRIVE database (Staal et al 2004) are segmented

using the proposed method (Table 16).

Figure 73: Segmentation results from DRIVE retinal angiography database.

Table 18: LSWE results on DRIVE database
Image no Jaccard F-measure Image no Jaccard F-measure

1 61.81 88.11 20 51.57 72.14
2 69.08 88.56 21 61.61 82.06
3 56.37 81.59 22 57.84 77.43
4 55.93 73.29 23 53.05 85.53
5 59.82 77.98 24 61.08 79.54
6 56.19 74.24 25 43.76 64.97
7 57.69 77.61 26 53.28 77.15
8 47.96 69.52 27 55.42 75.42
9 53.64 75.83 28 60.88 82.81

10 60.86 83.41 29 56.77 75.53
11 61.27 83.07 30 47.86 69.88
12 60.86 83.67 31 53.18 77.08
13 60.55 83.20 32 54.64 73.19
14 59.52 88.37 33 62.99 83.38
15 61.98 85.17 34 38.31 62.92
16 62.59 82.46 35 59.33 78.32
17 52.72 74.37 36 43.13 61.42
18 57.05 78.47 37 61.81 85.61
19 67.19 88.38 38 56.62 83.01
20 51.57 88.11 39 56.58 82.90

Average Jaccard index is 56.78% and average F-measure is 78.73% which requires

improvement in segmentation steps. In order to increase performance better pre-

processing and post-processing is required for retinal angiography images.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

Using fluid flow for segmenting vessels in medical images is biologically plausible

since vessels constitute the physical media for transporting blood.  With this

motivation, we developed a generic fluid flow simulation which is capable of

segmenting vessels in 2D and 3D images. Fluid flow based methods are

computationally intensive so rarely used in image processing, especially in image

segmentation. However, the algorithm we utilized, LSWE, is simple, can operate on

parallel processors, and has low computational cost compared to other fluid

simulation methods.

In this study, a new turn-key approach is proposed for vessel segmentation. Basic

operational principles of SWE and its relationship with NSE as well as the

linearization procedure for obtaining a fast fluid-flow simulation are briefly outlined.

Critical steps of the proposed algorithm such as rough segmentation, water source

detection, and error calculation and convergence criteria for obtaining the global

minimum of the defined error function are explained.  A fast method is proposed for

obtaining rough segmentation which is the main input of the water source detection

algorithm and error function. Two kind of efficient water source detection algorithms

are proposed for dealing with different kind of vessel systems. A novel convergence

criterion for robust minimization of error function is proposed so that we know when

to stop adding fluid into the vessel system.  Due to the nature of fluid-flow and
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convergence criteria, our method produces robust segmentation with capability to

connect the gaps formed by imaging artifacts or limitations.

All steps of the proposed algorithm are either very fast or parallelizable. Integration

speed of LSWE, which is the most computationally intensive part of the proposed

method, is further parallelized using one step Jacobi solver as an approximation to

tridiagonal matrix solver. Depending on image size, one to two order of magnitude

speed ups are obtained with developed Nvidia CUDA parallel implementation

comparing to single-core highly optimized CPU implementation.  Using GPU based

LSWE implementation, 2D images can be segmented in the order of seconds and 3D

volumes can be segmented between 30 and 120 seconds.

Limitations of the method and the behavior of the simulation parameters are

investigated on nine different 3D synthetic vein structures and the BrainWeb

database under various noise levels. Simulation parameters versus error function

exhibit graceful degradation characteristics, besides segmentation results are mostly

robust to variations in parameter values.  Segmentation performance of LSWE and

Chan-Vese Level set are compared on the BrainWeb database where vessel

probability class is used as ground truth. The proposed method is also validated on

clinical MRA images and clinical MRV images via blind validation study. The

proposed method outperformed Chan-Vese level set method for BrainWeb database,

MRA and MRV images for the all applied tests.

Proposed algorithm is successful at segmenting vessels in 2D and 3D medical images

under various imaging artifacts such as imaging noise, gaps in vessels, and RF

inhomogeneity. Similar to various other methods, our method is able to segment

thick structures very well.  In addition, our method is also successful at segmenting

thin and low contrast vessel structures even for challenging images considered as

difficult to segment. Although our method contains many parameters, these

parameters are easy to determine and the system is stable for subtle parameter
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variances. Also our algorithm contains parallelizable building blocks allowing

segmentation of large 3D volumes in reasonable times. Since the method is

implemented using GPU, the speed of segmentation is high.

For future work, the proposed method can be applied to other types of data such as

road networks in remote sensing images.  Different fluid-flow simulation methods

instead of LSWE can be used and their impact on segmentation results can be

analyzed.  In addition to the currently investigated vessel structures, segmentation

performance on vessels having anomalies need to be analyzed. For eliminating the

effect of noise and increasing the speed of the algorithm, use of scale-space approach

can be investigated. Speed of the implementation can be further improved by porting

rough segmentation and water source detection algorithms to GPU.
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APPENDICES

APPENDIX A. LAGRANGIAN APPROACH

In Lagrangian approach particle properties such as mass, position, and velocity are

advected with the particle itself. Conservation of mass is guaranteed since fix number

of particles, with each having constant mass, is used hence the (Equation 3) can be

omitted. However, since (Equation 3) is omitted incompressibility of fluid is not

guaranteed anymore. The only remaining NSE is the second one. In this remaining

(Equation 4) move advection term uu  )(  to the other side

fpuvuu
t
u 







1)()( (Equation 50)

multiply each side by density (  ):

fpuvuu
t
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 )()( (Equation 51)

since  v (viscosity = kinematic viscosity x density)

fpuuu
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and if viscosity is assume as constant;
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 2)( (Equation 53)

particles are moving with the fluid so convective term uu  )(  is not needed

Ffpu
t
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  2 (Equation 54)
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Consequently, (Equation 4) which describes the change of velocity transformed into

change of momentum.

For ith particle
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i
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 (Equation 55)

and equivalently
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(Equation 56)

Well known method for simulating fluids via Lagrangian approach is Smoothed

Particle Hydrodynamics (SPH), which is a coupled particle system. SPH defines how

to interpolate material (e.g. fluid) properties at any point in space using the given

particles that are placed in discrete locations. Using SPH we can find acceleration of

each particle ( ia ) in (Equation 56). SPH defines a smooth surface passing through

discretely sampled particle properties using a so-called smoothing kernel W(r). The

kernel acts as a weighting function in the neighborhoods of the position ix ( zyx ,, )

of ith particle via |)(| ixxW 
 . Kernel function W is symmetric around the particle

since it only depends on the distance to the particle. Kernel function W must also be

normalized thus

1|)(|  xdxxW i


(Equation 57)

A smooth density field can be found as

 
j

jj xxWmx |)(|)(  (Equation 58)

where )( ii x  is the density of ith particle. One must also consider

     









j
j

j
jj

j
jj mxdxxWmxdxxWmxdx  |)(||)(|)( (Equation 59)
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which shows that for the conservation of total mass, kernel W needs to be

normalized. Properties of material can be computed at an arbitrary point x as

demonstrated in (Equation 60)

 



j

j
j

j
jA xxWmx |)(|)( 

 (Equation 60)

where j corresponds to properties of jth particle and A corresponds to the

interpolated properties at point x . Gradient of particle properties can be easily found

by using the gradient of kernel function W
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(Equation 61)

For solving the (Equation 56) values of i , ip , and iu2 . if


are needed which

are the known body forces that act on the ith particle such as gravitational force,

collision forces and applied user interaction forces. (Equation 58) can be used to find

the density of ith particle ( )(xi
  ).  After calculating density for ith particle, ip

and iu2 can also be determined
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pressure (Equation 62)
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viscosity (Equation 63)

Note that, in (Equation 62) pi/ρi
2 + pj/ρj

2 is used instead of pj/ρj and in (Equation 63)

(uj-ui)/(ρiρj) is used instead of uj/ρj so the ith and jth particles become symmetric to

each other. The pressures at ith and jth particle positions are required to solve

(Equation 62).

Particles contain only the position, mass, and velocity properties so that pressure at

particle locations need to be computed. Ideal gas state equation can be used to

compute pressure
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)( 0
2   scp (Equation 64)

where sc is the speed of the sound and 0 is the environmental pressure (e.g.

atmosphere pressure).

New particle positions can be calculated using an integration schema such as Leap-

Frog or implicit/explicit Euler integration using properly small time steps. Kernels

that are claimed to provide good results while being computationally efficient are

for (Equation 58) density




 

otherwise
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for (Equation 62) pressure
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for (Equation 63) viscosity
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whose Laplacian is definitely positive with the following
expressions

0),|(|
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This neighbor search within the kernel radius h is very slow (most computational

part) hence efficient spatial hashing mechanisms are used to speed up the simulation.

One widely used way divides the simulation space into a grid and keeps the list of

particles within each grid cell. Grid must be modified in each time step since

particles may move to another grid cells (Gingold et al 1997, Premoze et al 2003,

Monaghan 2005, Müller et al 2005, Adams et al 2007).
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APPENDIX B. EULERIAN APPROACH

Incompressible fluid with constant density field and constant viscosity governed by

so called Newtonian NSEs are given as

0 u (divergence free, ensures incompressibility) (Equation 68)

fpuvuu
t
u 







1)( 2 (Equation 69)

MAC (staggered) grid is the most preferred method for solving incompressible

NSEs. In MAC grid, density and pressure values are stored in the grid cell centers

whereas velocity values are stored on the grid cell faces (Figure 74). MAC grid

allows efficient and simple discretization of stored material properties.

(a) Fluid flow in a MAC grid, (b) density and velocity arrangements on a grid cell

Figure 74: MAC Staggered Grid.

The numerical simulation of (Equation 68) and (Equation 69) progresses by updating

the value of u at nth time step, nu , to 1nu during a finite time step t . Using

Chorin’s projection method, (Equation 69) can be discretized as
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where 0t

We can introduce *u which will be an intermediate velocity
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(Equation 71)

(Equation 71) is split into two equations
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)( (Equation 72)
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(Equation 73)

By rearranging (Equation 73) final velocity can be found as

ptuu n 




*1 
(Equation 74)

(Equation 72) can be used to calculate intermediate velocity *u as

 fuvuutuu nnnn

 2* )( (Equation 75)

but this explicit integration requires time step t to be very small to produce stable

results, especially for long running simulations. Instead, Stam proposed a semi-

Lagrangian method which is unconditionally stable (Stam 1999). Divergence of the

final velocity is ensured by setting 0 u by taking the divergence of (Equation 74)

0)(*1 

  ptuu n




(Equation 76)

Rearranging (Equation 76) gives a form of Poisson’s equation

*2 u
t

p 




 (Equation 77)
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We must solve (Equation 77) for pressure ( p ) values, which will make the fluid

incompressible by guaranteeing velocity to be divergence free. Stam proposed

Helmholtz-Hodge vector field decomposition based projection method to achieve

same divergence free velocity field. For both methods, the diffusion operator 2 can

be discretized and the resulting sparse, linear system can be solved using an implicit,

iterative method such as Jacobi Method or Gauss-Seidel (Figure 75, step 5). This

linear system is symmetric and positive definite (therefore it can be also solved with

Conjugate Gradient) since there is a Dirichlet boundary condition for water-air that is

set as 1p (or atmosphere pressure). Normal component of fluid velocity is zero, so

no mass can move through the solid (Foster and Metaxas 1996, Foster and Fedkiw

2001, Goktekin et al 2004, Losasso et al 2006, Nealen et al 2006).

For viscous fluids, the tangential component of fluid velocity is zero as well (no-

slip). The pressure level in the adjacent fluid cell is assigned to the pressure in the

boundary cell thus acceleration among the boundary does not happen. Finite

difference is also calculated using this assigned pressure in the boundary cell.

We can find the final divergence free velocity by using (Equation 77) with *u and p

values that we found by solving Poisson’s equation. To obtain *u from nu ,

a) Find a velocity field ***u by using forces ft

 on nu ,

b) Find velocity field **u by computing the advection term, ****** )( uu 
 , using a

semi-Lagrangian (Figure 75) method proposed by Stam (Figure 76, step 3),

c) Find velocity field *u by computing velocity diffusion term, **2uv 
 , using a

method proposed by Stam (Figure 76, step 4).

Figure 75: Flowchart of the simulation algorithm.

2. add forces

ft



1. start 3. self advect
uu  )( 

4. diffuse velocity

uv 2
5. conserve mass

0 u
6. advect

density field
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Step 1. Create initial fluid arrangement in MAC grid (e.g. initial density field etc.).

Step 2. Find ***u , via external forces (e.g. gravity) by multiplying f


with t .

Step 3. Find **u by solving the advection term ****** )( uu 
 , using the semi-Lagrangian

advection technique proposed by Stam. This technique is based on method of

characteristics which is used for solving partial differential equations.

In time tt  , velocities can be calculated by

back tracking where they are advected from the

previous time t . The position of velocities at

time tt  is on chosen grid faces, but tracked

position of these velocities in time t may not

be necessarily on the surface, hence velocity

must be computed using an interpolation

method (e.g. linear, cubic).
Semi-Lagrangian

back-tracking

Advection can be seen as velocity field transporting itself. A disturbance in the

velocity field propagates in accordance with the advection term uu  )(  .

Step 4.  Find *u by computing viscosity term **2uv 
 , which generates diffusion and has a

smoothing effect on the velocity field, having the form of a standard diffusion

equation.

**2
**

uv
t

u 




 (Equation 78)

Stam propose formulation of (Equation 78) as
***2 )( uutvI 

 (Equation 79)

Diffusion operator 2 is discretized leading to a sparse system of linear equations

which can be solved using an implicit, iterative method such as Jacobi Method, or

Gauss-Seidel. The calculated result will be *u .

Step 5. Solve (Equation 77) to find pressures ( p ) which makes velocity divergent free. Use

(Equation 74) with *u and p to find final divergent free velocity field.

Step 6. Use semi-Lagrangian tracing for density field advection. If the termination condition

is not met go to step (2).

Figure 76: Detailed steps of the simulation algorithm.
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APPENDIX C. LATTICE-BOLTZMANN METHOD (LBM)

LBM models the Boltzmann particle dynamics and becomes an important alternative

to traditional CFD methods even though it is a relatively new approach. It is inspired

from microscopic (molecular) physics approach to solve macroscopic continuum

physics problems; hence it is between microscopic and macroscopic level aimed to

capture the best of both. LBM models a simplified kinetic model that incorporate the

essential physics of microscopic processes so that the macroscopic averaged

properties obey the desired macroscopic NSEs. The LBM method is known for

following advantages:

1. Unlike conventional numerical methods macroscopic continuum equations

need not to be discretized.

2. Contains only local and linear computations, hence can be easily parallelized.

3. Fast computational speed and high accuracy.

4. Capability to handle complex moving geometries for flow-structure

interactions.

5. Model interactions can be easily unified since thermodynamics is continually

included in the interfacial dynamics (liquid-vapor or liquid-liquid interfaces).

Variation in the movement of microscopic particle flow between neighboring sites

such as inter-particle interactions in an averaged manner can be expressed by the

Boltzmann equation.

Likewise Jacobi iteration, Lattice formulations are formed by finite difference

discretization and show similarities to cellular automata implementations.  In cellular

automation regular grid (in any finite dimension) of cells with each having finite

number of states is used with discrete time steps. In each grid cell the particle
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distributions that represent the probability of a particle existence with a given

velocity are stored (Chen et al 1998).

In propagation phase, the particles move from one lattice node to the neighboring

one in accordance with their discrete velocity. Then, in collision phase, the particles

obtain a new velocity after their collision. This consequent particle propagations and

collision forms the LBM simulation loop. The Bhatnager-Gross-Krook (BGK) model

defines the evolution of the system toward equilibrium via statistical redistribution of

momentum caused by collisions while conserving hydrodynamic moments (mass,

momentum, and energy). The LBM is second-order accurate both in time and space.

As time step and grid spacing goes to zero it also approaches to the NSEs for an

incompressible fluid having small velocities compared to the speed of sound.

The time-averaged and space-averaged microscopic particles movements are

modeled using Distribution Functions (DFs), which define the density and velocity at

each lattice node using molecular populations. Specific particle interaction rules are

defined so that NSEs are satisfied, for 3D, the D3Q19 model, Figure 77 with usually

nineteen velocity directions, for 2D, D2Q9 model, with nine velocity directions.

During each time step ( t ) for a cell at located x a DF ),(~ txfi
 has to be stored for

corresponding velocity direction ( 19,...,2,1i ), with the direction vectors ie as

)0,0,0( for 0i
)0,0,1( for 2,1i
)0,1,0(  for 4,3i
)1,0,0(  for 6,5i
)0,1,1(  for 10..7i
)1,1,0(  for 14..11i
)1,0,1(  for 18..15i

Figure 77: D3Q19 and D2Q9 LBM models and corresponding velocities.
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Note that the particles at the rest state are represented by first DF ),(0 txf  . The

macroscopic values for density ),( tx and velocity ),( txu  can be easily computed

using the moments of ),( txf  using these values.

),(),(
19

1
txftx

i
i
 



 (Equation 80)





19

1
),(1),(

i
ii etxftxu 


(Equation 81)

The algorithm proceeds in following consequent steps;

a) streaming

b) collide

In streaming phase particles are moved according to their velocities ),( txu  . As shown

in Figure 78, particles move in their velocity direction towards the neighboring cell

since time step has a unit length ( 1t ) due to normalization. After each streaming

step, complete set of particle distribution functions are being formed for all the cells.

Figure 78: DFs of a grid cell before and after streaming.

Collisions between particles occur for real fluid flow which are handled in collide

step in LBM. Incoming DFs in streaming step are relaxed with a set of equilibrium

DFs ( eq
if ) where collisions are handled for each cell by calculating their density

using (Equation 80) and velocity using (Equation 81). The equilibrium DFs are

defined as

  uuDueCueBAwuf iii
eq

i
 ,,,),( 2 (Equation 82)

where 2/3,2/9,3,1  DCBA

and iw are weights with the relation to velocity vector lengths
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3/1iw for 0i

18/1iw for 6..1i

36/1iw for 18..7i

For the next time step, the value of the DF if  is calculated using a weight parameter

determined by the viscosity of the fluid which is called as omega ( ).

),(),()1(),( uftxftttexf eq
iiii

   (Equation 83)

where )16/(2  v and v is the viscosity of the fluid within lattice units. The

value of omega ( ) must be between 0 and 2 to guarantee stability. Stream and

collide steps can be combined as

)),(),((),(),( uftxfttxftttexf eq
iiiii

   (Equation 84)

(Equation 84) approximates the particle collisions with a single parameter henceforth

known as the BGK equation. Fluid can be accelerated in each cell before the

computation of the equilibrium DFs to create external forces such as gravity.

Immersed object and fluid interactions can be defined by momentum exchange at the

contacting boundaries by alteration of the discrete packet distributions next to

streaming step. This can further be used for deforming or moving the object at fluid

boundary. Periodic, no-slip, free-slip, frictional slip, sliding walls, and open inlet and

outlet boundary conditions can be implemented for simple (e.g., boundary aligned

with the grid) and complex geometries (e.g., curve). For example, zero normal and

tangential velocity can be obtained along the boundary by taking the opposing DF to

reflect them during streaming which leads to no-slip boundary condition (Chen et al

1998, Tan et al 2009).
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