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ABSTRACT

3+1 ORTHOGONAL AND CONFORMAL DECOMPOSITION OF THE EINSTEIN EQUATION AND THE ADM FORMALISM FOR GENERAL RELATIVITY

Dengiz, Suat
M.Sc., Department of Physics
Supervisor : Assoc. Prof. Dr. Bayram Tekin

February 2011, 92 pages

In this work, two particular orthogonal and conformal decompositions of the 3+1 dimensional Einstein equation and Arnowitt-Deser-Misner (ADM) formalism for general relativity are obtained. In order to do these, the 3+1 foliation of the four-dimensional spacetime, the fundamental conformal transformations and the Hamiltonian form of general relativity that leads to the ADM formalism, defined for the conserved quantities of the hypersurfaces of the globally-hyperbolic asymptotically flat spacetimes, are reconstructed. All the calculations up to chapter 7 are just a review.

We propose a method in chapter 7 which gives an interesting relation between the Cotton (Conformal) soliton and the static vacuum solutions. The formulation that we introduce can be extended to find the gradient Cotton soliton and the solutions of Topologically Massive Gravity (TMG) as well as the gradient Ricci soliton.

Keywords: Hypersurface, Foliation, Conformal transformation, ADM formalism, Cotton soliton, Asymptotically flatness.
ÖZ

EİNSTEİN DENKLEMLERİNİN 3+1 BOYUTLU DİK VE KONFORMAL PARÇALANMALARI VE GENEL GÖRELİLİK İÇİN ADM FORMALİSMİ

Dengiz, Suat
Yüksek Lisans, Fizik Bölümü
Tez Yöneticisi : Doç. Dr. Bayram TEKİN

Şubat 2011, 92 sayfa

Bu çalışmada, 3+1 boyutlu Einstein denklemlerinin iki özel parçalanma hali olan dikey ve konformal (açı koruyan) dönüşümüleri ile genel görelilige ait olan Arnowitt-Deser-Misner (ADM) formülleri elde edilmiştir. Bunları yapabilmek için, 4 boyutlu uzay-zamanın 3+1 şeklinde dilimlenmesi, temel konformal dönüşüm ve düz uzay-zamanlara hiperbolik olarak yakınsayan uzay-zamanların hiperyüzeylerin korunan büyükliklerini veren ADM formalizmini yeniden oluşturmuştur. 7. bölümü kadar olan hesaplar önceden yapılmış olanların yeniden gözden geçirilmesidir.

7. bölümde, Cotton (Konformal) solitonlar ve durgun vakum alan denklemlerin çözümleri arasındaki ilişkiyi veren denklemler bizim ileri sürdüğümüz metot ile elde edilmiştir. Ayrıca, tanıttığımız formüller gradyan Cotton solitonları, Topolojik Kütleli Kütle Çekim çözümlerini ve gradyan Ricci solitonlarını bulmak için genişletilebilir.

Anahtar Kelimeler: Hiperyüzeyler, Dilimleme, Konformal dönüşüm, Cotton soliton, Yakınsayan düzlük.
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CHAPTER 1

INTRODUCTION


Historically, the 3+1 approach has been put forward G. Darmaois (1927)[5], A. Lichnerowicz (1930-40) [6], [7] and Y. Choquet-Bruhat (1952)[8]. During 1958, 3+1 formalism started to be used to construct the Hamiltonian form of general relativity by P. A. M. Dirac [9], [10] and later by R. Arnowitt, S. Deser and C. W. Misner (1962) [16]. The 3+1 formalism became popular in the numerical relativity community during 1970 [1].

The 3+1 formalism is used to rewrite the Einstein equation as an initial value problem and construct the Hamiltonian form of the general relativity. This method is based on the concept of the hypersurface, \( \Sigma_t \), which is independent of whether the given spacetime is a solution of the Einstein equation or not. In this formalism, we consider that there is an embedding mapping \( \Phi \) which maps the points of a hypersurface into the corresponding points of the four-dimensional manifold \( M \) such that \( M \) is covered by the continuous set of hypersurfaces \( (\Sigma_t)_{t \in \mathbb{R}} \). Furthermore, the well-known Gauss-Codazzi relations and the 3+1 decomposition of the spacetime Ricci scalar curvature are the fundamental equations of the 3+1 decompositions of the spacetime \( (M, g) \). And they play a crucial role in the 3+1 decompositions of the Einstein equation. The Gauss-Codazzi relations are defined on a single hypersurface. On the other hand, the 3+1 decomposition of the spacetime Ricci scalar is obtained from the flow of the hypersurfaces. Moreover, the foliation is valid for any spacetime with a Lorentzian metric so we have to restrict our selves to the globally-hyperbolic spacetimes. And the foliation
kinematics of the globally-hyperbolic spacetimes allow us to construct the Ricci equation whose contraction with respect to the induced 3-metric gives the last fundamental equation of the 3+1 formalism (i.e the 3+1 expression of the spacetime scalar curvature) [1].

The 3+1 decomposition of the Einstein equation is obtained by using the Gauss-Codazzi relations, the 3+1 decomposition of spacetime Ricci scalar and the 3+1 decomposition of stress-energy tensor. Basically, the four-dimensional Einstein equation decomposes into three main equations which are known as: the dynamical Einstein equation, Hamiltonian constraint and Momentum constraint. The dynamical Einstein equation is obtained from the full projection of the Einstein equation onto the hypersurface and has 6 independent components, the Hamiltonian constraint is obtained from the full projection of Einstein equation along the normal vector and has 1 independent component and the Momentum constraint is obtained from the mixed projection of the Einstein equation and it has 3 independent components. Therefore, as we expect, the total number of independent components are 10 which is exactly the number of independent components of the Einstein equation in four-dimensional spacetime [1].

The 3+1 dimensional Einstein system is modified to the Cauchy problem (or initial-value problem) by rewriting it as a set of PDEs (Partial Differential Equations) and specifying with the help of particular choices of the lapse function N and shift vector β. Choosing a scalar field N, a vector field β and a spatial coordinate system (x') on an initial hypersurface allows us to define a unique coordinate system (x'0) within a neighborhood of Σ0 such that x'0 = 0 corresponds Σt. That is , N and β are depend on the coordinate systems. And also, the lapse function N at each point of Σ0 leads us to define a unique vector m(= N n) which is used to construct the neighboring hypersurface Σδt by Lie dragging each point of Σ0 along m. Therefore, the 3+1 dimensional Einstein system can be turned into as a PDEs system by using tensor components which are expanded with respect to the coordinates (x') = (t, x') adapted to the foliation. The PDEs form of the 3+1 dimensional Einstein system contains only tensor fields of Σt and their time derivatives which implies that they can be taken as a time evolving tensor fields on a given Σt. The PDEs form of the 3+1 dimensional Einstein system is a system of second-order, non-linear PDEs for unknown (γij, Kij, N, βi) when the matter source terms (E, pi, Sij) are given. Here γij is the metric of the hypersurface, Kij is the extrinsic curvature, E is the energy density, pi is the momentum density and Sij is the stress tensor. The crucial point is that the PDEs form of the 3+1 Einstein system contains neither the time derivative of N nor of β. This means that they are not dynamical variables.
rather they are just quantities associated with the coordinates \((x^\alpha) = (t, x^i)\) (that is, Lagrange multipliers). Therefore, PDEs form of the 3+1 Einstein system can be converted into the initial value problem by choosing particular N and \(\beta\) [1], [4].

Beside the orthogonal decomposition that is used for 3+1 formalism, the \textit{conformal decomposition} is also used to define the flow of the hypersurfaces by continuously mapping an initial well-defined conformal background metric \(\tilde{\gamma}_{ij}\) into the induced 3-metric of \(\Sigma_t\). Lichnerowicz [6] proposed that by mean of the particular conformal decomposition of the extrinsic curvature, one can arrange the constraint equations which allows us to define initial data for the Cauchy problem. In addition to this, York has shown that the conformal decompositions can be used for the time evolution [15]. That’s, he has proved that \textit{the two degrees of freedom of the gravitational field are carried by the conformal equivalence classes of the induced 3-metric} [15]. The Weyl tensor is used to check whether a given spacetime, whose dimension is greater than 3, is conformally flat or not. And it disappears for lower-dimensional manifolds. In this case, the Cotton-York tensor \([14], [15], [13]\), \(C^{ij}\), does \textit{the same task of the Weyl tensor in higher dimensional spacetime}. Furthermore, the Cotton-York \([14], [15], [13]\) tensor of weight \(5/6\), \(C^{ij}_* = \gamma^{5/6}C^{ij}\), is \textit{conformally invariant}.

The Hamiltonian model approaches a physical state at a \textit{certain time} and gives the evolution of the state as time varies. This model is being transformed into the gravitational theory as a state on \textit{a particular spacelike hypersurface} [9], [10]. Now, the gravitational theory is a covariant theory and locally has Lorentz symmetry. In order to write the Einstein equations into the Hamiltonian form, people started to give up the main covariance property of the gravitational theory by choosing a family of particular coordinate systems such that \(x^0 = \text{constant}\) corresponds a spacelike hypersurface. Instead of the set \((\gamma_{ij}, K_{ij}, N, \beta^i)\) in the PDEs form of 3+1 Einstein system, Arnowitt, Deser and Misner have proposed the ADM formalism of the general relativity in which \textit{conjugate momentum of the induced three-metric} \(\gamma_{ij}\), \(\pi^{ij} = \sqrt{\gamma}(K^j_i - K^{ij})\), is used. In the ADM formalism [16], \(\pi^{ij}\) and \(\gamma_{ij}\) are the dynamical variables and the Lapse function N and the shift vector \(\beta\) are taken as Lagrange multipliers [16]. In the chapter 6, we will see this in detail [1], [4].

The action for the General Relativity (when the boundary term is different than zero) contains Einstein-Hilbert part and Matter part. The infinitesimal four-dimensional volume element is taken as the union of two spacelike hypersurfaces \(\Sigma_{t_1}, \Sigma_{t_2}\) which are at the upper and lower
boundaries and a timelike hypersurface $B$ between $\Sigma_{t_1}, \Sigma_{t_2}$. Now, 3+1 decomposition of $M$ and 2+1 decomposition of the timelike hypersurface with proper choice of vectors lead us to the conserved quantities of the ADM mass, ADM linear momentum and ADM angular (by using rotational Killing vectors) of a given hypersurface. However, due to the fact that global quantities of mass, linear momentum and angular momentum are defined only for \textit{asymptotically flat spacetimes}, the ADM formulas are valid just for \textit{the spacetimes which asymptotically converge to well-defined spacetimes such as Minkowski spacetime} [1], [4], [16].

Finally, R. Bartnik and P. Tod introduce [20] the conditions on the intrinsic quantities of the $\Sigma_{t}$. They ensure whether the $\Sigma_{t}$ is a hypersurface of a spacetime which is a solution of the four-dimensional static vacuum field (with $\Lambda = 0$) or not. In addition to [20], we introduce the equations (7.30), (7.31) (for $\Lambda = 0$ case) and (7.28), (7.29) (for $\Lambda \neq 0$ case). These equations can be used to find which solutions of the gradient Cotton (Conformal) soliton [21] are also the solutions of the static vacuum fields equations. However, We have not also been able to solve the constraint equations and have not found explicit metric. Moreover, we think that our method can be extended to the Ricci soliton [23] and Topologically Massive Gravity (TMG) [24], [25], [26].
Since 3+1 decomposition of the spacetime is constructed by slicing the spacetime with a continuous set of the hypersurfaces, \((\Sigma_t)_{t\in\mathbb{R}}\), we will deal with the geometrical fundamentals of the hypersurface. The geometrical results that we will obtain in this chapter are fully independent of whether the given spacetime is a solution of the Einstein equation or not. The only constraint is that the spacetime must have Lorentzian metric [1], [2], [3].

2.1 NOTATIONS AND BASIC GEOMETRICAL TOOLS

2.1.1 Spacetime and Tensor Fields

We assume a real, smooth \(i.e. C^\infty\) four-dimensional manifold \(M\) which endowed a Lorentzian metric of signature \((-+, +, +, +)\) and a connection \(\nabla\). In general, no one can define a global vector space on manifolds. Therefore, it is considered that at each point of the manifolds there is a space of vectors \(T_p(M)\) (titled as tangent space at the point \(p\)) and corresponding space of linear forms \(T^*_p(M)\) (titled as dual space or cotangent space at the point \(p\)). Furthermore, we suppose that all the Greek letters \(\{\alpha, \beta, \gamma, \ldots\}\) run in \(\{0, 1, 2, 3\}\) are free indices, \(\{\mu, \nu, \rho, \ldots\}\) are dummy indices and all Latin letters \(\{i, j, k, \ldots\}\) run in \(\{1, 2, 3\}\) and \(\{a, b, c, \ldots\}\) run in \(\{2, 3\}\).

Since the \(T_p(M)\) and \(T^*_p(M)\) are vector spaces, we consider that there is a set of basis \((e^a)\) which spans \(T_p(M)\) and the associated dual set of basis \((e_a)\) which spans \(T^*_p(M)\) such that \(e^a(e_\beta) = \delta^a_\beta\). Therefore, any tensor field \(T\) of type \((p)\) can be expanded with respect to these bases as

\[
T = T^{a_1 \ldots a_p} e_{\beta_1} \ldots e_{\beta_p} e_{\alpha_1} \otimes \ldots \otimes e_{\alpha_p} \otimes e^{\delta_1} \otimes \ldots \otimes e^{\delta_n}.
\]  

(2.1)
Here \( T^{\alpha_1...\alpha_p\beta_1...\beta_q} \) are the related components of \( T \) relative to the bases \((e^\alpha)\) and \((e_\alpha)\). A tensor field \( T \) with rank \((p,q)\) turns into another tensor field \( \nabla T \) with the rank \((p,q+1)\) when the covariant derivative acts on it. Therefore, the expansion of \( \nabla T \) in these bases is

\[
\nabla T = T^{\alpha_1...\alpha_p\beta_1...\beta_q} e_{\alpha_1} \otimes ... \otimes e_{\alpha_p} \otimes e^{\beta_1} \otimes ... \otimes e^{\beta_q} \otimes e^\gamma .
\]  

(2.2)

The contraction of covariant derivative of the tensor field \( T \) with an arbitrary vector field \( u \) gives us the covariant derivative of \( T \) along the vector field \( u \) which does not change the rank of tensor fields \( T \)

\[
\nabla_u T = \nabla T(...)u,\ 
\]  

(2.3)

where \( u^\mu \nabla_u T^{\alpha_1...\alpha_p\beta_1...\beta_q} \) are the components of \( \nabla_u T \) with respect to \((e^\alpha)\) and \((e_\alpha)\).

2.1.2 Scalar Products and Metric Duality

In general, we do not know how to relate the elements of \( T^p(M) \) (or of \( T^*_p(M) \)). The concept of metric is introduced to do this task. Now, the scalar product of two vectors is taken place by mean of the related metric \( g \) of the manifold \( M \)

\[
\forall(u,v) \in T_p(M) \otimes T_p(M),
\]

\[
u.v = g(u^\mu e_\mu , v^\nu e_\nu) = u^\mu v^\nu g(e_\mu, e_\nu) = g_{\mu\nu} u^\mu v^\nu = u^\mu v^\nu .
\]

Here the metric \( g \) is taken as if it has two slots for inputting vectors. Alternatively, the same job is done by bracket notation : \( \forall(\tilde{w}, v) \in T^*_p(M) \otimes T_p(M), \)

\[
< \tilde{w}, v > = < w_\mu e^\mu , v^\nu e_\nu >
\]

\[
= w_\mu v^\nu < e^\mu, e_\nu >
\]

\[
= w_\mu v^\nu e^\mu(e_\nu)
\]

\[
= w_\mu v^\nu \delta^\mu_\nu
\]

\[
= w_\mu v^\mu .
\]

As we see in equation (2.2), " \( \nabla_\beta w_\alpha e^\alpha \otimes e^\beta \) " are the components of the 2-form \( \nabla \tilde{w} \) relative to the bases \( e^\alpha \otimes e^\beta \) of \( T^*(M) \otimes T^*(M) \). Then, the directional covariant derivative of a 1-form
Along a vector field \( \mathbf{u} \), \( \nabla_{\mathbf{u}} \mathbf{w} \), is a 1-form

\[
\nabla_{\mathbf{u}} \mathbf{w} = \nabla \mathbf{w}(\mathbf{u})
\]

\[
= \left[ \nabla_{\gamma} w_{\beta} e^\gamma \right](e^\mu e_\nu)
\]

\[
= u^\mu \nabla_{\gamma} w_{\beta} e^\gamma (e_\mu)
\]

\[
= u^\mu \nabla_{\gamma} w_{\beta} \delta^\gamma_\mu
\]

\[
= u^\mu \nabla_{\mu} w_{\beta} e^\beta
\]

Since the directional derivative, \( \nabla_{\mathbf{u}} \mathbf{w} \), is a 1-form, we use the bracket notation to get a scalar from it: \( \forall (\mathbf{w}, \mathbf{u}, \mathbf{v}) \in T^*(M) \otimes T(M) \otimes T(M) \),

\[
\nabla \mathbf{w}(\mathbf{u}, \mathbf{v}) = < \nabla_{\mathbf{u}} \mathbf{w}, \mathbf{v} >
\]

\[
= < u^\mu \nabla_{\mu} w_{\beta} e^\beta, v^\nu e_\nu >
\]

\[
= u^\mu \nabla_{\mu} w_{\beta} v^\nu (e^\beta, e_\nu)
\]

\[
= u^\mu \nabla_{\mu} w_{\beta} \delta^\beta_\nu
\]

\[
= u^\mu v^\nu \nabla_{\mu} w_{\nu}
\]

Any element of \( T_p(M) \) (or \( T^*_p(M) \)) can be mapped into \( T^*_p(M) \) (or \( T_p(M) \)) by means of the 2-form \( \mathbf{g} \). That’s, the metric \( \mathbf{g} \) induces an isometry between \( T_p(M) \) and \( T^*_p(M) \). Some of crucial properties of this isometry are

1. The dual of any vector \( \mathbf{u} \in T_p(M) \) is a unique linear form of \( T^*_p(M) \) and denoted by \( \tilde{\mathbf{u}} \) such that the scalar product is defined as

\[
\forall \mathbf{v} \in T_p(M) \; , \; < \mathbf{\tilde{u}}, \mathbf{v} > = \mathbf{g}(\mathbf{u}, \mathbf{v}) . \tag{2.4}
\]

2. The dual of any linear form \( \tilde{\mathbf{w}} \) (\( \in T^*_p(M) \)), \( \tilde{\mathbf{w}} \), is a unique vector \( \mathbf{w} \in T_p(M) \) such that

\[
\forall \mathbf{v} \in T_p(M) \; , \; \mathbf{g}(\mathbf{\tilde{w}}, \mathbf{v}) = < \mathbf{w}, \mathbf{v} > .
\]

3. \( T : T_p(M) \otimes T_p(M) \rightarrow \mathcal{R} \) (i.e any rank \( \binom{0}{2} \) tensor \( \mathbf{T} \) maps 2-vectors of tangent spaces at the point \( p \) into the space of scalars).
An endomorphism \( \mathbf{T} \) is induced from \( \mathbf{T} \) such that \( \mathbf{T} : \mathcal{T}(\mathcal{M}) \rightarrow \mathcal{T}(\mathcal{M}) \) and it satisfies

\[
\mathbf{T}(u, v) = u^\alpha v^\beta T^\gamma_{\alpha\beta} \delta^\gamma_{\alpha\beta} \\
= u^\alpha v^\beta T^\gamma_{\alpha\beta} \delta^\gamma_{\alpha\beta} \\
= u^\alpha v^\beta T^\gamma_{\alpha\beta} e_\alpha(e^\gamma) \\
= u^\alpha v^\beta T^\gamma_{\alpha\beta} < e^\gamma, e_\alpha > \\
= u^\alpha v^\beta T^\gamma_{\alpha\beta} g(e^\gamma, e_\alpha) \\
= g_{\gamma\alpha} u^\alpha v^\beta T^\gamma_{\alpha\beta} \\
= u \cdot \mathbf{T}(v).
\]

As we see in the equation (2.1) and because the endomorphism \( \mathbf{T} \) is a 1-form, \( T^\alpha_\beta \) are the components of \( \mathbf{T} \) relative to \( (e_\alpha) \).

### 2.1.3 Curvature Tensor

According to gravity, the matter curves the geometry and the geometry determines the motion of the matter. The rank \((1,3)\) Riemann curvature tensor measures how much the spacetime is curved. Basically, it is a map which sends a 1-form and 3 vectors into the real, smooth space of scalar fields \( C^\infty(\mathcal{M}, \mathcal{R}) \)

\[
4\mathbf{R} : \mathcal{T}^\ast(\mathcal{M}) \otimes \mathcal{T}(\mathcal{M})^3 \longrightarrow C^\infty(\mathcal{M}, \mathcal{R}),
\]

\[
(\tilde{w}, w, u, v) \longrightarrow < \tilde{w}, \nabla_u \nabla_v w - \nabla_v \nabla_u w - \nabla_{[u,v]} w > .
\]  

(2.6)

The Riemann tensor \( 4\mathbf{R} \) is assumed to be machine which has 1 slot for 1-form and 3 slots for vectors. The relation (2.6) is nothing but a tensor field on \( \mathcal{M} \). Furthermore, \( 4\mathbf{R}^\gamma_{\delta\alpha\beta} \) is the components of \( 4\mathbf{R} \) with respect to a proper set of basis \( (e_\alpha) \) and \( (e^\alpha) \) of \( \mathcal{T}_p(\mathcal{M}) \) and \( \mathcal{T}^*_p(\mathcal{M}) \).

Now, the crucial properties of \( 4\mathbf{R} \) are

1. \( 4\mathbf{R}^\gamma_{\delta\alpha\beta} \) is anti-symmetric between the 1st two terms \( \alpha \) and \( \beta \) and between the 2nd two terms \( \gamma \) and \( \delta \).

2. \( 4\mathbf{R}^\gamma_{\delta\alpha\beta} \) satisfies the cyclic property between the last three indices which is known as second Bianchi identity

\[
4\mathbf{R}^\gamma_{\delta\alpha\beta} + 4\mathbf{R}^\gamma_{\alpha\beta\delta} + 4\mathbf{R}^\gamma_{\alpha\delta\beta} = 0.
\]  

(2.7)
3. For the torsion-free spacetime, the well-known relation of the Ricci identity is

$$\left[ \nabla_\alpha, \nabla_\beta \right] w^\gamma = 4 R^\gamma_{\mu \alpha \beta} w^\mu .$$  \hspace{1cm} (2.8)

4. One-times contraction of $4 R^\gamma_{\alpha \delta \beta}$, i.e. $\delta \rightarrow \beta$, leads us to a symmetric, bilinear-form Ricci tensor $4 R$. The $4 R$ is considered to be a machine that has 2 slots for vectors

$$4 R : \mathcal{T}(M) \otimes \mathcal{T}(M) \longrightarrow C^\infty (M, \mathcal{R}) ,$$

$$ (u, v) \longrightarrow 4 R(e^\mu, u, e^\mu, v) .$$ \hspace{1cm} (2.9)

Also, the trace of the Ricci tensor relative to the dual of $g$ results in the spacetime Scalar curvature $R$.

5. The traceless part of the spacetime Riemann tensor titled as Weyl tensor, $4 C$ which gives whether a given spacetime is conformally flat or not is obtained by subtracting all the trace part (i.e. the Ricci tensor) and the trace-trace part (i.e. the Ricci scalar $4 R = g^{\mu \nu} R_{\mu \nu}$) of the spacetime Riemann curvature tensor from itself

$$4 C^\gamma_{\delta \alpha \beta} = 4 R^\gamma_{\delta \alpha \beta} - \frac{1}{2} \left( 4 R^\gamma_{a \delta \beta} - 4 R^\gamma_{\beta \delta \alpha} + 4 R_{\delta \alpha \beta} \delta^\gamma_a - 4 R_{\delta \alpha} \delta^\gamma_{\beta} \right)$$

$$\hspace{1cm} + \frac{1}{6} 4 R \left( g_{\delta \alpha} \delta^\gamma_{\beta} - g_{\delta \beta} \delta^\gamma_a \right) .$$ \hspace{1cm} (2.10)

We need to emphasize that the Weyl tensor, $4 C$, vanishes for spacetime whose dimension is lower than 4. Thus, in the lower dimensional geometry the spacetime Riemann tensor can be written in terms of the Ricci tensor, the metric and the scalar curvature tensor.

### 2.1.4 Hypersurface Embedded in Spacetime

As we see in the figure (2.1), the set of points, $\forall p \in M$, at which the scalar field is constant corresponds a hypersurface $\Sigma$ of the four-dimensional manifold $M$ which is an image of a three-dimensional manifold $\hat{\Sigma}$ under the homeomorphism $\Phi$. Since the three-dimensional manifold $\hat{\Sigma}$ is something like to be embedded into the four-dimensional manifold $M$, we say that the mapping $\Phi$ is an embedding mapping

$$\Phi : \hat{\Sigma} \rightarrow M .$$ \hspace{1cm} (2.11)

Furthermore, ”one-to-one character of the embedding mapping $\Phi$ ensures that the hypersurfaces do not intersect”.
The embedding mapping $\Phi$ induces two well-known mappings of the push-forward mapping, $\Phi_*$, and the pull-back mapping, $\Phi^*$. First, $\Phi_*$ maps the vectors of the tangent space of the three-dimensional manifold $\hat{\Sigma}$, $T_p(\hat{\Sigma})$, into the corresponding vectors of $T_p(M)$

$$\Phi_* : T_p(\hat{\Sigma}) \rightarrow T_p(M),$$

$$\mathbf{v} = (v^x, v^y, v^z) \rightarrow \Phi_* \mathbf{v} = (0, v^x, v^y, v^z).$$

(2.12)

Here $v^i = (v^x, v^y, v^z)$ is the components of the vector $\mathbf{v}$ with respect to the natural basis $\partial/\partial x_i$ of $T_p(M)$ associated with the coordinates $(x^i)$. On the other hand, $\Phi^*$ maps the linear forms of $T^*_p(M)$ into the corresponding linear forms of $T^*_p(\hat{\Sigma})$

$$\Phi^* : T^*_p(M) \rightarrow T^*_p(\hat{\Sigma}),$$

$$\tilde{\mathbf{w}} \rightarrow \Phi^* \tilde{\mathbf{w}} : T_p(\hat{\Sigma}) \rightarrow \mathbb{R},$$

$$\mathbf{v} \rightarrow < \tilde{\mathbf{w}}, \Phi_* \mathbf{v} > .$$

(2.13)

Further insight, the mapping $\Phi^*$ acts on the multilinear forms of $T_p(M)$, too

$$\forall (\mathbf{v}_1, ..., \mathbf{v}_n) \in T_p(\Sigma)^n, \ (\Phi^* T)(\mathbf{v}_1, ..., \mathbf{v}_n) = T(\Phi_* \mathbf{v}_1, ..., \Phi_* \mathbf{v}_n),$$

(2.14)

where $T$ is an $n$-form. Especially, the pull-back of the 2-form spacetime metric $g$ takes a great attention. The pull-back of $g$ is called the induced metric, $\gamma$, of the hypersurface, $\Sigma_t$ and known as the first fundamental form of $\Sigma_t$

$$\gamma = \Phi^* g.$$
Moreover, the scalar product between any two vectors of the tangent space of the hypersurface is same either by using $g$ or $\gamma$: \( \forall (u, v) \in T_p(\Sigma) \times T_p(\Sigma), \)
\[
u. v = g(u, v) = \gamma(u, v). \tag{2.16}\]

### 2.1.5 Normal Vector

We consider there is a scalar field $t$ on $\mathcal{M}$ such that each "$t$ = constant" corresponds the hypersurface $\Sigma_t$ of $\mathcal{M}$ and the vector $\nabla t$ is normal to $\Sigma$. Then, the dual of the vector $\nabla t$ is the gradient 1-form $dt$ such that the relation between them is
\[
\nabla^\alpha t = g^{\alpha \mu} \nabla_\mu t = g^{\alpha \mu}(dt)_\mu. \tag{2.17}\]

and $\forall v \in \Sigma$, the scalar product vanishes
\[
< dt, v >= 0. \tag{2.18}\]

Furthermore, the type of the normal vector $\nabla t$ is determined by the type of the hypersurface $\Sigma$: That's, if the signature of induced metric $\gamma$ of $\Sigma$ is $(+,-,+)\text{)}$ then $\Sigma$ is spacelike and the corresponding normal vector $\nabla t$ is timelike, contrary, if the signature of induced is $(-,+,+)$ then $\Sigma$ is timelike and the corresponding normal vector $\nabla t$ is spacelike and, finally, if the induced metric is degenerate, i.e. has signature of $(0,+,+)$ then either $\Sigma_t$ or $\nabla t$ are null.

Although $\nabla t$ is a unique normal vector to $\Sigma_t$, it is not a unit normal vector. Therefore, in the not-null case, we normalize it to get a unit normal vector of $n$
\[
\hat{n} = \frac{\nabla t}{\sqrt{\nabla t.\nabla t}}, \tag{2.19}\]

where the positive sign $(+)$ is used for a timelike hypersurface and the negative sign $(-)$ is used for a spacelike hypersurface. Thus, the norm of the unit normal vector is
\[
\hat{n}.\hat{n} = \frac{\nabla t.\nabla t}{\nabla t.\nabla t} = \begin{cases} 
-1 & \text{if } \Sigma \text{ is spacelike} \\
1 & \text{if } \Sigma \text{ is timelike}
\end{cases}
\]

### 2.1.6 Intrinsic Curvature

For the not-null case, one can always propose a unique Levi-Civita connection $D$ which is still torsion-free and metric compatible on a hypersurface $\Sigma$. Moreover, the intrinsic covariant
derivative $D$ is defined by using the induced metric $\gamma$. Now, as we see in the relation (2.6), the Riemann curvature tensor measures the curvature by using the spacetime connection $\nabla$. However, in order to measure the curvature of the hypersurface $\Sigma$ (i.e. the intrinsic curvature of the $\Sigma$), we replace the spacetime connection $\nabla$ with the intrinsic connection $D$.

$$\forall v \in T(\Sigma), [D_i, D_j]v^k = R^k_{lij}v^l. \quad (2.20)$$

That’s, the intrinsic curvature of a given hypersurface is nothing but the curvature which is measured (or felt) by anybody moving on the hypersurface. Also, as we did in the equation (2.9), one-times contraction on the intrinsic curvature tensor gives us the Ricci tensor of the hypersurface $\Sigma$

$$R_{ij} = R^k_{ikj}. \quad (2.21)$$

Finally, the contraction of the intrinsic Ricci tensor results into the intrinsic scalar curvature (or Gaussian curvature) of $\Sigma$.

$$R = \gamma^{ij}R_{ij}. \quad (2.22)$$

### 2.1.7 Extrinsic Curvature

In 3+1 formalism, the global manifold is assumed to be constructed by a family of embedded hypersurfaces. Naturally, we expect that there must be a machine (or a tensor field) which will measure how much the hypersurfaces are bending within the global manifold. Fortunately, there is one which is known as the extrinsic curvature $K$. To find the explicit form of $K$ let us first image a physical case: when a drop of ink is being released orthogonally onto the surface of water, it spreads over the surface. Therefore, the orthogonal release of the drop is something related to the spread of it over the surface. By taking this approach as a reference, we see that we need a vector which is related to the spread of the unit normal vector $\hat{n}$ over the hypersurface $\Sigma$. Basically, this is done by endomorphism Weingarten map (or shape operator) $\chi$ of $T_p(\Sigma)$

$$\chi : T_p(\Sigma) \rightarrow T_p(\Sigma), \quad v \rightarrow \nabla_v \hat{n}.$$ 

In words, the machine $\chi$ inserts the unit normal vector $\hat{n}$ into its slot and migrates the directional derivative of $\hat{n}$ which is an element of $T_p(\Sigma)$

$$\hat{n},\chi(v) = \hat{n},\nabla_v \hat{n} = \frac{1}{2}\nabla_v[\hat{n},\hat{n}] = 0.$$
Now, let us deduce the crucial property "self-adjointness with respect to the induced metric $\gamma$" of $\chi$: \( \forall (u, v) \in T_p(\Sigma) \otimes T_p(\Sigma) \),

\[
u.\chi(v) = u.\n - \hat{n}.\n u = -\hat{n}.\n u,
\]

(2.23)

We assume that the torsion tensor is zero \( (\nabla_v u - \nabla_u v - [u, v] = 0) \). Then, (2.23) becomes

\[
u.\chi(v) = -\hat{n}.(\nabla_u v - [u, v])
\]

(2.24)

For the sake of self-adjointness of $\chi$, we need to show that the last term of (2.24) disappears

\[
\nabla_t.[u, v] = <dt, [u, v]>
\]

\[
= <dt, (\nabla_u v - \nabla_v u)>
\]

\[
= <dt, \nabla_u v> - <dt, \nabla_v u>
\]

\[
= <\nabla_\mu t e^{\delta}, u^\beta \nabla_\nu v e_\delta > - <\nabla_\mu t e^{\beta}, v^\beta \nabla_\nu u e_\delta>
\]

\[
= \nabla_\mu t u^\beta v^\beta <e^{\mu}, e_\delta> - \nabla_\mu t v^\beta u^\beta <e^{\mu}, e_\delta>
\]

\[
= \nabla_\mu t u^\beta v^\beta \delta^{\mu}_{\delta} - \nabla_\mu t v^\beta u^\beta \delta^{\mu}_{\delta}
\]

\[
= \nabla_\mu t u^\beta v^\beta - \nabla_\mu t v^\beta u^\beta
\]

\[
= u^\beta \nabla_\mu v^\beta - v^\beta \nabla_\mu u^\beta
\]

\[
= 0,
\]

(2.25)

where we used the fact that $v^\mu$ is orthogonal to $\nabla_\mu t$. Thus, we proved that $\chi$ is really self-adjoint

\[
\forall (u, v) \in T_p(\Sigma) \otimes T_p(\Sigma),\ u.\chi(v) = \chi(u).v,
\]

(2.26)

Since the Weingarten map $\chi$ is self-adjoint, its eigenvalues are taken as the principal curvatures, $\kappa_i$, of the hypersurface $\Sigma$ and the corresponding eigenvectors are taken as the principal directions of the hypersurface such that the mean of the $\kappa_i$ is known as the mean curvature $H$, of $\Sigma$

\[
H = \frac{1}{3} \sum_{i=1}^{3} \kappa_i.
\]

(2.27)

Contrary to the intrinsic curvature, $\kappa_i$ and $H$ are depend on how the hypersurface is embedded into $M$ so they are taken as extrinsic character of $\Sigma$. Now, we are ready to construct the explicit
mapping of 2-form of the extrinsic curvature $K$ of $\Sigma$ by using the Weingarten map $\chi$. $K$ is assumed to be a machine which has two slots for the vectors of $T_p(\Sigma)$ and whose output is a scalar

$$K : T_p(\Sigma) \otimes T_p(\Sigma) \rightarrow \mathbb{R},$$

$$(u, v) \rightarrow -u.\chi(v).$$

(2.28)

This is the well-known relation of the second fundamental form (or the extrinsic curvature tensor) of the hypersurface $\Sigma$. Moreover, the relation between the contraction of $K$ with respect to the induced metric $\gamma$ and the mean curvature, $H$ of $\Sigma$ is

$$K = \gamma^{ij} K_{ij} = -3H.$$ (2.29)

Up to now, we dealt with timelike and spacelike hypersurfaces. Now, we will restrict ourself to spacelike hypersurface in which the signature of the induced metric $\gamma$ is $(+,-,+)$ and we will define the fundamental geometrical tools for it:

### 2.1.8 The Orthogonal Projector

The tangent space of $M$ at a point p, $T_p(M)$, can be orthogonally decomposed into the corresponding tangent space of the hypersurface $\Sigma$ at the point p, $T_p(\Sigma)$, and a one-dimensional vector space of $\mathbf{n}$, $\text{Vect}(\mathbf{n})$

$$T_p(M) = T_p(\Sigma) \oplus \text{Vect}(\mathbf{n}).$$ (2.30)

where $\text{Vect}(\mathbf{n})$ is a 1-dimensional vector space for $\mathbf{n}$. Because in the null case $\text{Vect}(\mathbf{n}) \subset T_p(\Sigma)$, the orthogonal decomposition of vector space (2.30) is valid only for spacelike and timelike hypersurfaces. Now, the orthogonal decomposition (2.30) of $T_p(M)$ allows us to define an operator $\gamma$ which projects the elements of $T_p(M)$ into of $T_p(\Sigma)$

$$\gamma : T_p(M) \rightarrow T_p(\Sigma)$$

$$v \rightarrow v + (\mathbf{n}.v)\mathbf{n},$$ (2.31)

here $\gamma$ is known as the orthogonal projection operator. It selects the components of the vector of $\Sigma$ among of $M$. Therefore, the projection of the unit normal vector $\mathbf{n}$ is equal to zero [i.e. since $\mathbf{n}\mathbf{n} = -1$, then, $\gamma(\mathbf{n}) = \mathbf{n} + (\mathbf{n}\mathbf{n})\mathbf{n} = 0$] and it acts as an identity operator for vectors of $T_p(\Sigma)$ [i.e. $\forall v \in T_p(\Sigma), \gamma(v) = v + (\mathbf{n}.v)\mathbf{n} = v$]. Further insight, the orthogonal projection operator $\gamma$ can be expanded relative a set of bases $(e_a)$ of $T_p(M)$ and the corresponding
components are
\[ \gamma_{\alpha\beta} = \delta_{\alpha\beta} + n^\alpha n_\beta. \]  

(2.32)

We mentioned in (2.12) and (2.13) the embedding \( \Phi \) induces the push-forward mapping, \( \Phi_* \), and the pull-back mapping, \( \Phi^* \) in the given direction and does not imply in the reverse directions. On the other hand, as we illustrated in (2.31) that \( \gamma \) carries the elements from \( T_p(M) \) and projects them into \( T_p(\Sigma) \). And, it induces another mapping \( \gamma_M \) between the corresponding dual spaces [from \( T^*_p(\Sigma) \) to \( T^*_p(M) \)]

\[ \tilde{w} \in T^*_p(\Sigma), \ v \in T_p(M), \quad \gamma^*_M : T^*_p(\Sigma) \rightarrow T^*_p(M), \]

\[ \tilde{w} \rightarrow \gamma^*_M \tilde{w} : T_p(M) \rightarrow \mathcal{R}, \]

\[ v \rightarrow < \gamma^*_M \tilde{w}, v > = \gamma^*_M \tilde{w}(v) \]

\[ = \tilde{w}(\gamma(v)). \]  

(2.33)

Also, the induced mapping \( \gamma_M^* \) can map arbitrary n-form \( \mathcal{A} \) of \( T^*_p(\Sigma) \)

\[ \forall \mathcal{A} \in T^*_p(\Sigma)^n, \quad \gamma_M^* : \mathcal{A} \rightarrow \gamma_M^* \mathcal{A} : T_p(M)^n \rightarrow \mathcal{R}, \]

\[ (v_1, ..., v_n) \rightarrow \gamma_M^* \mathcal{A}(v_1, ..., v_n), \]  

(2.34)

\[ = \mathcal{A}(\gamma(v_1), ..., \gamma(v_n)). \]

Particularly, the extension of 2-form induced metric \( \gamma \) to \( M \) will act on the vectors of \( T_p(M) \). Then, we denote it with the same symbol, \( \gamma = \gamma_M^* \gamma \). The relation between the extended induced metric \( \gamma \) and the spacetime metric \( g \) is

\[ \gamma = g + \tilde{n} \otimes \tilde{n} = \gamma_M^* \gamma. \]  

(2.35)

where \( \tilde{n} \) is a 1-form. As we did before, \( \gamma_{\alpha\beta} = g_{\alpha\beta} + n_\alpha n_\beta \) are the components of the extended induced metric \( \gamma \) (\( = \gamma_M^* \gamma \)) relative to a proper family of basis \( (e^\nu) \) of \( T^*_p(M) \). Let us take a look at the action of \( \gamma \) on the particular cases:

1. \( \forall (v, u) \in \Sigma \), then, the induced metric \( \gamma \) and the spacetime metric \( g \) will do the same job on these vectors

\[ \gamma_M^* \gamma(u, v) = g(u, v) + < \tilde{n}, u > < \tilde{n}, v > \]

\[ = g(u, v) \]

\[ = g_{\nu\mu} t^\mu v^\nu. \]  

(2.36)
2. On the other hand, if one of these vectors (consider \( u = \lambda \hat{n} \)) is collinear with \( \hat{n} \), then, the action of \( \gamma \) will be zero. That’s, for any \( v \in T_p(M) \)

\[
\gamma(u, v) = \gamma^*_M (u, v) = \lambda g(\hat{n}, v) + \lambda < \hat{n}, \hat{n} > < \hat{n}, \hat{v} >
\]

\[
= \lambda \left( g(\hat{n}, v) - < \hat{n}, \hat{v} > \right)
\]

\[
= \lambda \left( < \hat{n}, \hat{v} > - < \hat{n}, \hat{v} > \right) \]

\[
= 0.
\]

By observing the equation (2.32) and the components of the extended metric \( \gamma (= \gamma^*_\gamma) \), we see that the orthogonal projection operator \( \gamma \) is obtained from the extended metric by raising its 1\(^{st}\) index. Indeed, we use the same symbol for the extension of the extrinsic curvature \( K \) to \( M \), too:

\[
K = \gamma^*_M K.
\]

Finally, with the help of the orthogonal projection operator \( \gamma \) any rank-(p+q) tensor \( T \) \( \in \mathcal{T}(M)^p \otimes \mathcal{T}^*(M)^q \) can be converted into another tensor, \( \gamma^*_M T \), of same type which is still an element of \( \mathcal{T}(M)^p \otimes \mathcal{T}^*(M)^q \). The transformation between their components is by

\[
(\gamma^*_M T)^{\alpha_1 \ldots \alpha_p \beta_1 \ldots \beta_q} = \gamma^{\alpha_1 \mu} \ldots \gamma^{\alpha_p \mu_p} \gamma^{\nu_1 \beta_1} \ldots \gamma^{\nu_q \beta_q} T^{\nu_1 \ldots \nu_p \mu_1 \ldots \mu_q}.
\]

(2.39)

2.1.9 Relation Between "K" and \( \nabla_{\hat{n}} \)

Up to now we have not said anything about the diffusion of the unit normal vector \( \hat{n} \) within the neighborhood of a point \( p \) of the hypersurface. We only assumed \( \hat{n} \) to be at points of the hypersurface. Basically, we will see that deviation of \( \hat{n} \) leads us to the relation between the extrinsic curvature \( K \) and the covariant derivative along \( \hat{n} \). Therefore, we need to define the acceleration vector \( a \) of \( \hat{n} \)

\[
a = \nabla_{\hat{n}} \hat{n}.
\]

(2.40)

If we assume that \( \hat{n} \) is a 4-velocity of an observer (since \( \hat{n} \) is a timelike vector), then, \( \hat{n} \) is 4-acceleration of the observer. Furthermore, this deviation is an element of \( \mathcal{T}_p(\Sigma) \).

\[
\hat{n} a = \hat{n} \nabla_{\hat{n}} \hat{n} = \frac{1}{2} \nabla_{\hat{n}}[\hat{n} \hat{n}] = 0.
\]

(2.41)

Now, we have emphasized that \( K \) can be taken as a machine which has two slots for inputting vectors. Therefore, let us extend it to \( M \) and insert two vectors belonging the tangent space
of $M$ at $p$: $\forall(u,v) \in T_p(M)$,

$$\gamma^*_M K(u,v) = K(\gamma(u), \gamma(v))$$

$$= -\gamma'(u).\nabla_{\gamma'(v)} \hat{n}$$

$$= -[u + (\hat{n}.u)\hat{n}] \nabla_{[v+\hat{n}.v]\hat{n}} \hat{n}$$

$$= -u.\nabla_v \hat{n} - (\hat{n}.u)\hat{n}.\nabla_v \hat{n} - (\hat{n}.v)(u.a) - (\hat{n}.v)(\hat{n}.u)(\hat{n}.a)$$

$$= -u.\nabla_v \hat{n} - (\hat{n}.v)(u.a)$$

$$= -<\nabla\hat{n}(...,v),u>- <\hat{a},u><\hat{n},v>,$$

where we used $u.v = g(u,v) = g(u^\mu e_\mu, v^\nu e_\nu) = g_{\mu\nu} u^\mu v^\nu = u^\mu v^\nu$. We know that the equation (2.42) is valid for any pair of tangent vectors of $M$ so we can drop the vectors to get the compact form as

$$K = -\nabla \hat{n} - \hat{a} \otimes \hat{n} \implies \nabla \hat{n} = -K - \hat{a} \otimes \hat{n},$$

(2.43)

here the symbol ($\approx$) means dual of the vector. The components of the tensorial equation (2.43) with respect to a given basis of $T^*_p(M)$ are

$$\nabla_{\beta} \hat{n}_\alpha = -K_{\alpha\beta} - a_{\alpha} n_{\beta}.$$  

(2.44)

The equation (2.44) is defined onto the four-dimensional manifold $M$. Then, let us pull-back it to $T^*_p(\Sigma)$$\nabla^\nu \gamma^\mu_{\alpha\beta} n_{\mu} = -\gamma^\mu_{\alpha\beta} n_{\mu} K_{\mu\nu} - \gamma^\mu_{\alpha\beta} a_{\mu} n_{\nu},$$

(2.45)

notice that the last term on the right hand side of the equation (2.45) vanishes because the projection of $n_{\nu}$ onto $\Sigma$ is zero so we get

$$\gamma^\mu_{\alpha\beta} n_{\mu} K_{\mu\nu},$$

(2.46)

or in compact form

$$K = \gamma^* K = -\gamma^* \nabla \hat{n}.$$  

(2.47)

As we see in the equation (2.47), the projected form of $\nabla \hat{n}$ onto $\Sigma$ (i.e. $-K$) is symmetric though the four-dimensional $\nabla \hat{n}$ is not. Now, it is easy to show that the trace of the equation (2.44) with respect to $g^{\alpha\beta}$ is

$$K = -\nabla_{\beta} n^\beta,$$

(2.48)

or in compact form

$$K = -\nabla.(\hat{n}).$$  

(2.49)

The equation (2.49) gives the relation between the scalar extrinsic curvature and the divergence of the unit normal vector.
2.1.10 Relation between Connections of the Spacetime and of the Hypersurface

Consider a tensor field \( T \) onto \( \Sigma \). Both the tensor field \( T \) and its covariant derivative \( DT \) are tensor fields of \( M \), too. As we implies before, we are able to convert \( DT \) into another vector field of \( M \) which is denoted by \( \gamma^* \nabla T \)

\[
DT = \gamma^* \nabla T , \quad (2.50)
\]

or more precisely,

\[
DT = \gamma^* \nabla^* \nabla_M T . \quad (2.51)
\]

And the related transformation of the components is given by

\[
D_\rho T^{\alpha_1...\alpha_p\beta_1...\beta_q} = \gamma^{\alpha_\mu_1...\alpha_p}_{\beta_\nu_1...\beta_q} \gamma^{\nu_1}_{\rho_\mu_1...\rho_p} \nabla_{\rho} T^{\mu_1...\mu_p\nu_1...\nu_q} . \quad (2.52)
\]

The crucial properties of the transformation of \( (2.51) \) are

1. \( \gamma^* \nabla^* \nabla_M T \) is a torsion-free connection on \( \Sigma \), it satisfies all the defining properties of a connection [linearity, reduction to gradient for a scalar field, commutes with contraction and Leibniz rule].

2. \( \gamma^* \nabla^* \nabla_M T \) is metric compatible

\[
\left( \gamma^* \nabla \right)_{\alpha \beta \gamma} = \gamma^\rho_{\alpha \beta} \gamma^\mu_{\rho \gamma} \nabla_{\rho} \gamma_{\mu \nu} = \gamma^\rho_{\alpha \beta} \gamma^\mu_{\rho \gamma} \nabla_{\rho} \left[ g_{\mu \nu} + n_\mu n_\nu \right] = \gamma^\rho_{\alpha \beta} \gamma^\mu_{\rho \gamma} \left( \nabla_{\rho} g_{\mu \nu} + (\nabla_{\rho} n_\mu)n_\nu + n_\mu (\nabla_{\rho} n_\nu) \right) = 0 , \quad (2.53)
\]

where we have used the metric compatibility of \( g \) and the fact that the orthogonal projection of \( \hat{n} \) onto \( \Sigma \) vanishes.
Finally, let us derive the relation between the connections:

\[ \forall (u, v) \in T_p(\Sigma) \otimes T_p(\Sigma), \ \left( D_u v^\alpha \right) = u^\rho D_\rho v^\alpha \]

\[ = u^\rho \gamma^\eta_{\sigma \mu} \nabla_\eta v^\mu \]

\[ = u^\rho \gamma^\eta_{\rho \mu} \nabla_\eta v^\mu \]

\[ = u^\rho \left[ \delta^\eta_{\mu} + n^\eta n_\mu \right] \nabla_\eta v^\mu \]

\[ = u^\rho \delta^\eta_{\mu} \nabla_\eta v^\mu + u^\rho n^\eta n_\mu \nabla_\eta v^\mu \]

\[ - v^\mu \nabla_\eta n_\mu \]

\[ = u^\rho \nabla_\rho v^\mu - u^\rho v^\eta n^\eta n_\rho v_\mu \]. \hspace{1cm} (2.54)

Now, the last term of the equation (2.54) is nothing but the definition of the extrinsic curvature (2.28). By using this fact, the equation (2.54) becomes

\[ D_u v = \nabla_u v + K(u, v) \hat{n}. \hspace{1cm} (2.55) \]

That’s, the difference between the directional covariant derivatives \( D_u v \) and \( \nabla_u v \) is given by the extrinsic curvature \( K(u, v) \). Furthermore, the difference is along the unit normal vector \( \hat{n} \).

### 2.2 GEOMETRY OF FOLIATION

From now, as we see in the figure (2.2), we will deal with a continuous family of embedded hypersurfaces \((\Sigma_t)_{t \in \mathbb{R}}\) which covers the spacetime \((M, g)\). However, the spacetime \((M, g)\) that we are going to foliate (i.e. to slice) is not any type of spacetime rather it is a globally-hyperbolic spacetime.

#### 2.2.1 Globally Hyperbolic Spacetimes and Foliation

In order to define what the globally-hyperbolic spacetime is, we need to first define the concept of Cauchy Surface: Any spacelike hypersurface which is being intersected by causal curves (i.e. timelike and null) if and only if one time is called a Cauchy Surface. Now, any spacetime on which there can be defined a continuous family of Cauchy surfaces is called a globally-hyperbolic spacetime [figure (2.2)]. Also, it is obvious that the topology of the globally-hyperbolic spacetime is essentially \( \Sigma \times \mathbb{R} \). In words, the foliation of the spacetime is...
that there is assumed to be a smooth scalar field $\hat{t}$ on the four-dimensional manifold $\mathcal{M}$ such that the union of points at which the scalar field is identical construct the related hypersurface

$$\forall t \in \mathcal{R}, \Sigma_t = \{ p \in \mathcal{M}, \hat{t}(p) = t \} \Rightarrow \mathcal{M} = \bigcup_{t \in \mathcal{R}} \Sigma_t, \quad (2.56)$$

where we assume that the gradient of the scalar field is always different than zero (i.e. regular) which ensures that the hypersurfaces never intersect

$$\Sigma_t \cap \Sigma_{t'} = \emptyset \text{ for } t \neq t'. \quad (2.57)$$

2.2.2 Foliation Kinematics

1. Lapse Function

For convention, let us use the symbol $t$ as the scalar field on $\mathcal{M}$. Then, the vector $\nabla t$ is essentially normal to the hypersurface $\Sigma_t$ and not necessarily a unit normal vector. Therefore, we suppose that there exists a scalar field $N (> 0$ and called lapse function [11]) which is used to re-normalize $\nabla t$:

$$\hat{n} = -N \nabla t = -\frac{\nabla t}{\sqrt{-\nabla t \cdot \nabla t}} \implies N = \frac{1}{\sqrt{-\nabla t \cdot \nabla t}}, \quad (2.58)$$
the minus sign in the equation (2.58) guarantees that $\hat{n}$ is future-oriented. Because $\nabla t$ is a vector, its dual is the gradient 1-form $dt$. The crucial point is that the lapse function makes the $dt$ a unit 1-form, too: Suppose that there is a scalar field $S$ such that $\tilde{n} = S\ dt$ so what is $S$?

$$<\tilde{n},\hat{n}> = <S\ dt, -N\nabla t>$$
$$= SN\left[-<dt, \nabla t>\right]$$
$$= S\cdot N \frac{1}{N^2}$$
$$= -1,$$

so $S = -N$. Thus,

$$\tilde{n} = -N dt.$$ (2.60)

![Figure 2.3: The Lie Dragging of $v \in T(\Sigma_t)$ along $m$ such that $L_m v \in T(\Sigma_t)$](image)

Here the diffeomorphism $\Phi$ mappings the elements of $T_p(\Sigma_t)$ into $T_q(\Sigma_t)$

2. **Normal Evolution Vector**

Now, when we evaluate the inner product between the vector $\nabla t$ and the normal unit vector $\hat{n}$, we will see that it is not equal to 1. This means that the normal unit vector $\hat{n}$ can not follow the flow of the scalar field though it locally does. Then, the modification of the $\hat{n}$ to the evolution of the hypersurfaces seems as a primary condition. Therefore, we propose a new normal vector $m$ (known as normal evolution vector)

$$m = Nn \implies m.m = -N^2,$$ (2.61)

such that the normal evolution vector $m$ is being adapted to the flow of the scalar
field $t,$

$$< dt, \mathbf{m} > = < dt, N\hat{n} >$$

$$= N < dt, \hat{n} >$$

$$= N < dt, -N\nabla t >$$

$$= -N^2 < dt, \nabla t >$$

$$= -N^2 \frac{1}{N^2}$$

$$= 1 .$$

This modification provides the evolution of the hypersurfaces. That’s, all the points of the initial hypersurface $\Sigma_t$ are being carried along the vector $\delta t \mathbf{m}$ such that the union of carried points construct the neighbor hypersurface $\Sigma_{t+\delta t}$ [see figure 2.4]. This evolution of the hypersurface is known as the Lie dragging of hypersurfaces along $\mathbf{m}$. As we see from the figure (2.3) the Lie dragging along $\mathbf{m}$ does not disturb the elements tangent to $\Sigma_t$. That is, they are still the elements tangent to $\Sigma_t$ after dragging along $\mathbf{m}$:

$$\forall \mathbf{v} \in T(\Sigma_t), \quad L_{\mathbf{m}} \mathbf{v} \in T(\Sigma_t).$$

(2.63)

![Figure 2.4: The Lie Dragging of the Points](image)

3. **Eulerian Observers**

Actually, the unit normal vector $\hat{n}$ can be taken as the 4-velocity of the *Eulerian Observer*. Then, the world line of Eulerian Observer will intersect the hypersurface $\Sigma_t$ only one time which says that all the simultaneous events at each constant scalar field (i.e. local) construct the hypersurface $\Sigma_t$. Now, assume that there are two points (=events) $p \in \Sigma_t$ whose coordinate time is $t$ and $p' \in \Sigma_{t+\delta t}$ whose time coordinate is $t + \delta t$ on the world-line of a Eulerian Observer. Then, the elapsed time difference $\delta \tau$ between two events with respect to the observer’s clock is given by

$$\delta \tau = \sqrt{-g(\delta t \mathbf{m}, \delta t \mathbf{m})} = \sqrt{g(-\mathbf{m}, \mathbf{m})} \delta t ,$$

(2.64)
from the equation (2.61), we get
\[ \delta \tau = N \delta t . \]  
(2.65)

As in the equation (2.40), the corresponding 4-acceleration of the Eulerian Observer is an element of \( T_p(\Sigma_t) \)
\[ \mathbf{a} = \nabla_n \hat{n} . \]  
(2.66)

Due to the fact that \( \mathbf{a} \in T_p(\Sigma_t) \), the 4-acceleration vector \( \mathbf{a} \) can be rewritten in terms of the lapse function \( N \):  
\[ a_\alpha = n^\mu \nabla_\mu n_\alpha = n^\mu \nabla_\mu [-N \nabla_\alpha t] = -n^\mu (\nabla_\mu N)(\nabla_\alpha t) - N n^\mu \nabla_\mu \nabla_\alpha t \]
\[ = -n^\mu \nabla_\mu N[-\frac{1}{N} n_\alpha] - N n^\mu \nabla_\alpha \nabla_\mu t \]
\[ = \frac{1}{N} n_\alpha n^\mu (\nabla_\mu N) - N n^\mu \nabla_\alpha (-\frac{1}{N} n_\mu) \]
\[ = \frac{1}{N} n_\alpha n^\mu (\nabla_\mu N) + N n^\mu \nabla_\alpha (\frac{1}{N} n_\mu) \]
\[ = \frac{1}{N} n_\alpha n^\mu (\nabla_\mu N) - \frac{1}{N^2} n_\alpha n^\mu \nabla_\alpha N + N \frac{1}{N} n^\mu \nabla_\alpha n_\mu \]
\[ = \frac{1}{N} n_\alpha n^\mu (\nabla_\mu N) + \frac{1}{N} \nabla_\alpha N \]
\[ = \frac{1}{N} [\delta^\mu_\alpha \nabla_\mu N + n_\alpha n^\mu \nabla_\mu N] = \frac{1}{N} [\delta^\mu_\alpha + n_\alpha n^\mu] \nabla_\mu N \]
\[ = \frac{1}{N} \gamma^\mu_\alpha \nabla_\mu N \implies a_\alpha = \frac{1}{N} D_\alpha N = D_\alpha \ln N , \]
or in compact form
\[ \hat{\mathbf{a}} = \hat{\mathbf{D}} \ln N . \]  
(2.67)

4. Gradient of of the 1-form \( \hat{n} \) and \( \hat{m} \)

We are going to deduce very important two relations of the gradient of \( \hat{n} \) and of \( \hat{m} \) in terms of the extrinsic curvature and the lapse function. Firstly, the substitution of the equation (2.67) into the equation (2.43) gives us the gradient of the 1-form \( \hat{n} \),
\[ \nabla \hat{n} = -\mathbf{K} - \hat{\mathbf{D}} \ln N \otimes \hat{n} \implies \nabla_\beta n_\alpha = -K_{\alpha\beta} - D_\alpha \ln N n_\beta . \]  
(2.68)

Secondly, the equations (2.61) and (2.68) are used to find the gradient of the dual of the \( \mathbf{m} \),
\[ \nabla \hat{m} = \nabla (N \hat{n}) \]
\[ = N \nabla (\hat{n}) + \hat{n} \otimes \nabla N \]
\[ = N \left( \mathbf{K} - \hat{\mathbf{D}} \ln N \otimes \hat{n} \right) + \hat{n} \otimes \nabla N \]
\[ = N \left( -\mathbf{K} - \frac{1}{N} \hat{\mathbf{D}} N \otimes \hat{n} \right) + \hat{n} \otimes \nabla N , \]
so we get the gradient of the dual of \( \mathbf{m} \) as

\[
\nabla \tilde{\mathbf{m}} = -\mathbf{K} - \tilde{\mathbf{D}}N \otimes \tilde{\mathbf{n}} + \tilde{\mathbf{n}} \otimes \nabla N .
\]  
(2.69)

And its vector form as

\[
\nabla \mathbf{m} = -\mathbf{K} - \mathbf{D}N \otimes \mathbf{n} + \mathbf{n} \otimes \nabla N \Rightarrow \nabla_\beta m_\alpha = -NK_{\alpha\beta} - D_\alpha Nn_\beta + n_\alpha \nabla_\beta N .
\]  
(2.70)

5. Evolution of the Induced 3-Metric

Under the flow of the hypersurfaces, the induced 3-metric is being carried by the Lie derivative along \( \mathbf{m} \). With the help of the equation the equation (2.70), the Lie derivative of \( \gamma \) along \( \mathbf{m} \) is deduced from

\[
L_{\mathbf{m}} \gamma_{\alpha\beta} = m_\mu \nabla_\mu \gamma_{\alpha\beta} + \gamma_{\alpha\beta} \nabla_\alpha m_\mu + \gamma_{\alpha\beta} \nabla_\beta m_\mu
\]  

\[
= m_\mu (\nabla_\mu n_\alpha n_\beta + n_\alpha (\nabla_\mu n_\beta)) - N\gamma_{\alpha\beta} K^{\mu}_{\alpha} - \gamma_{\alpha\beta} D^{\mu} Nn_\alpha
\]  

\[
+ \gamma_{\alpha\beta} [\nabla_\mu n_\alpha] n_\beta + Nn_\alpha n_\beta (\nabla_\mu n_\beta) - NK_{\mu\alpha} - D_\alpha Nn_\beta
\]  

\[
= Nn_\mu (\nabla_\mu n_\alpha) n_\beta + Nn_\alpha n_\beta (\nabla_\mu n_\beta) - NK_{\mu\alpha} - D_\beta Nn_\alpha - NK_{\alpha\beta}
\]  

\[
- D_\alpha Nn_\beta
\]  

\[
= Na_\alpha n_\beta + Na_\beta n_\alpha - 2NK_{\alpha\beta} - 2D_\alpha Nn_\beta
\]  

\[
= ND_\alpha \ln Nn_\beta + ND_\beta \ln Nn_\alpha - 2NK_{\alpha\beta} - 2D_\beta Nn_\alpha - 2D_\alpha Nn_\beta
\]  

\[
= D_\alpha Nn_\beta + D_\beta Nn_\alpha - 2NK_{\alpha\beta} - 2D_\beta Nn_\alpha - 2D_\alpha Nn_\beta ,
\]

so we get

\[
L_{\mathbf{m}} \gamma_{\alpha\beta} = -2NK_{\alpha\beta} \implies L_{\mathbf{m}} \gamma = -2N\mathbf{K} .
\]  
(2.71)

Now,

\[
L_{\mathbf{m}} \gamma_{\alpha\beta} = L_{\mathbf{n}} \gamma_{\alpha\beta} = Nn_\mu \nabla_\mu \gamma_{\alpha\beta} + \gamma_{\alpha\beta} \nabla_\alpha (Nn_\mu) + \gamma_{\alpha\beta} \nabla_\beta (Nn_\mu)
\]

\[
= Nn_\mu \nabla_\mu \gamma_{\alpha\beta} + \gamma_{\alpha\beta} \nabla_\alpha Nn_\mu + \gamma_{\alpha\beta} n_\mu \nabla_\beta N
\]

\[
+ \gamma_{\alpha\beta} Nn_\mu \nabla_\beta N
\]  

\[
= N\n_\mu \nabla_\mu \gamma_{\alpha\beta} + \gamma_{\alpha\beta} \nabla_\alpha n_\mu + \gamma_{\alpha\beta} \nabla_\beta n_\mu
\]

\[
= NL_{\mathbf{n}} \gamma_{\alpha\beta} .
\]

Thus, the equations (2.71) and (2.72) lead us to rewrite the extrinsic curvature in terms of Lie derivative of the induced 3-metric along the unit normal vector:

\[
L_{\mathbf{n}} \gamma_{\alpha\beta} = \frac{1}{N} L_{\mathbf{m}} \gamma_{\alpha\beta} \implies K_{\alpha\beta} = -\frac{1}{2} L_{\mathbf{n}} \gamma_{\alpha\beta} .
\]  
(2.73)
6. Evolution of the Orthogonal Projector

In order to find the evolution of the tensor field $T$ of $T(\Sigma)$, we need first to show what happens to the orthogonal projection operator under the flow of the hypersurfaces. Again, the evolution of the orthogonal projection operator is done by the Lie derivative along $m$

$$\mathcal{L}_m \gamma^\alpha_\beta = m^\mu \nabla_\mu \gamma^\alpha_\beta - \gamma^\mu_\beta \nabla_\mu m^\alpha + \gamma^\alpha_\mu \nabla_\beta m^\mu$$

$$= N n^\mu \nabla_\mu [\delta^\alpha_\beta + n^\alpha n_\beta] - \gamma^\mu_\beta [-NK^\alpha_\mu - D^\alpha N n_\mu + n^\alpha \nabla_\mu N]$$

$$+ \gamma^\alpha_\mu [-NK^\alpha_\beta - D^\beta N n_\alpha + n^\beta \nabla_\alpha N] .$$

Because the projection of the normal vector and its dual onto the hypersurface is zero, we have

$$\mathcal{L}_m \gamma^\alpha_\beta = N(n^\mu \nabla_\mu n^\alpha) n_\beta + N(n^\mu \nabla_\mu n_\beta) n^\alpha + NK^\alpha_\beta + (D^\alpha N) n_\beta$$

$$- n^\alpha D_\beta N - NK^\alpha_\beta - (D^\alpha N) n_\beta$$

$$= N a^\alpha n_\beta + Na_\beta n^\alpha - n^\alpha (D_\beta N) - (D^\alpha N) n_\beta$$

$$= N \frac{1}{N} D^\alpha N n_\beta + N \frac{1}{N} D_\beta N n^\alpha - n^\alpha (D_\beta N) - (D^\alpha N) n_\beta$$

$$= 0 ,$$

or in compact form

$$\mathcal{L}_m \gamma^\alpha_\beta = 0 . \tag{2.74}$$

The equation (2.74) implies that if initially a tensor field $T$ is an element of hypersurface, it will remain to be an element of the hypersurface throughout the evolution. Moreover, let us show this in detail: if a tensor field $T$ is a tensor field belonging to the hypersurface, then, the orthogonal projection operator acts as an identity operator,

$$\gamma^\alpha_\beta T^\mu_\nu = T^\alpha_\beta . \tag{2.75}$$

Now, we are seeking after the Lie dragging whether there is any projected part of the carried tensor field of $T$ along the normal unit vector $\hat{n}$ or not. If there is any, then, the Lie dragging will disturb the tensor $T$ which is tangent to $\Sigma$ to be still tangent to $\Sigma$ during the flow of the hypersurfaces. Therefore, let us show on a simple sample of $T$ of type $\left[ \begin{array}{c} \vdash \end{array} \right]$. Then, the transformation in terms of the components is

$$\gamma^\alpha_\mu \gamma^\nu_\beta T^\mu_\nu = T^\alpha_\beta . \tag{2.76}$$

Let us carry the transformation along $m$,

$$\mathcal{L}_m [\gamma^\alpha_\mu \gamma^\nu_\beta T^\mu_\nu] = (\mathcal{L}_m \gamma^\alpha_\mu) \gamma^\nu_\beta T^\mu_\nu + \gamma^\alpha_\mu (\mathcal{L}_m \gamma^\nu_\beta) + \gamma^\alpha_\mu \gamma^\nu_\beta \mathcal{L}_m T^\mu_\nu . \tag{2.77}$$
Hence, the property of (2.74) allows to write (2.77) as

\[ \gamma^\alpha_{\mu} \gamma^\nu_{\beta} L^\mu_v = L^\alpha_{\mu} T^\nu_{\beta}, \]  
(2.78)

or in compact form

\[ \gamma^* L^\mu = L^\mu T. \]  
(2.79)

Thus, the Lie derivative along \( m \) of any tensor field \( T \) tangent to \( \Sigma_t \) is a tensor field tangent to \( \Sigma_t \).

### 2.2.3 The Foliation of Hypersurfaces

#### 2.2.3.1 Foliation of Spacelike Hypersurface \( \Sigma_t \)

The coordinates adapted to the foliation \( x^\alpha = x^\alpha(y^a) \) is assumed to be the parametrized curves where the parametrization is the induced coordinates \( (y^a) \) of the hypersurface \( \Sigma_t \) [4]. The projection operator can be written as

\[ e^a_a = \frac{\partial x^a}{\partial y^a}. \]  
(2.80)

Since the extended line element of \( \Sigma_t \)

\[ ds^2_{\Sigma_t} = g_{ab} dx^a dx^b = g_{ab}\left(\frac{\partial x^a}{\partial y^a} dy^a\right)\left(\frac{\partial x^b}{\partial y^b} dy^b\right) = h_{ab} dy^a dy^b, \]  
(2.81)

so the induced 3-metric is

\[ h_{ab} = g_{ab} e^a_a e^b_b, \]  
(2.82)

where \( h_{ab} \) is the metric component of the spacelike hypersurface \( \Sigma_t \). Therefore, contravariant form of the spacetime metric can be decomposed as

\[ g^{ab} = -n^a n^b + h^{ab} e^a_a e^b_b, \]  
(2.83)

where \( n_a \) is timelike normal unit vector to \( \Sigma_t \). Further inside, the spacelike hypersurface can be decomposed into its spacelike unit normal vector plus its boundary 2-surface \( S_t \); suppose that the induced coordinates \( y^a \) on \( \Sigma_t \) is parametrized curves where the parametrization is the coordinates \( y^a(\theta^A) \) of the \( S_t \). Then, the corresponding projection operator can be taken as

\[ e^a_A = \frac{\partial y^a}{\partial \theta^A}. \]  
(2.84)
The extended line element of $S_t$

$$ds^2_{S_t} = h_{ab}dx^adx^b = h_{ab}(\frac{\partial x^a}{\partial \theta^A}d\theta^A)(\frac{\partial x^b}{\partial \theta^B}d\theta^B) = \sigma_{AB}d\theta^Ad\theta^B,$$

(2.85)

so the induced 2-metric is

$$\sigma_{AB} = h_{ab}e^a_Ae^b_B.$$  

(2.86)

And the decomposition of the spacelike induced 3-metric is

$$h^{ab} = r^a r^b + \sigma_{AB}e^a_Ae^b_B.$$  

(2.87)

Therefore, the contravariant form of the spacetime metric can be written in terms of the time-like and spacelike unit normal vectors as

$$g^{\alpha\beta} = -n^\alpha n^\beta + h^{ab}e^a_\alpha e^b_\beta = -n^\alpha n^\beta + [r^a r^b + \sigma_{AB}e^a_Ae^b_B]e^\alpha_Ae^\beta_B = -n^\alpha n^\beta + r^a r^b + \sigma_{AB}e^a_Ae^b_B.$$  

(2.88)

Because $e^\alpha_i$ is tangent to $\Sigma_t$ and $n^\alpha$ is normal to $\Sigma_t$, we have

$$r^\alpha = r_a e^\alpha_a \implies r_a n^\alpha = r_a e^\alpha_a n^\alpha = 0 \implies r_a \perp n^\alpha,$$

(2.89)

where $n^\alpha$ is the unit timelike vector which is normal to $\Sigma_t$ and $r^\alpha$ is the unit spacelike vector normal to the boundary of $\Sigma_t$ (that is, $S_t$).

### 2.2.3.2 Foliation of the Timelike Hypersurface $B$

Let $z^i$ be the coordinates on the timelike hypersurface $B$ [4] and the corresponding projection operator to $\Sigma_t$

$$e^\alpha_i = \frac{\partial x^\alpha}{\partial z^i}.$$  

(2.90)

The induced 3-metric of $B$ is obtained from the projection of the spacetime metric $g$:

$$\gamma_{ij} = g_{ab}e^a_i e^b_j.$$  

(2.91)

And the contravariant form of the spacetime metric can be decomposed as

$$g^{\alpha\beta} = r^a r^b + \gamma^{ij}e^\alpha_i e^\beta_j.$$  

(2.92)
Because $z^i$ is arbitrary, let us choose them as $z^i = (t, \theta^A)$

$$dx^i = \left(\frac{\partial x^\alpha}{\partial t}\right)_{\alpha i} dt + \left(\frac{\partial x^\alpha}{\partial \theta^A}\right)_{A i} d\theta^A = Nn^\alpha dt + e^\alpha_A d\theta^A.$$  \hspace{1cm} (2.93)

Here $\theta^A (A = 1, 2)$ are the adapted coordinates of the boundary of the spacelike hypersurface $\Sigma_t$. Then, the extended line element of $B$ is

$$ds_B^2 = g_{\alpha\beta} dx^\alpha dx^\beta = N^2 n^\alpha n^\beta dt^2 + Nn^\alpha e^\beta_B dt + Nn^\alpha e^\alpha_A + e^\alpha_A e^\beta_B d\theta^A d\theta^B \hspace{1cm} (2.94)$$

Thus, we get the 2+1 decomposition of the 3-metric of the timelike hypersurface $B$ as

$$\gamma_{ij} dz^i dz^j = -N^2 dt^2 + \sigma_{AB} d\theta^A d\theta^B.$$  \hspace{1cm} (2.95)

### 2.3 COORDINATE ADAPTED TO THE FOLIATION

Here, it is assumed that there is a coordinate system $(x^i = x^1, x^2, x^3)$ on each $\Sigma_t$ such that it smoothly varies during the flow of the hypersurfaces. Then, we take $[x^\alpha = (t, x^i)]$ as a proper coordinate system on $M$.

Naturally, these adapted coordinate systems induce another set of coordinate systems for the $T_p(M)$. Basically, the corresponding partial derivatives are often chosen as the bases.
of $\mathcal{T}_p(M)$:

$$\partial_i = \frac{\partial}{\partial t}, \quad \partial_i = \frac{\partial}{\partial x^i},$$  \hfill (2.96)

where (i=1,2,3). Moreover, because of the shift vector that we are going to define, $\partial_i$ does not have to be a timelike vector.

### 2.3.1 The Shift Vector $\beta$

In addition to the $\mathcal{T}_p(M)$, the coordinates adapted to the foliation also induces a set of basis gradient 1-form $dx^\alpha$ for $\mathcal{T}^*_p(M)$ such that it obeys

$$<dx^\alpha, \partial_\beta> = \delta^\alpha_\beta.$$  \hfill (2.97)

Because of $<dt, \partial_i> = 1$, $\partial_i$ drags the hypersurfaces as $m$ does, too. However, in general, they do not have to be collinear. They are collinear only if $(x^i)$ of $\Sigma_t$ are orthogonal to each other. Otherwise, as in the figure (2.5), there is assumed to be a deviation vector ($\textit{shift vector}$ $\beta$) \cite{11} between them

$$\vec{\partial}_t = m + \vec{\beta}.$$  \hfill (2.98)

And it is easy to show that the shift vector $\beta$ is an element of the hypersurface $\Sigma_t$. As it is said before $\partial_i$ does not have to be timelike. This property is determined by the square of the $\beta$:

From the equation (2.98), the norm of $\vec{\partial}_i$ is

$$\vec{\partial}_i, \vec{\partial}_i = -N^2 + \vec{\beta} \cdot \vec{\beta},$$  \hfill (2.99)

so the if $\vec{\beta} \cdot \vec{\beta} < N^2$ then $\partial_i$ is a timelike vector, or if $\vec{\beta} \cdot \vec{\beta} > N^2$ then $\partial_i$ is a spacelike vector and finally, if $\vec{\beta} \cdot \vec{\beta} = N^2$ then $\partial_i$ is a null vector.

### 2.3.2 3+1 Form of the Metric

The 3+1 decomposition of the spacetime metric and the 2+1 decomposition of the induced 3-metric of the timelike hypersurface $\mathcal{B}$ play a crucial role during the construction of the Hamiltonian form of the general relativity. Therefore, we need to find the 3+1 form of the spacetime metric $g$, too: After defining the suitable coordinate systems adapted to $M$, let us expand the induced 3-metric $\gamma$ relative to these coordinates $(x^i)$ of $\Sigma_t$

$$\gamma = \gamma_{ij} dx^i \otimes dx^j.$$  \hfill (2.100)
Because the shift vector $\beta$ is tangent to $\Sigma_t$, we can raise its indices with the help of the components of the induced 3-metric $\gamma_{ij}$ in this coordinate system,

$$\beta_i = \gamma_{ij} \beta^j. \quad (2.101)$$

Also, the expansion of the spacetime metric $g$ in the corresponding coordinates is

$$g = g_{\alpha\beta} \, dx^\alpha \otimes dx^\beta.$$ 

Basically, $g$ can be assumed as a machine which has two-slots for the corresponding vectors. Therefore, the components of it are obtained by

$$g_{\alpha\beta} = g(\overrightarrow{\partial_\alpha}, \overrightarrow{\partial_\beta}). \quad (2.102)$$

Therefore, with the help of the equations (2.98) and (2.102), the components $g_{\alpha\beta}$ in this coordinate systems are

$$g_{00} = g(\overrightarrow{\partial_t}, \overrightarrow{\partial_t}) = \overrightarrow{\partial_i} \cdot \overrightarrow{\partial_i} = -N^2 + \beta_i \beta^i, \quad (2.103)$$

$$g_{0i} = g(\overrightarrow{\partial_t}, \overrightarrow{\partial_i}) = \overrightarrow{\partial_i} \cdot \overrightarrow{\partial_t} = (m + \beta) \overrightarrow{\partial_t} \overrightarrow{\partial_i}$$

$$= <\beta_j dx^i, \overrightarrow{\partial_t} > = \beta_j < dx^i, \overrightarrow{\partial_t} >$$

$$= \beta_j \delta^i_1$$

$$= \beta_i,$$

$$g_{ij} = g(\overrightarrow{\partial_i}, \overrightarrow{\partial_j}) = \overrightarrow{\partial_i} \cdot \overrightarrow{\partial_j} = \gamma_{ij}. \quad (2.105)$$

Thus, the 3+1 decomposition of the $g_{\alpha\beta}$ in matrix representation is

$$g_{\alpha\beta} = \begin{pmatrix} g_{00} & g_{0j} \\ g_{i0} & g_{ij} \end{pmatrix} = \begin{pmatrix} -N^2 + \beta_i \beta^i \\ \beta_i & \gamma_{ij} \end{pmatrix}. $$

Furthermore, let us evaluate the explicit 3+1 form of spacetime metric:

$$g_{\mu\nu} \, dx^\mu \otimes dx^\nu = (-N^2 + \beta_i \beta^i) dt \otimes dt + \beta_j dt \otimes dx^j + \beta_i dt \otimes dx^i + \gamma_{ij} dx^i \otimes dx^j$$

$$= (-N^2 + \beta_i \beta^i) dt \otimes dt + \gamma_{ij} \beta^i dt \otimes dx^j + \gamma_{ij} \beta^j dt \otimes dx^i$$

$$+ \gamma_{ij} dx^i \otimes dx^j,$$

we get

$$g_{\mu\nu} \, dx^\mu \otimes dx^\nu = -N^2 dt \otimes dt + \gamma_{ij} \left[ dx^i \otimes \beta^j dt + dx^j \otimes \beta^i dt \right]. \quad (2.106)$$

The ability of writing $g$ in terms of its parts (2.106) is something like the beginning of the 3+1 formalism and the Hamiltonian form of general relativity. Now, let us find the matrix form of
the components of the dual spacetime metric $g^{\alpha\mu}$. Suppose that the dual metric has the form
\[
g^{\alpha\mu} = \begin{pmatrix} g^{00} & g^{0j} \\ g^{0i} & g^{ij} \end{pmatrix} = \begin{pmatrix} a & v^k \\ v^j & b^{jk} \end{pmatrix}.
\]

The matrix multiplication (In general, $A_{ij}B_{jk} = C_{ik}$) between the covariant and the contravariant forms of the spacetime metric is given by
\[
\begin{pmatrix} -N^2 + \beta_j \beta_k \\ \beta_i \gamma_{ij} \end{pmatrix} \begin{pmatrix} a & v^k \\ v^j & b^{jk} \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & \delta_{ik} \end{pmatrix}.
\]

The multiplication of the 1st row of $g_{ij}$ with the 1st column of $g^{\alpha\mu}$ gives
\[
a \beta_i + \gamma_{ij} v^j = 0 \implies a \beta_i = -v_i,
\]
\[
(-N^2 + \beta_j \beta_i) a + b_j v^j = 1 \implies (-N^2 + \beta_j \beta^j) a - a \beta_j = 1.
\]

From the equations (2.107) and (2.107), we get $a = -\frac{1}{N^2}$ and $v^j = \frac{\beta^j}{N^2}$. The multiplication between 2nd row of $g_{ij}$ with the 2nd column of $g^{\alpha\mu}$ will give us the components $b^{jk}$:
\[
\beta_i v^k + \gamma_{ij} b^{jk} = \delta_{ik} \implies \gamma_{ij} b^{jk} = \delta_{ik} - \beta_i v^k = \delta_{ik} - \frac{\beta_i \beta^k}{N^2}.
\]

Let us multiply (2.109) with $\gamma^{ji}$,
\[
\gamma^{ji} \gamma_{ij} b^{jk} = \gamma^{ji} \delta_{ik} - \gamma^{ji} \frac{\beta_i \beta^k}{N^2},
\]
\[
b^{jk} = \gamma^{jk} - \frac{\beta^j \beta^k}{N^2},
\]
\[
l \rightarrow i, k \rightarrow j.
\]

With the help of the previous change of indices, we get
\[
b^{ij} = \gamma^{ij} - \frac{\beta^i \beta^j}{N^2}.
\]

Thus, the decomposition of the components of the dual metric in matrix form is
\[
g^{\alpha\beta} = \begin{pmatrix} g^{00} & g^{0j} \\ g^{0i} & g^{ij} \end{pmatrix} = \begin{pmatrix} \frac{1}{N^2} & \frac{\beta^j}{N^2} \\ \frac{\beta^i}{N^2} & \gamma^{ij} - \frac{\beta^i \beta^j}{N^2} \end{pmatrix}.
\]

Notice that $g_{ij} = \gamma_{ij}$ but that in general $g^{ij} \neq \gamma^{ij}$. Alternatively, the dual spacetime metric $g^{\alpha\beta}$ in matrix form can be obtained from the Cramer’s rule. Now, let us denote the determinant of $\gamma$ and $g$ as
\[
g = \text{det}(g_{ij}),
\]
\[
(2.111)
\]
\[ \gamma = \det(\gamma_{ij}) . \] (2.112)

Observe that because of the lapse function \( N \) and the shift vector \( \beta \), the related determinants of \( \gamma_{ij} \) and \( g_{\alpha\beta} \) are coordinate dependent. Because of this, they are not tensors rather they are tensor densities. Now, let us evaluate \( g^{00} \) component by using the Cramer’s rule,

\[ g^{00} = \frac{C_{00}}{\det(g_{\alpha\beta})} = \frac{M_{00}}{g} = \frac{\gamma}{g} . \] (2.113)

The (2.113) must be equal to the \( g^{00} \) component of the dual spacetime metric that we have obtained from the matrix multiplication,

\[ g^{00} = \frac{\gamma}{g} \implies -\frac{1}{N^2} = \frac{\gamma}{g} . \] (2.114)

Thus, the relation between the determinant of the induced 3-metric and of the spacetime metric is

\[ \sqrt{-g} = N \sqrt{\gamma} . \] (2.115)
In this chapter we will deduce the fundamental relations that are in the center of the 3+1 formalism of general relativity [1]. From now, unless it is emphasized, the hypersurface that we will work on must be taken as the spacelike hypersurface $\Sigma$ (i.e. whose unit normal vector $\hat{n}$ is timelike):

### 3.1 GAUSS AND CODAZZI RELATIONS

#### 3.1.1 Gauss Relations

In order to find the first fundamental equation of the 3+1 formalism (i.e. Gauss relation), we start with equation (2.20) (or the intrinsic Ricci identity) and use the related transformation (2.52) between connections of $\mathbf{D}$ and $\nabla$: The Ricci identity on $\Sigma$ is

$$D_\alpha D_\beta v^\gamma - D_\beta D_\alpha v^\gamma = R^\nu_{\mu\alpha\beta} v^\mu,$$  \hspace{1cm} (3.1)

here $v \in T_p(M)$. Since the second term in the equation (3.1) is obtained by interchanging the indices of $\alpha$ and $\beta$ of the first term, it is better to work just on the 1$^{st}$ term of the equation
(3.1): With the help of the equation (2.32), the 1\textsuperscript{st} term of the (3.1) is obtained as follows:

\[ D_{\alpha}D_{\beta}v^{\nu} = D_{\alpha}(D_{\beta}v^{\nu}) = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} D_{\mu}v^{\nu} = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\mu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}v^{\nu}) \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}[\delta^{\nu} v + n^{\nu} n_{\nu}]) \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}[\delta^{\nu} v + n^{\nu} n_{\nu}]) \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}[\delta^{\nu} v + n^{\nu} n_{\nu}]) \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}[\delta^{\nu} v + n^{\nu} n_{\nu}]) \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}[\delta^{\nu} v + n^{\nu} n_{\nu}]) \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\alpha}v^{\nu} 
\]

Because the projection of the unit normal vector (and its dual) on the hypersurface is zero, then, the previous equation becomes

\[ D_{\alpha}D_{\beta}v^{\nu} = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}n_{\nu}) \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}n_{\nu}) n_{\lambda} \nabla_{\sigma}v^{\nu} 
\]

\[ + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}n_{\nu}) \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}n_{\nu}) n_{\lambda} \nabla_{\sigma}v^{\nu} 
\]

\[ + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} 
\]

\[ = \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}n_{\nu}) \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \gamma_{\alpha}^{\nu} (\nabla_{\mu}n_{\nu}) n_{\lambda} \nabla_{\sigma}v^{\nu} 
\]

\[ + \gamma_{\nu}^{\nu} \rho \gamma_{\alpha}^{\nu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} 
\]

\[ = - \alpha_{\mu} \gamma_{\nu}^{\mu} \rho \nabla_{\sigma}v^{\nu} - \alpha_{\mu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} 
\]

\[ = - \alpha_{\mu} \gamma_{\nu}^{\mu} \rho \nabla_{\sigma}v^{\nu} - \alpha_{\mu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} 
\]

\[ = - \alpha_{\mu} \gamma_{\nu}^{\mu} \rho \nabla_{\sigma}v^{\nu} - \alpha_{\mu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} 
\]

where we used the equation (2.46). Let us interchange the dummy index of $\xi$ with $\lambda$,

\[ D_{\alpha}D_{\beta}v^{\nu} = - \alpha_{\mu} \gamma_{\nu}^{\mu} \rho \nabla_{\sigma}v^{\nu} - \alpha_{\mu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu}. \]  \hspace{1cm} \text{(3.2)}

In order to find the 2\textsuperscript{nd} term of the equation (3.1), it is enough to just interchange the indices $\alpha$ and $\beta$ of the equation (3.2):

\[ D_{\beta}D_{\alpha}v^{\nu} = - \alpha_{\mu} \gamma_{\nu}^{\mu} \rho \nabla_{\sigma}v^{\nu} - \alpha_{\mu} \gamma_{\nu}^{\nu} \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu} + \gamma_{\mu}^{\nu} \gamma_{\beta}^{\nu} \rho \nabla_{\sigma}v^{\nu}. \]  \hspace{1cm} \text{(3.3)}
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If we interchange the indices $\mu$ and $\sigma$ of (3.3) and then subtract it from the equation (3.2), we will get

$$R^\gamma_{\xi\alpha\beta\nu} = [K^\gamma_{\rho\beta}K_{\alpha\lambda} - K^\gamma_{\rho\alpha}K_{\beta\lambda}]v^\lambda + \gamma^\mu_{\alpha}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\nabla^\mu\nabla^\nu\nabla^\rho
\nabla^\lambda v^\lambda.$$  

The last term is nothing but the projection of spacetime curvature tensor. Then, we have

$$R^\gamma_{\xi\alpha\beta\nu} = [K^\gamma_{\beta\alpha}K_{\xi\lambda} - K^\gamma_{\beta\xi}K_{\alpha\lambda}]v^\lambda + \gamma^\mu_{\alpha}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\nabla^\mu\nabla^\nu\nabla^\rho
\nabla^\lambda v^\lambda.$$  

We can rewrite $v^\rho$ as $v^\rho = \gamma^\rho_{\xi}\xi^\nu$. Then, the equation (3.4) becomes

$$\gamma^\mu_{\alpha}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\mu\nu\rho\sigma} v^\sigma = \gamma^\mu_{\alpha}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\xi\alpha\beta\nu} v^\lambda + [K^\gamma_{\beta\alpha}K_{\xi\lambda} - K^\gamma_{\beta\xi}K_{\alpha\lambda}]v^\lambda,$$

by changing of the dummy indices, the previous equation turns into

$$\gamma^\mu_{\alpha}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\mu\nu\rho\sigma} v^\sigma = \gamma^\mu_{\alpha}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\delta\xi\alpha\beta\nu} v^\lambda + [K^\gamma_{\beta\alpha}K_{\xi\lambda} - K^\gamma_{\beta\xi}K_{\alpha\lambda}]v^\lambda.$$  

since the vector $v^\delta$ is arbitrary, then, we can drop it to get the full projection of the spacetime Riemann curvature tensor $^4R$ onto the hypersurface $\Sigma_t$ as

$$\gamma^\mu_{\rho}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\rho\sigma\mu\nu} = R_{\delta\xi} + K_{\delta\xi} - K_{\delta\xi}.$$  

The equation (3.6) is known as the Gauss relation. Let us continue by contracting the indices $\alpha$ and $\gamma$ of Gauss relation (3.6):

$$\gamma^\mu_{\rho}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\rho\sigma\mu\nu} = R_{\delta\xi} + K_{\delta\xi} - K_{\delta\xi}.$$  

The left hand side of the equation (3.7) can be rewritten in terms of the sum of the full projection of the spacetime Ricci tensor onto $\Sigma$ and the mixed projection of the spacetime Riemann curvature tensor $^4R$:

$$\gamma^\mu_{\rho}\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\rho\sigma\mu\nu} = [\partial^\mu_{\rho} + n^\mu_{\rho}n_{\sigma}]\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\rho\sigma\mu\nu} \nabla^\nu\nabla^\rho\nabla^\lambda v^\lambda.$$

The substitution of the equation (3.8) into the equation (3.7) gives

$$\gamma^\nu_{\beta}\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\rho\sigma\mu\nu} + \gamma^\mu_{\alpha}\gamma^\nu_{\beta}n^\nu\gamma^\rho_{\lambda}\gamma^\gamma_{\delta} R^\delta_{\rho\sigma\mu\nu} = R_{\delta\xi} + K_{\delta\xi} - K_{\delta\xi}.$$
By applying the given change of the dummy indices in the previous equation, we get the well-known relation of **contracted Gauss relation** as:

\[ \gamma^\mu_\alpha \gamma^\nu_\beta R^\rho_{\nu \mu} + \gamma^\rho_\alpha n^\nu R^\mu_{\nu \rho} = R_{\alpha \beta} + KK_{\alpha \beta} - K_{\alpha \mu} K^\mu_\beta. \] (3.9)

Now, let us multiply the equation (3.9) by \( \gamma^\alpha_\beta \) (i.e. taking trace with the dual induced 3-metric \( \gamma^\alpha_\beta \))

\[ \gamma^\mu_\rho 4^R_{\nu \mu} + \gamma^\rho_\mu n^\nu 4^R^\mu_{\nu \rho} = R^\alpha_\beta + \gamma^\alpha_\mu K_{\alpha \beta} - \gamma^\alpha_\mu K^\mu_\beta, \] (3.10)

We need to first modify the 1\textsuperscript{st} and 2\textsuperscript{nd} terms of the left hand side of the equation (3.10):

\[ \gamma^\mu_\rho 4^R_{\nu \mu} = \left[ g^\mu_\nu + n^\mu n^\nu \right] 4^R_{\nu \mu} = 4^R + n^\mu n^\nu 4^R_{\nu \mu}, \] (3.11)

and

\[ \gamma^\rho_\mu n^\nu n^\sigma 4^R^\mu_{\nu \sigma \rho} = \left[ \delta^\rho_\mu + n^\rho n_\mu \right] n^\nu n^\sigma 4^R^\mu_{\nu \sigma \rho} = \delta^\rho_\mu n^\nu n^\sigma 4^R^\mu_{\nu \sigma \rho} + n^\rho n_\mu n^\nu n^\sigma 4^R^\mu_{\nu \sigma \rho}. \]

Because the Riemann tensor is antisymmetric in its first two and second two indices, the last term in the previous equation is zero. Therefore, it turns into

\[ \gamma^\rho_\mu n^\nu n^\sigma 4^R^\mu_{\nu \sigma \rho} = n^\nu n^\sigma 4^R_{\nu \sigma \rho}. \] (3.12)

By substituting the related results of (3.11) and (3.12) into the main equation of (3.10), we get the another well-known relation of **scalar Gauss relation** as

\[ 4^R + 2^R_{\nu \sigma} n^\nu n^\sigma = R + K^2 - K_i^j K^i_j. \] (3.13)

### 3.1.2 Codazzi Relation

In order to find the second fundamental relation of 3+1 formalism (i.e. **Codazzi relation**), we start with the Ricci identity of the four-dimensional spacetime for the unit normal vector \( \hat{n} \).

And, then, we will **project it 3-times onto the hypersurface** \( \Sigma_t \): Now, the Ricci identity in four dimension is

\[ (\nabla_\alpha \nabla_\beta - \nabla_\beta \nabla_\alpha) n^\gamma = 4^R^{\gamma}_{\alpha \beta \mu \rho} n^\mu n^\nu. \] (3.14)
Let us start by projecting the equation (3.14) three-times onto the hypersurface \( \Sigma_t \)

\[
\gamma^\mu_a \gamma^\nu_\rho (\nabla_\mu \nabla_\nu - \nabla_\nu \nabla_\mu) n^\rho = \gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho 4 R^\sigma_{\rho \mu \nu} n^\sigma. \quad (3.15)
\]

Again, as we did in the part of Gauss relation, let us just work on the \( 1^{st} \) term of the equation (3.15) because the \( 2^{nd} \) term is obtained simply by interchanging the indices \( \alpha \) and \( \beta \) of the \( 1^{st} \) term: Therefore,

\[
\gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu n^\rho = \gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu [-K^\rho_\nu - \nabla^\rho] = \left. -\gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu K^\rho_\nu - \gamma^\mu_a \gamma^\nu_\rho (\nabla_\mu \nabla^\rho) n^\rho \right]
\]

\[
- \gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu \nabla^\rho n^\rho = D_\alpha K^\gamma_\beta - D_\beta K^\gamma_\alpha + K_{\alpha \beta} a^\gamma. \quad (3.16)
\]

Since the projection of the dual of the unit vector is zero, the \( 2^{nd} \) term on the last part of the previous equation vanishes. Then, it becomes

\[
\gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu \nabla^\rho n^\rho = - D_\alpha K^\gamma_\beta - \gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu \nabla^\rho n^\rho = D_\alpha K^\gamma_\beta + K_{\alpha \beta} a^\gamma. \quad (3.17)
\]

As we said before the interchange of the indices \( \alpha \) and \( \beta \) of the projected equation (3.17) of the \( 1^{st} \) term of (3.14) gives the projected version of the \( 2^{nd} \) term of the equation (3.14),

\[
\gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho \nabla_\mu \nabla^\rho n^\rho = - D_\beta K^\gamma_\alpha + K_{\beta \alpha} a^\gamma. \quad (3.18)
\]

Finally, the subtraction of (3.18) from (3.17) provides us the famous Codazzi-Mainardi relation:

\[
\gamma^\mu_a \gamma^\nu_\rho \gamma^\gamma_\rho 4 R^\sigma_{\rho \mu \nu} n^\sigma = D_\beta K^\gamma_\alpha - D_\alpha K^\gamma_\beta. \quad (3.19)
\]

Now, Let us contract the Codazzi-Mainardi relation (3.19) on the indices \( \alpha \) and \( \gamma \)

\[
\gamma^\mu_a \gamma^\nu_\rho 4 R^\sigma_{\rho \mu \nu} n^\sigma = D_\beta K^\gamma_\alpha - D_\alpha K^\gamma_\beta, \quad (3.19)
\]

\[
[\delta^\rho_\nu + n^\rho n_\nu] \gamma^\gamma_\rho 4 R^\sigma_{\rho \mu \nu} n^\sigma = D_\beta K^\gamma_\alpha - D_\alpha K^\gamma_\beta, \quad (3.19)
\]

\[
\gamma^\nu_\beta \delta^\mu_\rho 4 R^\sigma_{\rho \mu \nu} n^\sigma + n^\mu n^\rho \gamma^\nu_\beta 4 R^\sigma_{\sigma \mu \nu} = D_\beta K^\gamma_\alpha - D_\alpha K^\gamma_\beta. \quad (3.19)
\]
Because the multiplication between symmetric and antisymmetric tensors are zero, the second term on the left hand side of the previous equation vanishes and we get

$$\gamma^{\nu}{}_{\rho} \delta^{\mu}_{\sigma} 4R^{\rho}_{\sigma\nu\mu} n^\sigma = D_{\rho}K - D_{\rho}K^{\alpha}_{\beta} \Rightarrow \gamma^{\nu}{}_{\rho} 4R^{\alpha}_{\sigma\nu\mu} n^\sigma = D_{\rho}K - D_{\rho}K^{\alpha}_{\beta}$$

$$\sigma \rightarrow \nu, \nu \rightarrow \mu, \alpha \rightarrow \mu,$$  

(3.20)

and with the given change of the dummy indices in the equation (3.20), we reach

$$\gamma^{\mu}{}_{\rho} n^\nu 4R_{\mu\nu} = D_{\rho}K - D_{\rho}K^{\mu}_{\beta},$$

(3.21)

which is known as the **contracted Codazzi relation**.

As we deduced above, the Gauss and Codazzi (or Codazzi-Mainardi) relations which are obtained from the various numbers of the projection of the spacetime Riemann curvature tensor $4R$ onto or normal to a single hypersurface $\Sigma_t$. That’s, the full-projection of $4R$ onto the hypersurface $\Sigma_t$ gives the Gauss relation. And the three-times projections of $4R$ onto the $\Sigma_t$ with the one-times projection of it along the unit normal vector $\hat{n}$ gives the Codazzi-Mainardi relation.

### 3.2 LAST FUNDAMENTAL RELATIONS OF THE 3+1 DECOMPOSITION

#### 3.2.1 The Ricci Equation

Contrary to the Gauss-Codazzi relations, the contraction of the *Ricci equation that we will deduce in this section results in the third fundamental relation of the 3+1 decomposition of the spacetime Ricci scalar and is essentially based on the flow of the hypersurfaces*. Moreover, we will see that the two-times projection of $4R$ onto $\Sigma_t$ with the two-times projection of it along $\hat{n}$ will lead us to the Ricci equation. As we did in the previous section, the starting point is the Ricci identity in four dimension of $\hat{n}$ but, here, we will project it two-times onto $\Sigma_t$ and one-times along $\hat{n}$: The related four-dimensional Ricci identity for $\hat{n}$ is

$$(\nabla_{\nu}\nabla_{\rho} - \nabla_{\rho}\nabla_{\nu})n^\mu = 4R^{\mu}_{\rho
u\sigma\nu} n^\rho.$$  

(3.22)
Let us project the equation (3.22) two-times onto $\Sigma_\tau$ and one-times along $\hat{n}$,

$$
\gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} A_{\mu\nu\sigma} n^\tau = \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} (\nabla_\nu \nabla_\sigma - \nabla_\sigma \nabla_\nu) n^\mu
$$

$$
= \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [-K_\mu^\nu - D^\mu \ln N n_\sigma - D^\nu \ln N n_\sigma] - \nabla_\nu [-K_\mu^\nu - D^\mu \ln N n_\sigma] + \nabla_\nu K_\mu^\nu
$$

$$
+ \nabla_\nu [D^\mu \ln N n_\sigma]
$$

(3.23)

$$
= \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [-\nabla_\nu K_\mu^\nu - (\nabla_\nu D^\mu \ln N) n_\sigma - D^\mu \ln N(\nabla_\nu n_\sigma) + \nabla_\nu K_\mu^\nu + (\nabla_\nu D^\mu \ln N) n_\nu + D^\mu \ln N(\nabla_\sigma n_\nu)]
$$

$$
= \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [-n^\sigma \nabla_\nu K_\mu^\nu + \nabla_\nu (D^\mu \ln N) + n^\mu \nabla_\nu K_\mu^\nu
$$

$$
+ D^\mu \ln N n^\sigma \nabla_\sigma n_\nu],
$$

where we have used the equation (2.68) of the gradient of $\hat{n}$. Because of the relation

$$
n^\sigma K_\mu^\sigma = 0 \implies n^\sigma \nabla_\nu K_\mu^\sigma = -K_\mu^\sigma \nabla_\nu n^\sigma,
$$

the equation (3.23) becomes

\[
\gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} A_{\mu\nu\sigma} n^\tau = \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [K_\mu^\nu \nabla_\nu n^\sigma + \nabla_\nu (D^\mu \ln N) + n^\sigma \nabla_\nu K_\mu^\nu
\]

$$
+ (D^\mu \ln N)(D_\nu \ln N)]
$$

(3.24)

$$
= \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [K_\mu^\nu [-K_\sigma^\nu - D^\sigma \ln N n_\nu + \nabla_\nu (D^\mu \ln N)
$$

$$
+ n^\sigma \nabla_\nu K_\mu^\nu + (D^\mu \ln N)(D_\nu \ln N)].
$$

Since the projection of dual of the normal vector is zero, the equation (3.24) reduces to

\[
\gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} A_{\mu\nu\sigma} n^\tau = \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [-K_\mu^\sigma K_\sigma^\nu + \nabla_\nu (D^\mu \ln N) + n^\sigma \nabla_\nu K_\mu^\nu
\]

$$
+ (D^\mu \ln N)(D_\nu \ln N)]
$$

(3.25)

$$
= \gamma_{\alpha\mu} n^\sigma \gamma^\nu \hat{n} [-K_\mu^\sigma K_\sigma^\nu + D_\beta(D_\alpha \ln N) + \gamma^\mu_\alpha \gamma^\nu_\beta n^\tau \nabla_\nu K_{\mu\nu
$$

$$
+ (D_\nu \ln N)(D_\beta \ln N)]
$$

$$
= -K_\alpha^\sigma \beta + \frac{1}{N^2}(D_\beta N)(D_\alpha N) + \frac{1}{N} D_\beta D_\alpha N
$$

$$
+ \gamma^\mu_\alpha \gamma^\nu_\beta n^\tau \nabla_\nu K_{\mu\nu}
$$

(3.25)

$$
+ (D_\nu \ln N)(D_\beta \ln N)
$$

$$
= -K_\alpha^\sigma \beta - \frac{1}{N^2}(D_\beta N)(D_\alpha N) + \frac{1}{N} D_\beta D_\alpha N
$$

$$
+ \gamma^\mu_\alpha \gamma^\nu_\beta n^\tau \nabla_\nu K_{\mu\nu}
$$

= -K_\alpha^\sigma \beta + \frac{1}{N} D_\beta D_\alpha N + \gamma^\mu_\alpha \gamma^\nu_\beta n^\tau \nabla_\nu K_{\mu\nu}.
$$
The aim is to find such a projection of $^{4}\mathbf{R}$ which is totally composed of the intrinsic quantities of $\Sigma_t$. Therefore, we need to get rid off the last term of the equation (3.25):

$$\mathcal{L}_m K_{\alpha\beta} = n^\mu \nabla_\mu K_{\alpha\beta} + K_{\mu\beta} n^\mu n_\alpha + K_{\alpha\mu} n^\mu$$

$$= N n^\mu \nabla_\mu K_{\alpha\beta} + K_{\mu\beta} [-NK_{\mu\alpha} - D^\mu N n_\alpha + n^\mu \nabla_\mu N]$$

$$+ K_{\alpha\mu} [-NK_{\mu\beta} - D^\mu N n_\beta + n^\mu \nabla_\mu N]$$

$$= N n^\mu \nabla_\mu K_{\alpha\beta} - NK_{\alpha\mu} K_{\mu\beta} - K_{\mu\beta} D^\mu N n_\alpha + K_{\mu\beta} n^\mu \nabla_\mu N$$

$$- NK_{\alpha\mu} K_{\mu\beta} - K_{\alpha\mu} D^\mu N n_\beta + K_{\alpha\mu} n^\mu \nabla_\mu N$$

$$= N n^\mu \nabla_\mu K_{\alpha\beta} - 2NK_{\alpha\mu} K_{\mu\beta} - K_{\mu\beta} D^\mu N n_\alpha - K_{\alpha\mu} D^\mu N n_\beta,$$

(3.26)

where we have used the fact that the projection of the extrinsic curvature along the unit normal vector is zero. Due to the property of (2.79), the full projection of the equation (3.26) onto $\Sigma_t$ is

$$\nabla^\mu L_m K_{\alpha\beta} = L_m K_{\alpha\beta}$$

$$= N \gamma^\mu_{\alpha} \gamma^\nu_{\beta} n^\rho \nabla_\rho K_{\mu\nu} - 2N \gamma^\mu_{\alpha} \gamma^\nu_{\beta} K_{\mu\nu} K^\rho_{\rho}$$

$$- \gamma^\mu_{\alpha} \gamma^\nu_{\beta} K_{\mu\nu} D^\rho N n_\rho - \gamma^\mu_{\alpha} \gamma^\nu_{\beta} K_{\mu\nu} D^\rho N n_\rho$$

$$= N \gamma^\mu_{\alpha} \gamma^\nu_{\beta} n^\rho \nabla_\rho K_{\mu\nu} - 2N \gamma^\mu_{\alpha} \gamma^\nu_{\beta} K_{\mu\nu} K^\rho_{\rho}.$$  

(3.27)

hence, we obtain

$$\gamma^\mu_{\alpha} \gamma^\nu_{\beta} n^\rho \nabla_\rho K_{\mu\nu} = \frac{1}{N} L_m K_{\alpha\beta} + 2K_{\alpha\nu} K^\nu_{\beta}.$$  

(3.28)

By substituting the equation (3.28) into the main equation (3.25), we obtain the crucial Ricci equation as

$$\gamma_{\alpha\mu} n^\rho \gamma^\nu n^\tau \, ^4R^{\rho\tau}_{\nu\mu\alpha} = \frac{1}{N} L_m K_{\alpha\beta} + \frac{1}{N} D_{\alpha} D_{\beta} N + K_{\alpha\nu} K^\nu_{\beta},$$  

(3.29)

where we benefited from the fact that the intrinsic connection $D$ is torsion-free (That’s, $D_{\alpha} D_{\beta} f = D_{\beta} D_{\alpha} f$; here, $f$ is a scalar field). Furthermore, we can replace the first term of the equation (3.29) that is a projection of the spacetime Riemann tensor $^{4}R^{\mu\nu\rho\sigma}$ with the full projection of spacetime Ricci tensor $^{4}R_{\nu\rho}$ onto $\Sigma_t$ by using the contracted Gauss relation (3.9): Now, the contracted Gauss relation that we have found is

$$\gamma^\mu_{\alpha} \gamma^\nu_{\beta} n^\rho \nabla_\rho \, ^4R^{\rho\nu}_{\mu\alpha} = R_{\alpha\beta} + \gamma^\mu_{\alpha} \gamma^\nu_{\beta} n^\rho \nabla_\rho \, ^4R^{\rho\nu}_{\mu\alpha} = R_{\alpha\beta} + K_{\alpha\beta} - K_{\alpha\mu} K^\mu_{\beta},$$

then

$$\gamma_{\alpha\mu} n^\rho \gamma^\nu n^\tau \, ^4R^{\rho\tau}_{\nu\mu\alpha} = R_{\alpha\beta} - \gamma^\mu_{\alpha} \gamma^\nu_{\beta} n^\rho \nabla_\rho \, ^4R^{\rho\nu}_{\mu\alpha} + K_{\alpha\beta} - K_{\alpha\mu} K^\mu_{\beta},$$  

(3.30)
by interchanging the indices \( \nu \) and \( \rho \) of the previous equation (3.30) and then substituting it into the Ricci Equation (3.29), we get
\[
\gamma^\mu_\alpha \gamma^\rho_\beta \gamma^4 R_{\mu \rho} = -\frac{1}{N} \mathcal{L}_m K_{\alpha \beta} - \frac{1}{N} D_\alpha D_\beta N + R_{\alpha \beta} + KK_{\alpha \beta} - 2K_{\alpha \beta} K^\mu_\beta .
\] (3.31)

For convention, let us do the operation of \( \rho \to \nu \) in the first term of the equation (3.31). Then, it becomes
\[
\gamma^\mu_\alpha \gamma^\nu_\beta \gamma^4 R_{\mu \nu} = -\frac{1}{N} \mathcal{L}_m K_{\alpha \beta} - \frac{1}{N} D_\alpha D_\beta N + R_{\alpha \beta} + KK_{\alpha \beta} - 2K_{\alpha \beta} K^\mu_\beta .
\] (3.32)

This is the equation of the full projection of the Ricci tensor onto the hypersurface \( \Sigma_t \). And the compact form of the equation (3.32) is given by
\[
\nabla^\gamma 4 R = -\frac{1}{N} \mathcal{L}_m K - \frac{1}{N} DDN + R + K\tilde{K} - 2\tilde{K} K .
\] (3.33)

### 3.2.2 3+1 Expression of the Spacetime Scalar Curvature

The Einstein equation contains the spacetime scalar curvature tensor \( 4R \) so we are inevitably forced to find its 3+1 decomposition. Otherwise, the 3+1 decompositions of the Einstein equation can not to be constructed. Therefore, let us take the trace of the equation (3.32) with the dual induced 3-metric \( \gamma^{\mu \nu} \):
\[
\gamma^{\mu \nu} \gamma^4 R_{\mu \nu} = -\frac{1}{N} \gamma^{ijkl} \mathcal{L}_m K_{ijkl} - \frac{1}{N} D^i D^j N + R + K^2 - 2K_{ij} K^{ij} .
\] (3.34)

It reduces to
\[
\gamma^{\mu \nu} 4 R_{\mu \nu} = -\frac{1}{N} \gamma^{ijkl} \mathcal{L}_m K_{ijkl} - \frac{1}{N} D^i D^j N + R + K^2 - 2K_{ij} K^{ij} .
\] (3.35)

The 1st term of the equation (3.35) contains \( \gamma^{\mu \nu} \) and \( 4R_{\mu \nu} \). In order to take the trace of \( 4R_{\mu \nu} \), we need to rewrite \( \gamma^{\mu \nu} \) in terms of \( g^{\mu \nu} \) which is given in the equation (2.35):
\[
\gamma^{\mu \nu} 4 R_{\mu \nu} = [g^{\mu \nu} + n^\mu n^\nu] 4 R_{\mu \nu} = 4R + 4R_{\mu \nu} n^\mu n^\nu .
\] (3.36)

Observe that (3.35) is a scalar equation. Because of this, we need to find the explicit form of the 2nd term of (3.35): Now,
\[
\gamma^{ijkl} \mathcal{L}_m K_{ijkl} = \mathcal{L}_m (\gamma^{ijkl} K_{ijkl}) - K_{ijkl} \mathcal{L}_m \gamma^{ijkl} = \mathcal{L}_m K - K_{ij} \mathcal{L}_m \gamma^{ij} .
\] (3.37)

The last term of the equation (3.37) contains the Lie derivative of the dual induced 3-metric, \( \mathcal{L}_m \gamma^{ij} \), along the normal evolution vector \( m \) but we do not know what \( \mathcal{L}_m \gamma^{ij} \), directly. Fortu-
nately, we know the Lie derivative of the induced 3-metric along $m$ [equation (2.71)]. Therefore, to find $\mathcal{L}_m \gamma^{ij}$, we will use $\mathcal{L}_m \gamma^{ij}$ by starting from the relation $\gamma_{ik} \gamma^{kj} = \delta^{ij}$:

$$\gamma_{ik} \gamma^{kj} = \delta^{ij}$$

(3.38)

Let us multiply the equation (3.38) by $\gamma^{il}$

$$\gamma^{il} / \gamma_{ik} (\mathcal{L}_m \gamma^{kj}) = -\gamma^{lj} (\mathcal{L}_m \gamma^{ik}) \implies \mathcal{L}_m \gamma^{lj} = -\gamma^{lj} (\mathcal{L}_m \gamma^{ik})$$

with $l \rightarrow i, i \rightarrow k, k \rightarrow l$

$$\mathcal{L}_m \gamma^{lj} = -\gamma^{ik} \gamma^{lj} \mathcal{L}_m \gamma^{kl} = 2N \gamma^{ik} \gamma^{lj} K_{kl}$$

(3.39)

With this result, the equation (3.37) turns into the form that we want

$$\gamma^{lj} \mathcal{L}_m K_{ij} = \mathcal{L}_m K - 2N K_{ij} K^{ij}.$$  

(3.40)

Finally, by substituting the results of (3.36) and (3.40) into the main equation (3.35), we get

$$4R + 4 R_{\mu \nu} n^\mu n^\nu = -\frac{1}{N} \mathcal{L}_m K - \frac{1}{N} D_i D^i N + R + K^2.$$  

(3.41)

To find the 3+1 decomposition of the spacetime scalar curvature $4R$, we need to rewrite the term in the equation (3.41) which contains the spacetime Ricci tensor. This is done with the help of the scalar Gauss relation (3.13):

$$4R + 2 R_{\mu \nu} n^\mu n^\nu = R + K^2 - K_{ij} K^{ij},$$

(3.42)

$$4 R_{\mu \nu} n^\mu n^\nu = -\frac{1}{2} R + \frac{1}{2} R + \frac{1}{2} K^2 - \frac{1}{2} K_{ij} K^{ij}.$$  

Thus, by substituting the results of (3.42) into the equation (3.41), we will get the 3+1 decomposition of spacetime Scalar curvature as

$$4R = R + K^2 + K_{ij} K^{ij} - \frac{2}{N} \mathcal{L}_m K - \frac{2}{N} D_i D^i N.$$  

(3.43)
CHAPTER 4

THE 3+1 DECOMPOSITION OF EINSTEIN EQUATION

In this chapter, we will suppose that the spacetime that we are going to deal with is a solution of the Einstein equation with zero cosmological constant. Now, the Einstein equation:

\[ 4R - \frac{1}{2} Rg = 8\pi T. \] (4.1)

It can be assumed as an equation of machines where each machine has two slots for inputs. Alternatively, it can be written in terms of matter parts

\[ 4R = 8\pi [T - \frac{1}{2} Tg]. \] (4.2)

where \( T \) stands for the second rank stress-energy tensor and \( T \) is its trace. Then, by substituting the corresponding inputs into the slots, one can reach the 3+1 decomposition of the Einstein equation. In order to find it, as we see from the equations (4.1) and (4.2), we need first to find what the 3+1 decomposition of the stress-energy tensor \( T \):

4.1 THE 3+1 DECOMPOSITION OF THE STRESS-ENERGY TENSOR

Now, the full projection of the \( T \) along the unit normal vector \( \hat{n} \) is nothing but the energy density \( E \) evaluated by the observer,

\[ E = T(\hat{n}, \hat{n}). \] (4.3)

And the full projection of \( T \) onto \( \Sigma_t \) is bileanar form stress tensor \( S \): \( \forall (u, v) \in T^t(\Sigma_t), \)

\[ S = \gamma^* T = T(u, v), \] (4.4)

or in components form

\[ S_{\alpha\beta} = \gamma^{\mu}_{\alpha} \gamma^{\nu}_{\beta} T_{\mu\nu}. \] (4.5)
What the equation (4.5) says is that the action of the component of the force along $e_\alpha$ onto the infinitesimal surface of the normal along $e_\beta$ is given by $S_{\alpha\beta}$. Here, $e_\alpha$ and $e_\alpha$ are the spacelike vectors with respect to the frame which does the measurements.

Finally, the mixed projection of $T$ is the $p_\alpha$ component of the 1-form momentum density $p$:

That’s, $\forall \nu \in T_p(\Sigma)$,

$$p = -T(\hat{n}, \nu), \quad (4.6)$$

or in terms of the components

$$p_\alpha = -n^\mu \gamma^\nu_\alpha T_{\mu\nu}. \quad (4.7)$$

Now, let us think reversely. We naturally expect that the stress-energy tensor must be the union of the corresponding projections of it: That’s,

$$T = E \hat{n} \otimes \hat{n} + S + p \otimes \hat{n} + \hat{n} \otimes p. \quad (4.8)$$

From the equation (4.8), it is easy to show that the important relation between the traces of $T$ (i.e. $T$), $S$ (i.e. $S$) [with respect to $g$] and $E$ is given by

$$T = S - E. \quad (4.9)$$

### 4.2 THE PROJECTION OF THE EINSTEIN EQUATION

With the help of the fundamental relations of the 3+1 formalism that we have found in the previous chapter and the 3+1 decomposition of the stress-energy tensor, we will find the 3+1 decomposition of the Einstein equation which are known as the dynamical Einstein equation, the Hamiltonian and the Momentum constraint equations.

#### 4.2.1 Full Projection onto $\Sigma_t$

First of all, let us start by fully projecting the Einstein equation of (4.2) onto the hypersurface $\Sigma_t$:

$$\overleftrightarrow{\gamma}^{\alpha\beta}R = 8\pi(\overleftrightarrow{\gamma}^{\alpha\beta}T - \frac{1}{2}T \overleftrightarrow{\gamma}^{\alpha\beta}g). \quad (4.10)$$

Now, the knowledge of $T$ is equal to the difference between $S$ and $E$ (see the equation 4.9), the full projection of the $T$ onto $\Sigma_t$ (the equation 4.4) is $S$ and the full projection of the $g$ is
the induced 3-metric $\gamma$ with the equation (3.33) of

$$\nabla^a R = - {\frac{1}{N}} L_m K - {\frac{1}{N}} DDN + R + K K - 2K \vec{K}$$

leads us

$$- {\frac{1}{N}} L_m K - {\frac{1}{N}} DDN + R + K K - 2K \vec{K} = 8\pi(S - {\frac{1}{2}}[S - E] \gamma),$$

$$L_m K = -DDN + NR + KK - 2K \vec{K} + 4\pi([S - E] \gamma - 2S),$$

or in the components form

$$L_m K_{\alpha\beta} = -D_\alpha D_\beta N + N[R_{\alpha\beta} + K K_{\alpha\beta} - 2K_{\alpha\nu} K^\nu_\beta]$$

$$+ 4\pi([S - E] \gamma_{\alpha\beta} - 2S_{\alpha\beta}).$$

(4.12)

Since the equation (4.12) is totally composed of the quantities of $\Sigma$, we can rewrite it in terms of the spatial indices,

$$L_m K_{ij} = -D_i D_j N + N[R_{ij} + K K_{ij} - 2K_{ik} K^k_j]$$

$$+ 4\pi([S - E] \gamma_{ij} - 2S_{ij}).$$

(4.13)

The equation (4.13) is known as the dynamical part of the Einstein equation and it has 6 independent components.

### 4.2.2 Full Projection Perpendicular to $\Sigma_t$

Secondly, let us fully project the Einstein equation (4.1) along the normal unit vector $\hat{n}$

$$^4 R(\hat{n}, \hat{n}) = - {\frac{1}{2}}^4 R g(\hat{n}, \hat{n}) = 8\pi T(\hat{n}, \hat{n}).$$

(4.14)

From the equation (4.3), the component form of the equation (4.14) becomes

$$^4 R_{\mu\nu} \delta^\mu_\nu + {\frac{1}{2}}^4 R = 8\pi E.$$ 

(4.15)

By using the scalar Gauss relation (3.13), we get the Hamiltonian constraint part of the Einstein equation as

$$R + K^2 - K_{ij} K^{ij} = 16\pi E.$$ 

(4.16)

Since the Hamiltonian constraint equation (4.16) is a scalar equation, it has only 1 independent component.
4.2.3 Mixed Projection

Let us project the Einstein equation (4.1) either one-times onto the hypersurface or one-times orthogonal to it

\[ 4R(n, \gamma) - \frac{1}{2} R g(n, \gamma) = 8\pi T(n, \gamma) \Rightarrow 4R(n, \gamma) = 8\pi T(n, \gamma). \]

From the equation (4.18) we know that the mixed projection of the \( T \) is \( p \). By using this knowledge, the component form of the previous equation becomes

\[ \gamma^{\alpha} n^{\nu} 4R_{\mu\nu} = -8\pi p_{\alpha}. \]  \hspace{1cm} (4.17)

Now, by substituting the Contracted Codazzi Relation (3.21) into the equation (4.17), we get the momentum constraint part of the Einstein equation (or simply Momentum constraint equation) as

\[ D_{\mu} K_{\alpha} - D_{\alpha} K = 8\pi p_{\alpha}, \]  \hspace{1cm} (4.18)

where (4.18) has 3 independent components. Moreover, it can also be rewritten in terms of the spatial indices

\[ D_{j} K_{i} - D_{i} K = 8\pi p_{j}. \]  \hspace{1cm} (4.19)

4.3 THE 3+1 DIMENSIONAL EINSTEIN EQUATION AS A PDEs SYSTEM

Now, the coordinate systems adapted to the flow of the hypersurfaces (2.96) allow us to transform the 3+1 Einstein equation into a set of partial differential equations (PDEs).

4.3.1 Lie Derivatives Along ”m” as Partial Derivatives

1. For \( \mathcal{L}_{m} K \):

The equation (2.98) provides us to decompose the Lie derivative of the extrinsic curvature along \( m \) in terms of the Lie derivatives of \( K \) along \( \partial_{t} \) and along the shift vector \( \beta \)

\[ \mathcal{L}_{m} K = \mathcal{L}_{\partial_{t}} K - \mathcal{L}_{\beta} K. \]  \hspace{1cm} (4.20)

The equation (4.20) says that \( \mathcal{L}_{\partial_{t}} K \) is also a tensor field of the hypersurface. We wish to write the tensor components relative to the well-defined coordinates. Then, the \( \mathcal{L}_{\partial_{t}} K \)
turns into the partial derivative relative to the time coordinate $t$

\[ L_{\frac{\partial}{\partial t}} K_{ij} = \frac{\partial K_{ij}}{\partial t}. \]  

(4.21)

Similarly, the Lie derivative of $K$ along $\beta$ turns into the partial derivatives relative to the spatial coordinates

\[ L_{\beta} K_{ij} = \beta^k \frac{\partial K_{ij}}{\partial x^k} + K_{kj} \frac{\partial \beta^k}{\partial x^i} + K_{ik} \frac{\partial \beta^k}{\partial x^j}. \]  

(4.22)

2. For $L_{m\gamma}$:

Identically, the equation (2.98) provides us to decompose the Lie derivative $L_{m\gamma}$ as

\[ L_{m\gamma} \gamma_{ij} = L_{\frac{\partial}{\partial t}} \gamma_{ij} - L_{\beta} \gamma_{ij} = -2NK_{ij}. \]  

(4.23)

Again, because of the same reason, the Lie derivative of the induced 3-metric becomes the partial derivative,

\[ L_{\frac{\partial}{\partial t}} \gamma_{ij} = \frac{\partial \gamma_{ij}}{\partial t}, \]  

(4.24)

and also

\[ L_{\beta} \gamma_{ij} = \beta^k D_k \gamma_{ij} + \gamma_{kj} D_i \beta^k + \gamma_{ik} D_j \beta^k = \gamma_{kj} D_i \beta^k + \gamma_{ik} D_j \beta^k = D_i \beta_j + D_j \beta_i. \]  

(4.25)

With the help of the form of the corresponding Lie derivatives (4.20) and (4.23) in the foliation adapted coordinates, we get the $3+1$ decomposition of Einstein equation within these coordinates

\[ \left( \frac{\partial}{\partial t} - L_{\beta} \right) \gamma_{ij} = -2NK_{ij}, \]  

(4.26)

\[ \left( \frac{\partial}{\partial t} - L_{\beta} \right) K_{ij} = -D_i D_j N + N \left( R_{ij} + KK_{ij} - 2K_{ik} K^k_j + 4\pi \left( S - E \right) \gamma_{ij} - 2S_{ij} \right), \]  

(4.27)

\[ R + K^2 - K_{ij} K^{ij} = 16\pi E, \]  

(4.28)

\[ D_j K^j_i - D_i K = 8\pi p_i. \]  

(4.29)

This set of equations is known as the $3+1$ dimensional Einstein system.
CHAPTER 5

CONFORMAL DECOMPOSITION OF THE 3+1 EINSTEIN EQUATION

In the Ricci and Cotton flows [23], [21], the Riemannian metric is being mapped by particular diffeomorphisms. Furthermore, if the mapped metric is a scale times the initial metric then it is called the gradient Ricci and the gradient Cotton solitons. As in the Ricci and Cotton flows, we will examine the evolution of the hypersurfaces as if there is a well-defined Riemannian conformal background metric $\tilde{\gamma}$ and it is smoothly mapped into the 3-metric of $\Sigma_t$ by a positive scalar field $\Psi$ during the flow. This type of the flow of the metric is known as the conformal transformation (or flow) of the induced metric of $\Sigma_t$ (see Lichnerowicz [6])

$$\gamma = \Psi^4 \tilde{\gamma}.$$  \hspace{1cm} (5.1)

Now, let us take a look at what Eric Gourgoulhon [1] says about the York’s publications [14], [15] which give the importance of the conformal transformation in gravity: ” In 1971 – 72, York has shown that conformal decompositions are also important for the time evolution problem, by demonstrating that two degrees of freedom of the gravitational field are carried by the conformal equivalence classes of the 3-metrics. A conformal equivalence is defined as the set of all metrics that can be related to a given metric $\gamma_{ij}$ by a conformal transformation like the relation of (5.1)”

Now, we know that the Weyl tensor gives whether a given spacetime is conformally flat or not [that’s, the background metric in the equation (5.1) is flat] and it is valid for the spacetimes whose dimension is greater than 3. Here, in the lower dimensional cases the conformally invariant Cotton tensor, $C_{ijk}$, [13] takes the role of the Weyl tensor:

$$C_{ijk} = D_k(R_{ij} - \frac{1}{4}R\gamma_{ij}) - D_j(R_{ik} - \frac{1}{4}R\gamma_{ik}).$$ \hspace{1cm} (5.2)
Moreover, the York [14], [15] showed that the $C_{ij}^{ij}$ is another conformally invariant tensor,
\[
C_{ij}^{ij} = \gamma^{5/6} C_{ij}^{ij},
\]
where the $C_{ij}$ is the well-known Cotton-York tensor [14], [15], [13] which is constructed from the Cotton tensor (5.93) [13] as
\[
C_{ij} = -\frac{1}{2} \epsilon^m_{\ ij} C_{mkl} \gamma^{mj} = \epsilon^{\ ikl} D_k \left( R_{jl} - \frac{1}{4} R \delta_{jl} \right),
\]
which satisfies the following properties

1. Symmetric:
\[
\epsilon_{jm} C_{ij}^{ij} = \epsilon_{jm} \epsilon^{\ ikl} D_k \left( R_{ij} - \frac{1}{4} R \delta_{ij} \right) = \left( \delta^k_j \delta^i_m - \delta^k_m \delta^i_j \right) D_k \left( R_{ij} - \frac{1}{4} R \delta_{ij} \right) = \frac{1}{2} \epsilon^k_{ij} D_k \left( G_{jl} + \frac{1}{4} R \delta_{jl} \right) + \frac{1}{8} \epsilon^{kjl} D_k R
\]
\[
= \frac{1}{2} \epsilon^k_{ij} D_k G_{jl} + \frac{1}{8} \epsilon^{kjl} D_k R.
\]
By taking the trace of (5.6) with respect to $\gamma_{ij}$:
\[
\gamma_{ij} C_{ij}^{ij} = \frac{1}{2} \epsilon^{\ ikl} D_k G_{jl} + \frac{1}{2} \epsilon^{\ ikl} D_k G_{jl}.
\]
Because of the symmetric and antisymmetric relations in the equation (5.7), we get
\[
\gamma_{ij} C_{ij}^{ij} = 0.
\]

2. The traceless: The Cotton-York tensor is traceless, then, let us first rewrite this in terms of the sum of the Einstein tensor:
\[
C_{ij} = \frac{1}{2} \epsilon^{\ ikl} D_k \left( R_{ij} - \frac{1}{4} R \delta_{ij} \right) + \frac{1}{2} \epsilon^{\ ikl} D_k \left( R_{ij} - \frac{1}{4} R \delta_{ij} \right) = \frac{1}{2} \epsilon^{\ ikl} D_k \left( G_{jl} + \frac{1}{4} R \delta_{jl} \right) + \frac{1}{2} \epsilon^{\ ikl} D_k \left( G_{jl} + \frac{1}{4} R \delta_{jl} \right) = \frac{1}{2} \epsilon^{\ ikl} D_k G_{jl} + \frac{1}{8} \epsilon^{\ ikl} D_k R
\]
\[
= \frac{1}{2} \epsilon^{\ ikl} D_k G_{jl} + \frac{1}{8} \epsilon^{\ ikl} D_k R.
\]

3. Divergence-free, (i.e. transverse): $D_j C_{ij} = 0$. 
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Now, let us prove that the tensor defined in the equation (5.3) is really conformally invariant under the transformation (5.1) by using the following particular conformal transformations:

1. \( \gamma_{ij} \rightarrow \Psi^4 \tilde{\gamma}_{ij}, \quad \gamma^i \rightarrow \Psi^{-4} \tilde{\gamma}^i \).

2. \( \det(\gamma_{ij}) \rightarrow (\Psi^4)^3 \det(\tilde{\gamma}_{ij}) \Rightarrow \gamma = \Psi^{12} \tilde{\gamma} \).

3. \( \varepsilon \rightarrow \frac{1}{\sqrt{\gamma}} \Rightarrow \tilde{\varepsilon}^{ijkl} = \Psi^{-6} \varepsilon^{ijkl} \) where \( \gamma = \det(\gamma_{ij}) \).

4. \( C_{mkl} = \tilde{C}_{mkl} \).

Then

\[
C^{ij} = \gamma^{5/6} C^{ij} = -\frac{1}{2} \gamma^{5/6} \tilde{\varepsilon}^{ijkl} C_{mkl} \gamma^{mj} = -\frac{1}{2} \left[ \Psi^{12} \tilde{\gamma} \right]^{5/6} \Psi^{-6} \tilde{\varepsilon}^{ijkl} \tilde{C}_{mkl} \Psi^{-4} \tilde{\gamma}^{mj} = \gamma^{5/6} \left\{ -\frac{1}{2} \tilde{\varepsilon}^{ijkl} \tilde{C}_{mkl} \Psi^{-4} \tilde{\gamma}^{mj} \right\} = \gamma^{5/6} \tilde{C}^{ij} = \tilde{C}^{ij}.
\]

(5.9)

From here, we are going to find what happens to the 3+1 form of the Einstein equation under the conformal transformation. Therefore, in order to find the explicit form of the conformal 3+1 expression of the Einstein equation, we first need to find the conformal form of the fundamental quantities:

### 5.1 THE CONFORMAL FORM OF THE INTRINSIC QUANTITIES

Because the determinant of \( \gamma \) depends upon the choice of coordinates so the conformal factor is not a scalar field. Thanks to the flat background metric, we achieve to make the conformal factor a scalar field [1].
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5.1.1 Conformal Connection

Now, suppose that there is a conformal background metric $\tilde{\gamma}$ on the hypersurface whose intrinsic connection is metric-compatible

$$D\tilde{\gamma} = 0.$$ 

And associated Christoffel symbols are defined as

$$\tilde{\Gamma}^{k}_{ij} = \frac{1}{2} \tilde{\gamma}^{kl} \left( \frac{\partial \tilde{\gamma}_{jl}}{\partial x^i} + \frac{\partial \tilde{\gamma}_{il}}{\partial x^j} - \frac{\partial \tilde{\gamma}_{ij}}{\partial x^l} \right). \quad (5.10)$$

Here notice that the partial derivatives are taken with respect to the coordinates $(x^i)$. Since the intrinsic covariant derivative of any tensor field $T$ can be taken relative to two connections $\tilde{D}$ and $D$, then, it is normal to expect that there must be a transformation between them. And this transformation is given by

$$D^k T_{i_1 \ldots i_p j_1 \ldots j_q} = \tilde{D}^k T_{i_1 \ldots i_p j_1 \ldots j_q} + \sum_{r=1}^{p} C^{i_k}_{i_r k} T_{i_1 \ldots i_p j_1 \ldots j_q} - \sum_{r=1}^{q} C^{i_p}_{i_r k} T_{i_1 \ldots i_p j_1 \ldots j_q}, \quad (5.11)$$

Here $C^{i_k}_{i_r k} = \Gamma^{i_k}_{i_r k} - \tilde{\Gamma}^{i_k}_{i_r k}$. Also, it a tensor field because it is defined as the difference between the Christoffel symbols. And its explicit form is

$$C^{i_k}_{i_r k} = \Gamma^{i_k}_{i_r k} - \tilde{\Gamma}^{i_k}_{i_r k} = \Gamma^{i_k}_{i_r k} - \delta^{i_k}{}_{m} \tilde{\Gamma}^{m}_{i_r k} = \Gamma^{i_k}_{i_r k} + \frac{1}{2} (-2) \gamma^{i_l k} \Gamma^{m}_{i_r l} \gamma_{m l}$$

$$= \frac{1}{2} \gamma^{i_l k} \left( \frac{\partial \gamma_{l j}}{\partial x^i} + \frac{\partial \gamma_{i j}}{\partial x^l} - \frac{\partial \gamma_{i j}}{\partial x^l} \right) + \frac{1}{2} (-2) \gamma^{i_l k} \Gamma^{m}_{i_r l} \gamma_{m l}$$

$$= \frac{1}{2} \gamma^{i_l k} \left[ \tilde{D}_{i} \gamma_{l j} + \tilde{D}_{j} \gamma_{i m} + \tilde{D}_{l} \gamma_{i j} \right] + \left[ \tilde{D}_{i} \gamma_{l j} + \tilde{D}_{j} \gamma_{i m} + \tilde{D}_{l} \gamma_{i j} \right]$$

$$= \frac{1}{2} \gamma^{i_l k} \left[ \tilde{D}_{i} \gamma_{l j} + \tilde{D}_{j} \gamma_{i m} - \tilde{D}_{l} \gamma_{i j} \right] \quad (5.12)$$

Because of the conformal transformation of induced 3-metric and its dual,

$$\gamma_{ij} = \Psi^4 \tilde{\gamma}_{ij}, \quad (5.13)$$

$$\gamma^{ij} = \Psi^{-4} \tilde{\gamma}^{ij}. \quad (5.14)$$
We can rewrite the equation (5.12) fully in terms of the conformal quantities as

\[
C_{\alpha \beta}^{\gamma} = \frac{1}{2} \gamma^{\alpha \beta} \left\{ \bar{D}_{\gamma} (\Psi^{\gamma}) + \bar{D}_{\gamma} (\Psi^{\gamma}) - \bar{D}_{\gamma} (\Psi^{\gamma}) \right\} = \frac{1}{2} \Psi^{\gamma} - 4 \bar{\gamma}^{\alpha \beta} \left\{ \bar{D}_{\gamma} (\Psi^{\gamma}) + \bar{D}_{\gamma} (\Psi^{\gamma}) - \bar{D}_{\gamma} (\Psi^{\gamma}) \right\} = \frac{1}{2} \Psi^{\gamma} - 4 \bar{\gamma}^{\alpha \beta} \left\{ \bar{D}_{\gamma} (\Psi^{\gamma}) + \bar{D}_{\gamma} (\Psi^{\gamma}) - \bar{D}_{\gamma} (\Psi^{\gamma}) \right\} = \frac{1}{2} \Psi^{\gamma} - 4 \bar{\gamma}^{\alpha \beta} \left\{ \bar{D}_{\gamma} (\Psi^{\gamma}) + \bar{D}_{\gamma} (\Psi^{\gamma}) - \bar{D}_{\gamma} (\Psi^{\gamma}) \right\} = \frac{1}{2} \Psi^{\gamma} - 4 \bar{\gamma}^{\alpha \beta} \left\{ \bar{D}_{\gamma} (\Psi^{\gamma}) + \bar{D}_{\gamma} (\Psi^{\gamma}) - \bar{D}_{\gamma} (\Psi^{\gamma}) \right\}.
\] (5.15)

The equation (5.15) is playing an important role in the conformal transformation. As a sample, let us find the relation between the \( v \in T(\Sigma) \)

\[
D_j v^i = \bar{D}_j v^i + C_{ji}^{\alpha} v^\alpha
= D_j v^i + 2 \left\{ v^k \delta^i_j \bar{D}_k (\ln \Psi) + v^i \bar{D}_j (\ln \Psi) - v^k \bar{\gamma}^i_k \bar{D}^j (\ln \Psi) \right\}.
\] (5.16)

Let us do the change of \( j \to i \) in the equation (5.16),

\[
D_j v^i = D_i v^j + 2 \left\{ v^k \delta^i_j \bar{D}_k (\ln \Psi) + v^i \bar{D}_j (\ln \Psi) - v^k \bar{\gamma}^i_k \bar{D}^j (\ln \Psi) \right\}
= D_i v^j + 2 \left\{ 3 v^k D_k (\ln \Psi) + v^i D_j (\ln \Psi) - v^k D_k (\ln \Psi) \right\}.
\]

Thus, we get the conformal form of the divergence of the vector tangent to \( \Sigma \) as

\[
D_i v^i = D_i v^i + 6 v^i D_i (\ln \Psi)
= \Psi^{-6} \bar{D}_i (\Psi^6 v^i).
\] (5.17)

5.1.2 Conformal Transformation of the Intrinsic Ricci Tensor

1. Conformal Relation of the Ricci Tensors in terms of the Tensor Field \( C \)

The corresponding Ricci identity is

\[
(D_i D_j - D_j D_i) v^k = R_{i j}^{k} v^l.
\] (5.18)

By doing the suitable operation of contraction and change of dummy indices, the equation (5.18) becomes

\[
R_{i j} v^j = D_j D_i v^j - D_i D_j v^j.
\] (5.19)
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Now, with the help of the general transformation relation (5.11), the equation (5.19)
can be written in terms of the conformal tensors of $\tilde{R}$, $C$ and the conformal covariant
derivative of $C$,

$$R_{ij}v^j = \tilde{D}_j(D_i v^i) - C^k_{ji}D_k v^j + C^l_{jk}D_l v^k - \tilde{D}_i(D_j v^j)$$

$$= \tilde{D}_j[\tilde{D}_i v^i + C^l_{ik}v^k] - C^k_{ji}[\tilde{D}_k v^j + C^l_{kj}v^l] + C^l_{jk}[\tilde{D}_l v^k + C^m_{ml}v^m]$$

$$- \tilde{D}_i[\tilde{D}_j v^j + C^l_{jk}v^k]$$

$$= \tilde{D}_j\tilde{D}_i v^i - D_i\tilde{D}_j v^j + D_j C^l_{ik}v^k - C^k_{ji}C^l_{kj}v^l + C^l_{jk}C^m_{ml}v^m - \tilde{D}_i C^l_{jk}v^k$$

$$= \tilde{R}_{ij}v^j + \tilde{D}_j C^l_{ik}v^k - C^k_{ji}C^l_{kj}v^l + C^l_{jk}C^m_{ml}v^m - \tilde{D}_i C^l_{jk}v^k$$

$$k \rightarrow j \quad l \rightarrow j$$

$$= \tilde{R}_{ij}v^j + \tilde{D}_k C^k_{ij}v^j - C^k_{ik}C^l_{jk}v^l + C^l_{jk}C^m_{ml}v^m - \tilde{D}_i C^l_{kj}v^j.$$

Because $v^j$ is an arbitrary vector field, we get

$$R_{ij} = \tilde{R}_{ij} + \tilde{D}_k C^k_{ij} - \tilde{D}_i C^k_{kj} + C^k_{ij}C^l_{jk} - C^k_{ik}C^l_{kj}.$$

(5.21)

2. The Conformal Transformation of the Intrinsic Ricci Tensors in terms of the Conformal Factor

The conformal equation (5.21) can be rewritten in terms of the Conformal factor $\Psi$ by using the equation of (5.15). For simplicity, let us work on the terms of the equation (5.21) which contain the conformal covariant derivative of tensor field $C$:

(a) For $\tilde{D}_i C^k_{kj}$:

$$C^k_{ij} = 2\left\{\delta^k_i \tilde{D}_j(\ln \Psi) + \delta^k_j \tilde{D}_i(\ln \Psi) - \tilde{D}^k(\ln \Psi)\tilde{g}_{ij}\right\}.$$  (5.22)

Let us do the change $i \rightarrow k$ in the equation (5.22), then, it becomes

$$C^k_{kj} = 2\left\{\delta^k_i \tilde{D}_j(\ln \Psi) + \delta^k_j \tilde{D}_i(\ln \Psi) - \tilde{D}^k(\ln \Psi)\tilde{g}_{kj}\right\}$$

$$= 2 \left\{3\tilde{D}_j(\ln \Psi) + \tilde{D}_j(\ln \Psi) - \tilde{D}_j(\ln \Psi)\right\}$$

$$= 6\tilde{D}_j(\ln \Psi),$$

(5.23)

so we get

$$\tilde{D}_j C^k_{kj} = 6\tilde{D}_j(\ln \Psi).$$  (5.24)
(b) For $\tilde{D}_k C_{ij}^k$:

\[
\begin{align*}
\tilde{D}_k C_{ij}^k &= \tilde{D}_k \left\{ 2 \left[ \delta^k_i \tilde{D}_j (\ln \Psi) + \delta^k_j \tilde{D}_i (\ln \Psi) - \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij} \right] \right\} \\
&= 2 \left\{ \tilde{D}_i \tilde{D}_j (\ln \Psi) + \tilde{D}_j \tilde{D}_i (\ln \Psi) - \tilde{D}_k \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij} \right\} \\
&= 4 \tilde{D}_i \tilde{D}_j (\ln \Psi) - 2 \tilde{D}_k \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij}.
\end{align*}
\]

Let us substitute the results of (5.24), (5.25) and the explicit formula (5.15) for the components of $C$ into the main equation (5.21)

\[
\begin{align*}
R_{ij} &= \tilde{R}_{ij} + \tilde{D}_k C_{ij}^k - \tilde{D}_i C_{kj}^k + C_{ij}^k C_{lk}^l - C_{ij}^l C_{lk}^i \\
&= \tilde{R}_{ij} + 4 \tilde{D}_i \tilde{D}_j (\ln \Psi) - 2 \tilde{D}_k \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij} - 6 \tilde{D}_k \tilde{D}_j (\ln \Psi) \\
&\quad + 2 \left\{ \delta^k_i \tilde{D}_j (\ln \Psi) + \delta^k_j \tilde{D}_i (\ln \Psi) - \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij} \right\} \times 6 \tilde{D}_k \ln \Psi \\
&\quad - 4 \left\{ \delta^l_i \tilde{D}_j (\ln \Psi) + \delta^l_j \tilde{D}_i (\ln \Psi) - \tilde{D}^l (\ln \Psi) \tilde{\gamma}_{ij} \right\} \times \\
&\quad \left\{ \delta^k_l \tilde{D}_j (\ln \Psi) + \delta^l_j \tilde{D}_k (\ln \Psi) - \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{kj} \right\} \\
&= \tilde{R}_{ij} - 2 \tilde{D}_i \tilde{D}_j (\ln \Psi) - 2 \tilde{D}_k \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij} \\
&\quad + 12 \delta^k_j (\tilde{D}_j (\ln \Psi))(\tilde{D}_k (\ln \Psi)) + 12 \delta^k_i (\tilde{D}_i (\ln \Psi))(\tilde{D}_k (\ln \Psi)) \\
&\quad - 12(\tilde{D}^k (\ln \Psi)(\tilde{D}_k (\ln \Psi) \tilde{\gamma}_{ij}) - 4 \delta^k_i \delta^l_k (\tilde{D}_l (\ln \Psi))(\tilde{D}_j (\ln \Psi)) \\
&\quad - 4 \delta^k_j \delta^l_k (\tilde{D}_j (\ln \Psi))(\tilde{D}_l (\ln \Psi)) + 4 \delta^k_i \delta^l_j (\tilde{D}_l (\ln \Psi))(\tilde{D}_j (\ln \Psi) \tilde{\gamma}_{kj}) \\
&\quad - 4 \delta^k_j \delta^l_k (\tilde{D}_j (\ln \Psi))(\tilde{D}_k (\ln \Psi)) - 4 \delta^k_i \delta^l_j (\tilde{D}_i (\ln \Psi))(\tilde{D}_j (\ln \Psi) \tilde{\gamma}_{kj}) \\
&\quad + 4 \delta^k_j (\tilde{D}_j (\ln \Psi))(\tilde{D}_l (\ln \Psi) \tilde{\gamma}_{il}) + 4 \delta^k_i (\tilde{D}_i (\ln \Psi))(\tilde{D}_l (\ln \Psi) \tilde{\gamma}_{il}) \\
&\quad - 4(\tilde{D}^k (\ln \Psi)(\tilde{D}_k (\ln \Psi) \tilde{\gamma}_{ij}) - 4(\tilde{D}^k (\ln \Psi)(\tilde{D}_l (\ln \Psi) \tilde{\gamma}_{ij}),
\end{align*}
\]

by collecting the identical terms of the equation (5.26) in the each corresponding clusters, we get conforaml transformation of the Ricci tensor as

\[
\begin{align*}
R_{ij} &= \tilde{R}_{ij} - 2 \tilde{D}_i \tilde{D}_j (\ln \Psi) - 2 \tilde{D}_k \tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij} + (\tilde{D}_j (\ln \Psi))(\tilde{D}_i (\ln \Psi)) \\
&\quad - 4(\tilde{D}_k (\ln \Psi))(\tilde{D}^k (\ln \Psi) \tilde{\gamma}_{ij}.
\end{align*}
\]
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5.1.3 Conformal Transformation of the Scalar Intrinsic Curvature

Let us first take the trace of the equation (5.27) with respect to the dual induced 3-metric $\gamma^{ij}$:

\[
R = \gamma^{ij} R_{ij} = \Psi^{-4} \tilde{\gamma}^{ij} R_{ij} = \Psi^{-4} \left\{ \tilde{\gamma}^{ij} \tilde{R}_{ij} - 2 \tilde{\gamma}^{ij} \tilde{D}_i (\ln \Psi) - 2 \tilde{\gamma}^{ij} \tilde{\gamma}_{ij} \tilde{D}_k \tilde{D}^k (\ln \Psi) \right. \\
\left. + 4 \tilde{\gamma}^{ij} (\tilde{D}_i \ln \Psi) (\tilde{D}_j \ln \Psi) - 4 \tilde{\gamma}^{ij} \tilde{\gamma}_{ij} (\tilde{D}_k \ln \Psi) (\tilde{D}^k \ln \Psi) \right\} \\
= \Psi^{-4} \left\{ \tilde{R} - 8 \left[ \tilde{D}_i \tilde{D}^i \ln \Psi + (\tilde{D}_i \ln \Psi) (\tilde{D}^i \ln \Psi) \right] \right\}.
\]

Here we need to modify the term $\tilde{D}_i \tilde{D}^i \ln \Psi$ of the equation (5.28):

\[
\tilde{D}_i \tilde{D}^i \ln \Psi = \tilde{D}_i \left[ \frac{\tilde{D}^i \Psi}{\Psi} \right] = \Psi^{-1} \tilde{D}_i \tilde{D}^i \Psi - \Psi^{-2} \tilde{D}_i \Psi \tilde{D}^i \Psi \\
= \Psi^{-1} \tilde{D}_i \tilde{D}^i \Psi - (\tilde{D}_i \ln \Psi) (\tilde{D}^i \ln \Psi) .
\]

Thus, the substitution of the equation (5.29) into the equation (5.28) results in the conformal transformation of the intrinsic scalar curvature

\[
R = \Psi^{-4} \tilde{R} - 8 \Psi^{-5} \tilde{D}_i \tilde{D}^i \Psi .
\]

5.1.4 Conformal Transformation of the Extrinsic Curvature

Since the trace and traceless parts of the 3+1 Dynamical Einstein equation transform differently under conformal transformation, we need first to decompose the extrinsic curvature into the trace part and traceless part.

1. The Extrinsic Curvature in terms of Trace and Traceless Parts

Now, the traceless part of the extrinsic curvature is defined as

\[
A = K - \frac{1}{3} K \gamma ,
\]

such that $tr_{\gamma} A = \gamma^{ij} A_{ij} = 0$. Therefore, the covariant and contravariant components of the extrinsic curvature can be rewritten in terms of the trace and traceless parts,

\[
K_{ij} = A_{ij} + \frac{1}{3} K \gamma_{ij} \quad \text{and} \quad K^{ij} = A^{ij} + \frac{1}{3} K \gamma^{ij} .
\]
2. Conformal Transformation of the Traceless Part

As in the conformal transformation of the induced 3-metric $\gamma_{ij}$, the conformal transformation of the traceless part of the extrinsic curvature must be something like

$$ A^{ij} = \Psi^\alpha \tilde{A}^{ij} . $$

We will see that the choice $\alpha = -4$ gives us the evolution equations for the conformal factor $\Psi$, the conformal 3-metric $\tilde{\gamma}_{ij}$ and its dual. On the other hand, the choice $\alpha = -10$ gives the conformal form of the moment constraint equation.

(a) For the 1st choice of $\alpha = -4$

The Lie derivative of the induced 3-metric is given by the equation (2.71). Let us find what happens to it under the conformal transformation by using the equations (5.13) and (5.32):

$$ L_m \gamma_{ij} = -2N K_{ij} $$

$$ L_m (\Psi^4 \tilde{\gamma}_{ij}) = -2N \{ A_{ij} + \frac{1}{3} K \gamma_{ij} \} $$

$$ \Psi^4 L_m \tilde{\gamma}_{ij} + (L_m \Psi^4) \tilde{\gamma}_{ij} = -2NA_{ij} - \frac{2}{3} NK \gamma_{ij} , $$

then

$$ \Psi^4 L_m \tilde{\gamma}_{ij} = -2NA_{ij} - \frac{2}{3} NK \gamma_{ij} - (L_m \Psi^4) \tilde{\gamma}_{ij} $$

$$ L_m \tilde{\gamma}_{ij} = -2N \Psi^{-4} A_{ij} - \frac{2}{3} NK \tilde{\gamma}_{ij} - (L_m \Psi^4) \tilde{\gamma}_{ij} $$

$$ L_m \tilde{\gamma}_{ij} = -2N \Psi^{-4} A_{ij} - \frac{2}{3} NK \tilde{\gamma}_{ij} - 4L_m \{ \ln \Psi \} \tilde{\gamma}_{ij} . $$

Therefore, the equation (5.35) becomes

$$ L_m \tilde{\gamma}_{ij} = -2N \Psi^{-4} A_{ij} - \frac{2}{3} \{ NK + 6L_m \{ \ln \Psi \} \} \tilde{\gamma}_{ij} . $$

Since the $A_{ij}$ is traceless, let us multiply the equation (5.36) by the conformal dual 3-metric $\tilde{\gamma}^{ij}$:

$$ \tilde{\gamma}^{ij} L_m \tilde{\gamma}_{ij} = -2N \Psi^{-4} \tilde{\gamma}^{ij} A_{ij} - \frac{2}{3} \{ NK + 6L_m \{ \ln \Psi \} \} \tilde{\gamma}^{ij} \tilde{\gamma}_{ij} $$

$$ = \frac{2}{3} \{ NK + 6L_m \{ \ln \Psi \} \} \times 3 , $$

so we get

$$ \tilde{\gamma}^{ij} L_m \tilde{\gamma}_{ij} = -2 \{ NK + 6L_m \{ \ln \Psi \} \} . $$
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Now, the variation of the determinant of an invertible matrix \( A \) is given by

\[
\delta \left( \ln \det A \right) = \text{tr} \left( A^{-1} \times \delta A \right).
\]  
(5.39)

Let us do the changes of \( A \to \tilde{\gamma}_{ij} \) and \( \delta \to \mathcal{L}_m \) in (5.39) so it turns into the left hand side of the equation (5.38). Then, the left hand side of the equation (5.38) becomes the Lie derivative of a scalar field along \( m \) which allows us to decompose the Lie derivative along \( m \) into the time derivative and the Lie derivative along the shift vector \( \beta \)

\[
\tilde{\gamma}^{ij} \mathcal{L}_m \tilde{\gamma}_{ij} = \mathcal{L}_m \ln \det (\tilde{\gamma}_{ij}) = \left( \frac{\partial}{\partial t} - \mathcal{L}_\beta \right) \ln \det (\tilde{\gamma}_{ij}).
\]  
(5.40)

Because the time derivative of the scalar field \( \ln \det (\tilde{\gamma}_{ij}) \) vanishes, the equation (5.40) reduces to

\[
\mathcal{L}_m \ln \det (\tilde{\gamma}_{ij}) = -\mathcal{L}_\beta \ln \det (\tilde{\gamma}_{ij}) = -\tilde{\gamma}^{ij} \mathcal{L}_\beta \tilde{\gamma}_{ij}
\]

\[
= -\tilde{\gamma}^{ij} \left\{ \beta^k \tilde{D}_k \tilde{\gamma}_{ij} + \tilde{\gamma}_{kj} \beta^k \right\}
\]

\[
= -\tilde{\gamma}^{ij} \left\{ \tilde{\gamma}_{kj} \tilde{D}_i \beta^k + \tilde{\gamma}_{ik} \beta^k \right\}
\]

\[
= -\delta^i_j \tilde{D}_i \beta^k - \delta^j_i \tilde{D}_j \beta^k
\]

\[
= -2 \tilde{D}_l \beta^l.
\]

Furthermore, by substituting the result of (5.41) into the equation (5.38), we get the evolution equation for \( \Psi \) under conformal transformation as

\[
\left( \frac{\partial}{\partial t} - \mathcal{L}_\beta \right) \ln \Psi = \frac{1}{6} \left( \tilde{D}_l \beta^l - NK \right).
\]  
(5.42)

By inserting the equation (5.42) into the equation (5.36), it becomes

\[
\mathcal{L}_m \tilde{\gamma}_{ij} = -2N \Psi^{-4} A_{ij} - \frac{2}{3} \tilde{D}_l \beta^l \tilde{\gamma}_{ij}.
\]  
(5.43)

For consistency in the equation (5.43), we must have such a conformal transformation of the traceless part of \( K_{ij} \) as

\[
\tilde{A}_{ij} = \Psi^{-4} A_{ij},
\]  
(5.44)

which says that the corresponding \( \alpha \) must be -4. Therefore, we find the evolution equation for conformal metric during the conformal transformation as

\[
\left( \frac{\partial}{\partial t} - \mathcal{L}_\beta \right) \tilde{\gamma}_{ij} = -2N \tilde{A}_{ij} - \frac{2}{3} \tilde{D}_l \beta^l \tilde{\gamma}_{ij}.
\]  
(5.45)
Now, the conformal transformation for the contravariant component of the traceless part of $K^{ij}$, $A^{ij}$, is obtained by

$$\tilde{A}^{ij} = \tilde{\gamma}^{ik} \tilde{\gamma}^{jl} \tilde{A}_{kl} = \Psi^{4} \gamma^{ik} \gamma^{jl} \Psi^{-4} A_{kl}$$

(5.46)

Finally, let us see how the dual conformal 3-metric $\tilde{\gamma}^{ij}$ evolves under the conformal transformation by starting from the equation (5.45):

$$\tilde{\gamma}^{ik} \tilde{\gamma}^{jl} L_{m} \tilde{\gamma}_{kl} = -2 N \tilde{A}^{ij} - \frac{2}{3} \tilde{D}_{k} \tilde{\beta}^{k} \tilde{\gamma}^{ij}$$

(5.47)

Thus, we get

$$\left( \frac{\partial}{\partial t} - L_{\tilde{\beta}} \right) \tilde{\gamma}^{ij} = 2 N \tilde{A}^{ij} + \frac{2}{3} \tilde{D}_{k} \tilde{\beta}^{k} \tilde{\gamma}^{ij}. \quad (5.48)$$

(b) For the 2nd Choice of $\alpha = -10$

In this case, we will start with the decomposed form of the contravariant extrinsic curvature $K^{ij}$ [see the equation (5.32)] and take the divergence of it. That’s,

$$K^{ij} = A^{ij} + \frac{1}{3} K \tilde{\gamma}^{ij} \implies D_{j} K^{ij} = D_{j} A^{ij} + \frac{1}{3} D^{j} K. \quad (5.49)$$

Now, the equations of (5.11), (5.15) and (5.24) provide to rewrite the term $D_{j} A^{ij}$ of the equation (5.49) in terms of the conformal quantities,

$$D_{j} A^{ij} = \tilde{D}_{j} A^{ij} + C^{j}_{k} A^{kj} + C^{k}_{j} A^{ik}$$

$$= \tilde{D}_{j} A^{ij} + 2 \left[ \delta^{j}_{i} \tilde{D}_{k} \ln \Psi + \delta^{i}_{k} \tilde{D}_{j} \ln \Psi - \tilde{D}_{j} \ln \Psi A_{k}^{ij} \right] A^{kj}$$

$$+ 6 \tilde{D}_{k} \ln \Psi A^{ik}$$

$$= \tilde{D}_{j} A^{ij} + 2 \delta^{j}_{k} A^{kj} \tilde{D}_{k} \ln \Psi + 2 \delta^{i}_{k} A^{kj} \tilde{D}_{j} \ln \Psi - 2 \tilde{\gamma}_{jk} A^{kj} \tilde{D}_{j} \ln \Psi$$

$$+ 6 \tilde{D}_{k} \ln \Psi A^{ik}$$

$$= \tilde{D}_{j} A^{ij} + 2 A^{ik} \tilde{D}_{k} \ln \Psi + 2 A^{ij} \tilde{D}_{j} \ln \Psi - 2 \Psi^{-4} \tilde{\gamma}_{jk} A^{kj} \tilde{D}_{j} \ln \Psi$$

$$+ 6 \tilde{D}_{k} \ln \Psi A^{ik}.$$
Because $A^{kj}$ is traceless, the related term vanishes. Then, (5.50) turns into
\[
D_jA^{ij} = \tilde{D}_jA^{ij} + 2A^{ik}\tilde{D}_k\ln\Psi + 2A^{ij}\tilde{D}_j\ln\Psi + 6\tilde{D}_k\ln\Psi A^{ik},
\]
(5.51)
with the given change of indices, we get
\[
D_jA^{ij} = \tilde{D}_jA^{ij} + 10A^{ij}\tilde{D}_j\ln\Psi + 2\tilde{D}_j\ln\Psi A^{ij},
\]
(5.52)
Notice that for consistency of
\[
\hat{A}^{ij} = \Psi^{10}A^{ij},
\]
(5.53)
the corresponding $\alpha$ must be -10.

Finally, let us insert the equation (6.48) into the momentum constraint equation (4.19):
\[
D_jA^{ij} + \frac{1}{3}D^K - D^K = 8\pi p^i \implies D_jA^{ij} - \frac{2}{3}D^K = 8\pi p^i.
\]
(5.54)
And let us insert the conformal form of the $D_jA^{ij}$ (5.52) into the equation (5.54):
\[
\Psi^{-10}\tilde{D}_j(\Psi^{10}A^{ij}) - \frac{2}{3}D^K = 8\pi p^i.
\]
(5.55)
Now, the modification of
\[
D_jK = \tilde{D}_jK \implies \gamma^{ij}D_jK = D^jK = \gamma^{ij}\tilde{D}_jK
\]
(5.56)
provides us to rewrite the equation (5.55) as
\[
\Psi^{-10}\tilde{D}_j(\Psi^{10}A^{ij}) - \frac{2}{3}\Psi^{-4}\tilde{D}^jK = 8\pi p^i.
\]
(5.57)
Thus, the conformal transformation of the momentum constraint is
\[
\tilde{D}_j(\hat{A}^{ij}) - \frac{2}{3}\Psi^{6}\tilde{D}^jK = 8\pi\Psi^{10}p^i.
\]
(5.58)
Finally, let us find the conformal transformation of $\hat{A}_{ij}$
\[
\hat{A}_{ij} = \tilde{\gamma}^{ik}\tilde{\gamma}^{jl}\hat{A}_{kl}
\]
(5.59)
then, we get
\[
\hat{A}_{ij} = \Psi^2A_{ij}.
\]
(5.60)
5.2 THE CONFORMAL FORM OF THE 3+1 DIMENSIONAL EINSTEIN SYSTEM

As we said before, the trace and traceless part of the 3+1 dynamical Einstein equation (4.13) transform separately under conformal transformation. Therefore, we need to first deduce the related decomposition of it. And then, we will be ready to construct their conformal forms.

5.2.1 Trace and Traceless Parts of the 3+1 Dynamical Einstein equation

1. Trace Part of the 3+1 Dynamical Einstein equation
   
   Let us take the trace of the 3+1 dynamical Einstein equation (4.13) with respect to $\gamma^{ij}$
   
   $$\gamma^{ij} \mathcal{L}_m K_{ij} = -D_i D^i\!
   \mathcal{N} + N \left\{ R + K^2 - 2K_{ij}K^{ij} + 4\pi(S - 3E) \right\}. \quad (5.61)$$

   From the equations (3.40) and (5.61), we have
   
   $$\mathcal{L}_m K = \frac{\gamma^{ij}}{\gamma^{ij}} \mathcal{L}_m K_{ij} + 2N K_{ij}K^{ij} \equiv -D_i D^i\!
   \mathcal{N} + N \left\{ R + K^2 - 2K_{ij}K^{ij} + 4\pi(S - 3E) \right\} + 2N K_{ij}K^{ij} \quad (5.62)$$

   Now, the Hamiltonian constraint equation (4.16)
   
   $$R + K^2 - K_{ij}K^{ij} = 16\pi E \implies R + K^2 = 16\pi E + K_{ij}K^{ij}, \quad (5.63)$$

   by substituting the previous modification into (5.62), we obtain the trace part of the dynamical 3+1 Einstein equation as
   
   $$\mathcal{L}_m K = -D_i D^i\!
   \mathcal{N} + N \left\{ K_{ij}K^{ij} + 4\pi(S + E) \right\}. \quad (5.64)$$

2. Traceless Part of the Dynamical 3+1 Einstein equation
   
   Now, let us now decompose the left hand side of the 3+1 dynamical Einstein equation (4.13) by using the equation (5.32)
   
   $$\mathcal{L}_m K_{ij} = \mathcal{L}_m\left(A_{ij} + \frac{1}{3} K\gamma_{ij}\right)$$

   $$= \mathcal{L}_m A_{ij} + \frac{1}{3}\left(\mathcal{L}_m K\right)\gamma_{ij} + \frac{1}{3} K\left(\mathcal{L}_m \gamma_{ij}\right) \quad (5.65)$$

   $$= \mathcal{L}_m A_{ij} + \frac{1}{3}\left(\mathcal{L}_m K\right)\gamma_{ij} - \frac{2N}{3} K K_{ij},$$
where we used (2.71). Therefore, the Lie derivative of the traceless part $A_{ij}$ along $\mathbf{m}$ is

$$L_\mathbf{m}A_{ij} = L_\mathbf{m}K_{ij} - \frac{1}{3}(L_\mathbf{m}K)\gamma_{ij} + \frac{2N}{3}KK_{ij}. \quad (5.66)$$

Notice that the first term on the right hand side of (5.66) is the 3+1 dynamical Einstein equation (4.13) and the second term is the trace part of it (5.62). Then, the explicit form of (5.66) is

$$L_\mathbf{m}A_{ij} = -D_iD_jN + N\left\{R_{ij} + \frac{5}{3}KK_{ij} - 2K_{ik}K^k_j - \frac{1}{3}K^2\gamma_{ij} \right\}$$

$$+ \frac{1}{3}\left\{-D_kD_kN + N\left\{R + K^2 + 4\pi(S - 3E)\right\}\gamma_{ij}
+ \frac{2N}{3}KK_{ij}\right\}$$

$$= -D_iD_jN$$

$$+ N\left\{R_{ij} + \frac{5}{3}KK_{ij} - 2K_{ik}K^k_j - \frac{1}{3}K^2\gamma_{ij} - 8\pi(S_{ij} - \frac{1}{3}S\gamma_{ij})\right\}$$

$$+ \frac{1}{3}\left\{D_kD_kN - NR\right\}\gamma_{ij}. \quad (5.67)$$

Since we wish a totally traceless equation, we need to get rid of the terms that contain the $K$:

$$\frac{5}{3}KK_{ij} - 2K_{ik}K^k_j - \frac{1}{3}K^2\gamma_{ij} = \frac{5}{3}K\left(A_{ij} + \frac{1}{3}K\gamma_{ij}\right)$$

$$- 2\left(A_{ik} + \frac{1}{3}K\gamma_{ik}\right)\left(A^k_j + \frac{1}{3}K\delta^k_j\right)$$

$$- \frac{1}{3}K^2\gamma_{ij}$$

$$= \frac{1}{3}KA_{ij} - 2A_{ik}A^k_j. \quad (5.68)$$

Thus, by substituting (5.68) into (5.67), we obtain the traceless part of the dynamical 3+1 Einstein equation as

$$L_\mathbf{m}A_{ij} = -D_iD_jN + N\left\{R_{ij} + \frac{1}{3}KA_{ij} - 2A_{ik}A^k_j - 8\pi(S_{ij} - \frac{1}{3}S\gamma_{ij})\right\}$$

$$+ \frac{1}{3}\left\{D_kD_kN - NR\right\}\gamma_{ij}. \quad (5.69)$$

After constructing the conformal transformation of the fundamental tools, it is time to construct the conformal transformation of the 3+1 Einstein equation:
5.2.2 Conformal Decomposition of the Trace and Traceless Parts of the Dynamical 3+1 Einstein equation

We are trying to construct the corresponding time evolution equations. Therefore, we need use the $\alpha = -4$ case.

1. Conformal Form of the Trace Part of the 3+1 Dynamical Einstein Equation

The trace part of the 3+1 dynamical Einstein equation (5.64) is

$$\left( \frac{\partial}{\partial t} - \mathcal{L}_\psi \right) K = -D_iD^iN + N \left\{ K_{ij}K^{ij} + 4\pi (S + E) \right\}. \quad (5.70)$$

For simplicity, let us find only the conformal form of the terms $D_iD^iN$ and $K_{ij}K^{ij}$ separately:

(a) *The conformal form of the term $D_iD^iN$*

We have found that the conformal transformation of the divergence of a vector $v$ (5.17) is given by

$$D_i v^i = \Psi^{-6} \tilde{D}_i \left( \Psi^6 v^i \right). \quad (5.71)$$

Since the gradient of a scalar field is a vector field, we will take $v^i = D^iN$,

$$v^i = D^iN = \gamma^j D_j N = \Psi^{-4} \gamma^j \tilde{D}_j N = \Psi^{-4} \tilde{D}^i N. \quad (5.72)$$

Let us substitute (5.72) into (5.71),

$$D_i D^i N = \Psi^{-6} \tilde{D}_i \left( \Psi^6 D^i N \right) = \Psi^{-6} \tilde{D}_i \left( \Psi^6 \left[ \Psi^{-4} \tilde{D}^i N \right] \right) = \Psi^{-6} \tilde{D}_i \left( \Psi^2 D_i D^i N + 2\Psi D_i \Psi D^i N \right) = \Psi^{-4} \left( D_i D^i N + 2\tilde{D}_i \ln \Psi D^i N \right).$$

(b) *The explicit decomposition of the term $K_{ij}K^{ij}$*

Let us use decomposed form of the extrinsic curvature (5.32):

$$K_{ij}K^{ij} = \left( A_{ij} + \frac{1}{3} \gamma_{ij} \right) \left( A^{ij} + \frac{1}{3} \gamma^{ij} \right) = A_{ij}A^{ij} + \frac{1}{3} \gamma_{ij}A^{ij} + \frac{1}{3} K_{ij}A^{ij} + \frac{1}{9} K^2 \gamma_{ij} \gamma^{ij}. \quad (5.74)$$
Because the trace of $A_{ij}$ is zero, (5.74) reduces to

$$K_{ij}K^{ij} = A_{ij}A^{ij} + \frac{1}{3} K^2$$

$$= (\Psi^4 \tilde{A}_{ij}) (\Psi^4 \tilde{A}^{ij}) + \frac{1}{3} K^2$$

(5.75)

$$= \tilde{A}_{ij} \tilde{A}^{ij} + \frac{1}{3} K^2,$$

where we used the conformal transformations (5.44) and (5.46).

Finally, by substituting (5.73) and (5.75) into the fundamental equation (5.70), we will get the conformal form of the trace part of the 3+1 dynamical Einstein equation as

$$\left( \frac{\partial}{\partial t} - L_\beta \right) K = -\Psi^{-4} \left( \tilde{D}_i \tilde{D}^i N + 2 \tilde{D}_i \ln \Psi \tilde{D}^i N \right)$$

$$+ N \left( \tilde{A}_{ij} \tilde{A}^{ij} + \frac{1}{3} K^2 + 4\pi (E + S) \right).$$

(5.76)

2. Conformal Form of the Traceless Part of the 3+1 Dynamical Einstein Equation

The traceless dynamical 3+1 Einstein equation (5.69) is

$$L_m A_{ij} = -D_i D_j N + N \left( R_{ij} + \frac{1}{3} K A_{ij} - 2 A_{ik} A^{kj} - 8\pi \left( S_{ij} - \frac{1}{3} S \gamma_{ij} \right) \right)$$

$$+ \frac{1}{3} \left( D_k D^k N - N R \right) \gamma_{ij}.$$

(5.77)

First, let us find the conformal form of the terms $L_m A_{ij}$ and $D_i D_j N$

(a) The conformal form of $L_m A_{ij}$

$$L_m A_{ij} = L_m (\Psi^4 \tilde{A}_{ij})$$

$$= \Psi^4 L_m \tilde{A}_{ij} + 4\Psi^4 (L_m \ln \Psi) \tilde{A}_{ij}$$

$$= \Psi^4 L_m \tilde{A}_{ij} + 4\Psi^4 (L_m \ln \Psi) \tilde{A}_{ij}$$

(5.78)

$$= \Psi^4 L_m \tilde{A}_{ij} + 4\Psi^4 \left( \frac{1}{6} (\tilde{D}_k \beta^k - N K) \right) \tilde{A}_{ij}$$

$$= \Psi^4 \left( L_m \tilde{A}_{ij} + \frac{2}{3} (\tilde{D}_k \beta^k - N K) \tilde{A}_{ij} \right),$$

where we used the conformal evolution equation of $\Psi$ (5.42) and the conformal transformations (5.44) and (5.46). Finally, let us use the equation (5.69) of $L_m A_{ij}$ in the following equation

$$L_m \tilde{A}_{ij} = \Psi^{-4} L_m A_{ij} - \frac{2}{3} (\tilde{D}_k \beta^k - N K) \tilde{A}_{ij}$$

$$= \Psi^{-4} \left( -D_i D_j N \right.$$}

$$+ N \left( R_{ij} + \frac{1}{3} K A_{ij} - 2 A_{ik} A^{kj} - 8\pi \left( S_{ij} - \frac{1}{3} S \gamma_{ij} \right) \right)$$

$$+ \frac{1}{3} \left( D_k D^k N - N R \right) \gamma_{ij} - \frac{2}{3} (\tilde{D}_k \beta^k - N K) \tilde{A}_{ij}.\right.$$}

(5.79)
The Hamiltonian Constraint equation (4.16) is

\[ \mathcal{L}_m \tilde{\tilde{A}}_{ij} = \Psi^{-4} \left\{ -\left( \tilde{D}_i \tilde{D}_j N - 2 \tilde{D}_i N \tilde{D}_j \ln \Psi + \tilde{D}_j N \tilde{D}_i \ln \Psi - \tilde{D}_k N \tilde{D}^k \ln \Psi \tilde{\tilde{\gamma}}_{ij} \right) \right\} 
+ N \left\{ \tilde{\tilde{\tilde{\tilde{R}}}}_{ij} - 2 \tilde{D}_i \tilde{D}_j (\ln \Psi) - 2 \tilde{D}_k \tilde{D}^k (\ln \Psi) \tilde{\tilde{\gamma}}_{ij} 
+ 4 (\tilde{D}_i \ln \Psi)(\tilde{D}_j \ln \Psi) - 4 (\tilde{D}_k \ln \Psi)(\tilde{D}^k \ln \Psi) \tilde{\tilde{\gamma}}_{ij} \right\} 
+ \frac{1}{3} \left\{ - \tilde{D}_k \tilde{D}^k N + 2 \tilde{D}_k \ln \Psi \tilde{\tilde{D}}^k N \right\} 
- N \Psi^{-4} \left( \tilde{\tilde{\tilde{\tilde{R}}} - 8 \left[ \tilde{D}_i \tilde{D}_j \ln \Psi + (\tilde{D}_k \ln \Psi)(\tilde{D}^k \ln \Psi) \right] \right) \Psi^4 \tilde{\tilde{\gamma}}_{ij} 
- \frac{2}{3} \left[ \tilde{D}_k \tilde{D}^k - NK \right] \tilde{\tilde{\tilde{\tilde{A}}}}_{ij} . \]  

(5.81)

After some algebra, we reach the conformal transformation of the traceless part of the 3+1 dynamical Einstein equation as

\[ \mathcal{L}_m \tilde{\tilde{A}}_{ij} = -\frac{2}{3} \tilde{D}_k \tilde{D}^k \tilde{\tilde{\tilde{\tilde{A}}}}_{ij} + N \left\{ - \tilde{D}_i \tilde{D}_j N + 2 \tilde{D}_i N \tilde{D}_j \ln \Psi + 2 \tilde{D}_j N \tilde{D}_i \ln \Psi 
+ \frac{1}{3} \left[ \tilde{D}_k \tilde{D}^k N - 4 \tilde{D}_k \ln \Psi \tilde{\tilde{D}}^k N \right] \tilde{\tilde{\tilde{\tilde{\gamma}}}}_{ij} \right\} 
+ N \left( \tilde{\tilde{\tilde{\tilde{R}}} - \frac{1}{3} \tilde{\tilde{\tilde{\tilde{R}}}}_{ij} - 2 \tilde{D}_i \tilde{D}_j \ln \Psi + 4 \tilde{D}_i \ln \Psi \tilde{\tilde{\tilde{D}}}_j \ln \Psi 
+ \frac{2}{3} \left( \tilde{D}_k \tilde{D}^k \ln \Psi - 2 \tilde{D}_k \ln \Psi \tilde{\tilde{D}}^k \ln \Psi \right) \tilde{\tilde{\tilde{\tilde{\tilde{\gamma}}}}}_{ij} \right) . \]  

(5.82)

5.2.3 The Conformal Transformation of the Hamiltonian Constraint

The Hamiltonian Constraint equation (4.16) is

\[ R + K^2 - K_{ij} K^{ij} = 16\pi E . \]  

(5.83)
Now, let us substitute the conformal transformation of $R$ (5.30) and the decomposed form of $K_{ij}K^{ij}$ (5.75) into the Hamiltonian Constraint equation (5.83),

$$\Psi^{-4}R - 8\Psi^{-5}\bar{D}_i\bar{D}^i\Psi + K^2 - \bar{A}_{ij}\bar{A}^{ij} - \frac{1}{3}K^2 = 16\pi E.$$ (5.84)

From the equation (5.84), we get the **Conformal Transformation of the Hamiltonian Constraint** as

$$\bar{D}_i\bar{D}^i\Psi - \frac{1}{8}R\Psi + \left\{\frac{1}{8}\bar{A}_{ij}\bar{A}^{ij} - \frac{1}{12}K^2 + 2\pi E\right\}\Psi^5 = 0.$$ (5.85)

Due to the relation of $\bar{A}_{ij}\bar{A}^{ij} = \Psi^{-12}\bar{A}_{ij}\bar{A}^{ij}$, the equation (5.85) becomes

$$\bar{D}_i\bar{D}^i\Psi - \frac{1}{8}R\Psi + \frac{1}{8}\bar{A}_{ij}\bar{A}^{ij}\Psi^{-7} + \left\{2\pi E - \frac{1}{12}K^2\right\}\Psi^5 = 0,$$ (5.86)

which is known as **Lichnerowicz Equation** [6] [7].

**Thus, the conformal transformation of the 3+1 dimensional Einstein system** [1] can be summarized as,

$$\left(\frac{\partial}{\partial t} - \mathcal{L}_\beta\right)\ln\Psi = \frac{1}{6}\left(D_\beta^\beta - NK\right),$$ (5.87)

$$\left(\frac{\partial}{\partial t} - \mathcal{L}_\beta\right)\bar{y}_{ij} = -2N\bar{A}_{ij} - \frac{2}{3}\bar{D}_k\bar{y}_{kl},$$ (5.88)

$$\left(\frac{\partial}{\partial t} - \mathcal{L}_\beta\right)K = -\Psi^{-4}\left(\bar{D}_i\bar{D}^iN + 2\bar{D}_i\ln\Psi\bar{D}^iN\right)$$

$$+ N\left\{\bar{A}_{ij}\bar{A}^{ij} + \frac{1}{3}K^2 + 4\pi E + S\right\},$$ (5.89)

$$\mathcal{L}_m\bar{A}_{ij} = -\frac{2}{3}\bar{D}_k\bar{y}^k\bar{A}_{ij} + N\left\{K\bar{A}_{ij} - 2\gamma^{kl}\bar{A}_{kl}\bar{A}_{ij} - 8\pi\left[\Psi^{-4}\bar{S}_{ij} - \frac{1}{3}\bar{S}\bar{y}_{ij}\right]\right\}$$

$$+ \Psi^{-4}\left\{-\bar{D}_i\bar{D}_jN + 2\bar{D}_iN\bar{D}_j\ln\Psi + 2\bar{D}_iN\bar{D}_j\ln\Psi\right.$$  

$$\left.+ \frac{1}{3}\left[\bar{D}_k\bar{D}^kN - 4\bar{D}_k\ln\Psi\bar{D}^kN\right]\bar{y}_{ij}\right\}$$

$$+ N\left\{\bar{R}_{ij} - \frac{1}{3}\bar{R}\bar{y}_{ij} - 2\bar{D}_i\bar{D}_j\ln\Psi + 4\bar{D}_i\ln\Psi\bar{D}_j\ln\Psi\right.$$  

$$\left.+ \frac{2}{3}\left(\bar{D}_k\bar{D}^k\ln\Psi - 2\bar{D}_k\ln\Psi\bar{D}^k\ln\Psi\right)\bar{y}_{ij}\right\},$$ (5.90)

$$\bar{D}_i\bar{D}^i\Psi - \frac{1}{8}R\Psi + \frac{1}{8}\bar{A}_{ij}\bar{A}^{ij}\Psi^{-7} + \left\{2\pi E - \frac{1}{12}K^2\right\} = 0,$$ (5.91)

$$\bar{D}_i\left(\bar{A}^{ij}\right) - \frac{2}{3}\Psi^6\bar{D}^iK = 8\pi\Psi^{10}\rho^i.$$ (5.92)
5.3 THE ISENBERG-WILSON-MATHEWS APPROACH TO GENERAL RELATIVITY (IWM)

In IWM model [17], [18], the spacetime is assumed to be foliated by a continuous set of 
\[(\Sigma_t)_{t \in \mathbb{R}}\] such that the foliation is maximally sliced \((K = 0)\). Here, the induced 3-metric is 
conformally flat which means that its conformal background metric is flat,
\[
\tilde{g}_{ij} = f_{ij}. \tag{5.93}
\]

(5.93) implies that the Cotton-York tensor [14],[15], [13] vanishes. Furthermore, the conformal Ricci tensor is zero. Thus, the conformal 3+1 Einstein equation turns into,
\[
\left(\frac{\partial}{\partial t} - L_\beta\right)\ln \Psi = \frac{1}{6} D_i \beta^i, \tag{5.94}
\]
\[
\left(\frac{\partial}{\partial t} - L_\beta\right)f_{ij} = -2N \tilde{A}_{ij} - \frac{2}{3} D_k \beta^k f_{ij}, \tag{5.95}
\]
\[
0 = -\Psi^{-4}(D_i D^i N + 2D_i \ln \Psi D^i N) + N[\tilde{A}_{ij} \tilde{A}^{ij} + 4\pi (E + S)], \tag{5.96}
\]
\[
\left(\frac{\partial}{\partial t} - L_\beta\right)\tilde{A}_{ij} = -\frac{2}{3} D_i \beta^i \tilde{A}_{ij} + N\left\{-2 f^{kl} \tilde{A}_{ik} \tilde{A}_{jl} - 8\pi \frac{1}{3} \left[\Psi^{-4} S_{ij} - \frac{1}{3} S f_{ij}\right]\right\}
+ \Psi^{-4}\left\{-D_i D_j N + 2D_i N D_j \ln \Psi + 2D_i N D_j \ln \Psi \right.
+ \frac{1}{3}(D_i D^i N - 4D_k \ln \Psi D^k N)f_{ij}
+ N\left\{-2D_i D_j \ln \Psi + 4D_i \ln \Psi D_j \ln \Psi \right.
+ \frac{2}{3}(D_i D^i \ln \Psi - 2D_k \ln \Psi D^k \ln \Psi)f_{ij}\right\}, \tag{5.97}
\]
\[
D_i D^i \Psi + \frac{1}{8} \tilde{A}_{ij} \tilde{A}^{ij} + 2\pi E \left[\Psi^5 = 0, \right. \tag{5.98}
D_j \tilde{A}^{ij} + 6A^{ij} D_j \ln \Psi = 8\pi \rho^i. \tag{5.99}
\]

Here the equation (5.99) is obtained by using the relation \(\tilde{A}_{ij} \tilde{A}^{ij} = \Psi^{-12} \tilde{A}_{ij} \tilde{A}^{ij}\) in the momentum constraint equation (5.58). In order to find the IWM conformal system, let us work on the equation (5.95) : Because of the metric-compatibility, we have
\[
L_\beta f_{ij} = \beta^k D_k f_{ij} + f_{kj} D_i \beta^k + f_{ik} D_j \beta^k
= f_{kj} D_i \beta^k + f_{ik} D_j \beta^k. \tag{5.100}
\]
Now, since time derivative of the $f_{ij}$ is zero, the equation (5.95) turns into,

$$2N\tilde{A}_{ij} = f_{ik}D_j\beta^k + f_{ik}D_j\beta^k - \frac{2}{3}D_k\beta^k f_{ij}. \quad (5.101)$$

Let us multiply (5.101) by $f^{im}f^{jn}$

$$2N\tilde{A}^{mn} = D^m\beta^n + D^n\beta^m - \frac{2}{3}D_k\beta^k f^{mn} \quad (5.102)$$

By change of the indices $m \to i$, $n \to j$, we can rewrite the equation (5.102) as

$$\tilde{A}^{ij} = \frac{1}{2N}(\tilde{\beta})^{ij}, \quad (5.103)$$

where

$$\left(\tilde{\beta}\right)^{ij} = D^i\beta^j + D^j\beta^i - \frac{2}{3}D_k\beta^k f^{ij} \quad (5.104)$$

is known as the \textit{the conformal Killing derivative operator}. Moreover, with the help of (5.103) the corresponding momentum constraint equation (5.99) can be rewritten as

$$\Delta\beta^i + \frac{1}{3}D^iD_j\beta^j + 2\tilde{A}^{ij}\left(6ND_j\ln\Psi - D_jN\right) = 16\pi N\Psi^4 p^j. \quad (5.105)$$

Thus, we get \textit{the conformal IWM system} as the set of

$$\Delta N + 2D_i\ln\Psi D^iN = N\left(4\pi(E + S) + \tilde{A}_{ij}\tilde{A}^{ij}\right)\Psi^4, \quad (5.106)$$

$$\Delta\Psi + \frac{1}{8}\tilde{A}_{ij}\tilde{A}^{ij} + 2\pi S\Psi^5 = 0, \quad (5.107)$$

$$\Delta\beta^i + \frac{1}{3}D^iD_j\beta^j + 2\tilde{A}^{ij}\left(6ND_j\ln\Psi - D_jN\right) = 16\pi N\Psi^4 p^j. \quad (5.108)$$
CHAPTER 6

ASYMPTOTIC FLATNESS AND THE ADM FORMALISM
FOR GENERAL RELATIVITY

6.1 THE ASYMPTOTIC FLATNESS

In this chapter, we will deduce the conserved quantities of the ADM mass, linear momentum and angular momentum of a given hypersurface $\Sigma_t$. Since these quantities can be only in the globally-hyperbolic asymptotically flat spacetimes (i.e. the spacetimes which asymptotically converge the well-defined spacetimes such as the Minkowski, AdS). Therefore, let us first see what the asymptotic flatness is: The asymptotic flat spacetime is such a particular spacetime for the massive objects in which it is assumed that there is nothing in the universe except these objects. Now, a globally-hyperbolic spacetime is called asymptotically flat if each of its Cauchy surface has a background metric $f$ with signature $(+,+,+)$ such that $f$ is flat, can be diagonalized in a particular coordinate system on the $\Sigma_t$ [1], [14]. Moreover, in the case of spatial infinity, $r \to \infty$, the decay of $\gamma_{ij}$ and their spatial partial derivatives must be something like

$$\gamma_{ij} = f_{ij} + O[r^{-1}],$$

(6.1)

$$\frac{\partial \gamma_{ij}}{\partial x^k} = O[r^{-2}].$$

(6.2)

And also as $r \to \infty$, the decay of $K_{ij}$ and their spatial partial derivatives must obey

$$K_{ij} = O[r^{-2}],$$

(6.3)

$$\frac{\partial K_{ij}}{\partial x^k} = O[r^{-3}].$$

(6.4)
6.2 THE HAMILTONIAN FORMALISM FOR THE GENERAL RELATIVITY

The Hamiltonian model approaches a physical state at a certain time and gives the evolution of the state as \( t \) varies. This model is being transformed into the gravitational theory as a state on a particular spacelike hypersurface. Now, the gravitational theory is a covariant theory and locally has Lorentz symmetry. The first attempts tried to start with the spacelike hypersurface that is free of choosing coordinates to avoid breaking of the crucial properties of the gravitational theory [9], [10]. However, it is then hard to define initial state of practical problems. In order to write the Einstein equations into the Hamiltonian form, people started to give up the main properties of the gravitational theory by choosing a family of particular coordinate systems such that \( x^0 = \text{constant} \) corresponds a spacelike hypersurface. Contrary to the unknowns \((\gamma_{ij}, K_{ij}, N, \beta^i)\) in the PDEs form of 3+1 Einstein system, Arnowitt, Deser and Misner have proposed the ADM formalism of the General Relativity [16] in which conjugate momentum of the induced three-metric \( \pi_{ij} = \sqrt{\gamma}(K\gamma_{ij} - K_{ij}) \), is used instead of \( K_{ij} \). Moreover, in the ADM formalism, \( \pi_{ij} \) and \( \gamma_{ij} \) are the dynamical variables and the Lapse function \( N \) and the shift vector \( \beta \) are taken as Lagrange multipliers [16], [1].

In this section, we will first deduce the corresponding Hamiltonian form of the vacuum field equation by mean of the 3+1 decomposition of the spacetime metric that we have found in the 1st chapter (the equation 2.115) and the knowledge that the boundary term is zero. Secondly, we will deal with the general case. That’s, we will deduce the corresponding Hamiltonian form of the Einstein equation when the boundary term does not vanish by using the 2+1 decomposition of the timelike \( \mathcal{B} \) hypersurface that we have found in the 1st chapter. This of the general case will lead us to get the explicit form of the famous ADM formulas for conserved quantities of \( \Sigma_t \) [4].

6.2.1 3+1 Decomposition of the Einstein-Hilbert Action and the corresponding Hamiltonian Form of the Vacuum Field Equation

1. 3+1 Decomposition of The Einstein-Hilbert Action

The action for the four-dimensional vacuum field equation is of the Einstein-Hilbert
action \[19\], \[1\]

\[
S = \int_V \sqrt{-g} R \, d^4x, \tag{6.5}
\]

where the infinitesimal volume element \( V \) is composed of the union of the neighboring hypersurfaces \( \Sigma_{t_1} \) and \( \Sigma_{t_1} \). Symbolically,

\[
V = \bigcup_{t = t_1}^{t_2} \Sigma_t. \tag{6.6}
\]

Let us substitute the equations (3.43) of the 3+1 form of the spacetime Ricci scalar and (2.115) of the 3+1 decomposition of \( g \) into the action (6.5),

\[
S = \int_V \left\{ R + K^2 + K_{ij}K^{ij} - \frac{2}{N} \mathcal{L}_m K - \frac{2}{N} D_i D^i N \right\} \sqrt{\gamma} d^4x.
\]

(6.7)

Let us convert the term \( \mathcal{L}_m K \) into of the boundary and substitute it into the action (6.7),

\[
\mathcal{L}_m K = m^\mu \nabla_\mu K = N n^\mu \nabla_\mu K = N [\nabla_\mu (Kn^\mu) - K \nabla_\mu n^\mu] \tag{6.8}
\]

Then, the action (6.7) becomes

\[
S = \int_V \left\{ N[R + K^2 + K_{ij}K^{ij}] - 2N \nabla_\mu (Kn^\mu) - 2N K^2 - 2D_i D^i N \right\} \sqrt{\gamma} d^4x.
\]

(6.9)

Here we need to show that because of the boundary condition, the last integral of the action (6.9) vanishes:

\[
\int_V N \nabla_\mu (Kn^\mu) \sqrt{\gamma} d^4x = \int_V \nabla_\mu (Kn^\mu) \sqrt{-g} d^4x
\]

\[
= \int_V \frac{\partial}{\partial \chi^\mu} (\sqrt{-g} Kn^\mu) d^4x \tag{6.10}
\]

\[
= 0,
\]

so the action (6.9) reduces to

\[
S = \int_V \left\{ N[R + K_{ij}K^{ij} - K^2] - 2D_i D^i N \right\} \sqrt{\gamma} d^4x. \tag{6.11}
\]

Observe that the action (6.11) is fully composed of the intrinsic quantities of \( \Sigma \). This provides us to decompose the four-dimensional integral into of the spatial one and of
the time coordinate

\[ S = \int_{t_1}^{t_2} \left\{ \int_{\Sigma_t} \left( N (R + K_{ij} K^{ij} - K^2) - 2 D_i D^i N \right) \sqrt{\gamma} d^3 x \right\} dt. \]  

(6.12)

Again, the boundary term vanishes and we get the 3+1 decomposition of the Einstein-Hilbert action as

\[ S = \int_{t_1}^{t_2} \left\{ \int_{\Sigma_t} N (R + K_{ij} K^{ij} - K^2) \sqrt{\gamma} d^3 x \right\} dt. \]  

(6.13)

2. **The Corresponding Hamiltonian Form of the Vacuum Field Equation**

The variables of the action in the configuration are \( q = (\gamma_{ij}, N, \beta^i) \) and \( \dot{q} = (\dot{\gamma}_{ij}, \dot{N}, \dot{\beta}^i) \) (6.13) [1]. That’s,

\[ S = S[q, \dot{q}]. \]

The Lagrangian density contains the extrinsic curvature \( K_{ij} \) [see the 3+1 decomposition of the action (6.13)]. However, in the Hamiltonian approach, it is replaced with the configuration variables. Now, from the 1st equation (4.26) of the 3+1 dimensional Einstein system, we have

\[ \left( \frac{\partial}{\partial t} - L_{\beta} \right) \dot{\gamma}_{ij} = -2 N K_{ij} \implies K_{ij} = \frac{1}{2N} \left[ L_{\beta} \gamma_{ij} - \dot{\gamma}_{ij} \right]. \]  

(6.14)

We know from the (4.23) that \( L_{\beta} \gamma_{ij} = D_i \beta_j + D_j \beta_i \). Then, the equation (6.14) becomes

\[ K_{ij} = \frac{1}{2N} \left[ D_i \beta_j + D_j \beta_i - \dot{\gamma}_{ij} \right] = \frac{1}{2N} \left[ \gamma^{ik} \gamma_{kj} - \gamma^{ij} \gamma_{kj} \right] K_{ij} K^{ij}. \]  

(6.15)

And the Lagrangian density of the gravitational field (6.13) turns into

\[ L(q, \dot{q}) = N \sqrt{\gamma} \left( R + K_{ij} K^{ij} - K^2 \right) \]

\[ = N \sqrt{\gamma} \left( R + \left[ \gamma^{ik} \gamma_{jl} - \gamma^{ij} \gamma^{kl} \right] K_{ij} K_{kl} \right). \]  

(6.16)

As we see from (6.16), the Lagrangian density does not depend on the time derivative of \( N \) and \( \beta^i \) so they are not dynamical variables. They are just the Lagrange multipliers. On the other hand, the remaining variable \( \gamma_{ij} \) is just the dynamical variable in phase.
space. And the corresponding conjugate momentum of it is

\[
\pi^{ij} = \frac{\partial L}{\partial \dot{\gamma}^{ij}} = \frac{\partial K_{ab}}{\partial \dot{\gamma}^{ij}} \frac{\partial L}{\partial K_{ab}}
\]

\[
= -\frac{1}{2N} \delta_{ia} \delta_{jb} N \sqrt{7} \left( \gamma^{ij} \dot{\gamma}^{ij} - \gamma^{ij} \dot{\gamma}^{ij} \right) \left( \delta_{ia} \delta_{jb} K_{kl} + \delta_{ia} \delta_{jb} K_{ij} \right)
\]

\[
= -\frac{1}{2} \sqrt{7} \delta_{ia} \delta_{jb} \left( \gamma^{ij} \dot{\gamma}^{ij} K_{kl} + \gamma^{ij} \dot{\gamma}^{ij} K_{ij} - \gamma^{ij} \dot{\gamma}^{ij} K_{ij} \right)
\]

\[
= -\sqrt{7} \left( K_{ij} - \gamma^{ij} K \right). \tag{6.17}
\]

Thus, we get

\[
\pi^{ij} = \sqrt{7} \left( \gamma^{ij} K - K^{ij} \right). \tag{6.18}
\]

Finally, let us find the corresponding Hamiltonian: The Legendre transformation is defined as

\[
\mathcal{H} = \pi^{ij} \dot{\gamma}^{ij} - L. \tag{6.19}
\]

Let us substitute the explicit form of \( \pi^{ij} \) (6.18) and \( \dot{\gamma}^{ij} \) (6.15) into the Hamiltonian density (6.19):

\[
\mathcal{H} = \sqrt{7} \left( \gamma^{ij} K - K^{ij} \right) - 2NK_{ij} + D_{i} \beta_{i} + D_{j} \beta_{j}
\]

\[
- N \sqrt{7} \left( R + K_{ij} K^{ij} - K^{2} \right)
\]

\[
= \sqrt{7} \left( -2NK \gamma^{ij} K_{ij} + K \gamma^{ij} D_{i} \beta_{i} + K \gamma^{ij} D_{j} \beta_{j} \left[ 2NK_{ij} K^{ij} - K^{ij} D_{i} \beta_{i} - K^{ij} D_{j} \beta_{j} \right. \right.
\]

\[
- K^{ij} D_{i} \beta_{j} - NR - NK_{ij} K^{ij} + NK^{2} \right) \right)
\]

\[
= \sqrt{7} \left( -2NK^{2} + KD \beta^{i} + KD \beta^{j} + 2NK_{ij} K^{ij} - K^{ij} D_{i} \beta_{j} - K^{ij} D_{j} \beta_{j} \right.
\]

\[
- K^{ij} D_{i} \beta_{j} - NR - NK_{ij} K^{ij} + NK^{2} \right) \right)
\]

\[
= \sqrt{7} \left( -NK^{2} + 2KD \beta^{j} + NK_{ij} K^{ij} - 2K^{ij} D_{i} \beta_{i} - NR \right)
\]

\[
= \sqrt{7} \left( -N \left[ R + K^{2} - K_{ij} K^{ij} \right] + 2KD \beta^{j} - 2K^{ij} D_{i} \beta_{j} \right)
\]

\[
= \sqrt{7} \left( -N \left[ R + K^{2} - K_{ij} K^{ij} \right] + 2 \left[ K \gamma^{ij} D_{i} \beta_{j} \right] \right)
\]

\[
= \sqrt{7} \left( -N \left[ R + K^{2} - K_{ij} K^{ij} \right] + 2D_{ij} \left[ K \gamma^{ij} D_{i} \beta_{j} - K^{ij} \beta^{j} \right] \right.
\]

\[
- 2\beta^{j} \left( \gamma^{ij} D_{i} K - D_{j} K^{ij} \right) \right)
\]

\[
= \sqrt{7} \left( -N \left[ R + K^{2} - K_{ij} K^{ij} \right] + 2D_{ij} \left[ K \beta^{j} - K^{ij} \beta^{j} \right] - 2\beta^{j} \left[ D_{i} K - D_{j} K^{ij} \right] \right). \tag{6.20}
\]
With the aberrations of $C_0 = R + K^2 - K_{ij}K^{ij}$ and $C_i = D_jK^j_i - D_iK$, the Hamiltonian density (6.20) reduces to

$$\mathcal{H} = \sqrt{\gamma} \left\{ -NC_0 + 2\beta^iC_i + 2D_j\left[K\beta^j - K^j_i\beta_i^j\right]\right\}.$$ \hspace{1cm} (6.21)

And the related Hamiltonian is obtained by

$$H = \int_{\Sigma_t} \mathcal{H} d^3x$$

$$= -\int_{\Sigma_t} \left\{ NC_0 - 2\beta^iC_i \right\} \sqrt{\gamma}d^3x + 2\int_{\Sigma_t} \sqrt{\gamma} D_j\left[K\beta^j - K^j_i\beta_i^j\right]d^3x.$$ \hspace{1cm} (6.22)

Due to the boundary condition, the last integral of the (6.22) vanishes and we get the Hamiltonian of the gravitational vacuum field as

$$H = -\int_{\Sigma_t} \left\{ NC_0 - 2\beta^iC_i \right\} \sqrt{\gamma}d^3x,$$ \hspace{1cm} (6.23)

where

$$C_0 = R + K^2 - K_{ij}K^{ij},$$ \hspace{1cm} (6.24)

$$C_i = D_jK^j_i - D_iK.$$ \hspace{1cm} (6.25)

The crucial point is that the constraint equations (6.24) and (6.25) are nothing but exactly the constraint equations of the energy (4.16) and the momentum (4.18) for vacuum that we deduced during the 3+1 decomposition of the Einstein equation. Moreover, for any spacetime to be a solution of the Einstein equation the related Hamiltonian equation (6.23) of it must be zero.

### 6.2.2 The General Gravitation Hamiltonian and The ADM Formalism

Contrary to the previous section, we will assume that the boundary term is not zero which with the 2+1 decomposition of the hypersurfaces that we deduced in the 1st chapter will lead us to the well-known ADM formalism for the conserved quantities of a given hypersurface $\Sigma_t$.

Here, we will assume that the infinitesimal four dimensional volume element $\partial V$ is the union of two spacelike hypersurfaces $\Sigma_{t_1}$ and $\Sigma_{t_2}$ at the lower and upper boundaries and a timelike hypersurface $B$ that covers the region between these two spacelike hypersurfaces [4]

$$\partial V = \Sigma_{t_1} \cup (-\Sigma_{t_1}) \cup B.$$ \hspace{1cm} (6.26)
Since the unit normal vector of $\partial V$ must be directed outward. However, the unit normal vector of the hypersurface $\Sigma_{t_1}$ is *future-directed* so it points inward. Then, with the help of the *minus sign*, the unit normal vector of $\Sigma_{t_1}$ will point outward, too. Now, in order to find the ADM formulas, we need to first deduce the Hamiltonian of this case:

1. **The Gravitational Action and The Corresponding Hamiltonian when the Boundary Term is different than zero**

The related gravitational action is composed of the Einstein-Hilbert part, the matter (or boundary) part and a no dynamical part of $S_0$ that does not have any influence on the equation of motion [4]:

$$S_G[g] = S_H[g] + S_B[g] - S_0.$$  \hspace{1cm} (6.27)

Here

$$S_H[g] = \frac{1}{16\pi} \int_V 4R \sqrt{-g} d^4x,$$  \hspace{1cm} (6.28)

$$S_B[g] = \frac{1}{8\pi} \oint_{\partial V} \epsilon K \sqrt{|h|} d^3y,$$  \hspace{1cm} (6.29)

$$S_0 = \frac{1}{8\pi} \oint_{\partial V} \epsilon K_0 \sqrt{|h|} d^3y.$$  \hspace{1cm} (6.30)

By substituting the related actions (6.28) and (6.29) into (6.27), the gravitational action (6.27) becomes

$$(16\pi)S_G = \int_V 4R \sqrt{-g} d^4x + 2 \oint_{\partial V} \epsilon K \sqrt{|h|} d^3y.$$  \hspace{1cm} (6.31)

Here, $y^a$ are adapted coordinates of $\partial V$, $h_{ab}$ are the corresponding induced 3-metric, $n^a$ are the corresponding unit normal vector and $K$ is the scalar extrinsic curvature. As we mentioned before, because the $\partial V$ is the union of two spacelike and one timelike hypersurfaces so $\epsilon = n^a n_a$ will be +1 or -1 depending on the type of hypersurfaces.

The explicit form of (6.31) is

$$(16\pi)S_G = \int_V 4R \sqrt{-g} d^4x + 2 \int_{\Sigma_{t_2}} n^a n_a K \sqrt{h} d^3y + 2 \int_{-\Sigma_{t_1}} n^a n_a K \sqrt{h} d^3y$$

$$+ 2 \int_{\Sigma_{t_2}} \epsilon r^a r_a K \sqrt{-\gamma} d^3y$$

$$= \int_V 4R \sqrt{-g} d^4x - 2 \int_{\Sigma_{t_2}} K \sqrt{h} d^3y - 2 \int_{\Sigma_{t_1}} K \sqrt{h} d^3y$$

$$+ 2 \int_{\partial B} \epsilon K \sqrt{-\gamma} d^3y.$$  \hspace{1cm} (6.32)
where we have used \( n^\alpha n_\alpha = -1 \) of the spacelike hypersurface and \( r^\alpha r_\alpha = +1 \) of the timelike hypersurface. For convention, let us use the following form of the 3+1 decomposition of the spacetime Ricci scalar,

\[
4R = \mathcal{R} + K^{ab}K_{ab} - K^2 - 2(n^\alpha \partial_\beta - n^\alpha n_\beta)_{\alpha},
\]

where \( \mathcal{R} \) denotes the intrinsic covariant derivative. And, we know that the 3+1 decomposition of the spacetime metric is

\[
\sqrt{-g} d^4x = N \sqrt{h} dt d^3y,
\]

Then, the 3+1 decomposition of the Einstein-Hilbert part is

\[
\int_V 4R \sqrt{-g} d^4x = \int_{t_1}^{t_2} dt \left( \int_{\Sigma_t} \mathcal{R} + K^{ab}K_{ab} - K^2 \right) N \sqrt{h} d^3y
- 2 \int_V \left( n^\alpha \partial_\beta - n^\alpha n_\beta \right)_{\alpha} d^4x
= \int_{t_1}^{t_2} dt \left( \int_{\Sigma_t} \mathcal{R} + K^{ab}K_{ab} - K^2 \right) N \sqrt{h} d^3y
- 2 \int_{\partial V} \left( n^\alpha \partial_\beta - n^\alpha n_\beta \right) d\Sigma^\alpha.
\]

Because of \( \partial V = \Sigma_{t_2} \cup (-\Sigma_{t_1}) \cup \mathcal{B} \), we will decompose the closed integral of the equation (6.35) into the corresponding integrals of \( \Sigma_{t_1}, \Sigma_{t_2} \) and \( \mathcal{B} \). For simplicity, let us work on of \( \Sigma_{t_1} \): The spacelike volume element is \( d\Sigma^\alpha = n_\alpha \sqrt{h} d^3y \), then, we have

\[
-2 \int_{-\Sigma_{t_1}} \left( n^\alpha \partial_\beta - n^\alpha n_\beta \right) d\Sigma^\alpha = -2 \int_{\Sigma_{t_1}} n^\beta \sqrt{h} d^3y
= -2 \int_{\Sigma_{t_1}} K \sqrt{h} d^3y,
\]

where we used the fact that \( n^\alpha \partial_\beta \) is an element of the hypersurface \( \Sigma_{t_1} \). Similarly, by evaluating the corresponding integral on \( \Sigma_{t_2} \) in the reverse direction, we will get

\[
2 \int_{\Sigma_{t_2}} K \sqrt{h} d^3y.
\]

Observe that the results of (6.36) and (6.37) cancel out the 2nd and 3rd terms on the right hand side of the gravitational action (6.37). Thus, the only contribution is coming from the integral over the timelike hypersurface \( \mathcal{B} \): Now, for timelike case 3-dimensional volume element is \( d\Sigma^\alpha = r_\alpha \sqrt{-\gamma} d^3z \) and the unit spacelike normal \( r^\alpha \) of timelike hypersurface \( \mathcal{B} \) and the unit timelike vector normal vector \( n^\alpha \) of the spacelike hypersurface \( \Sigma \) are orthogonal to each other [that is, \( n^\alpha r_\alpha = 0 \)], then,

\[
-2 \int_{\mathcal{B}} \left( n^\alpha \partial_\beta - n^\alpha n_\beta \right) d\Sigma^\alpha = -2 \int_{\mathcal{B}} n^\beta r_\beta \sqrt{-\gamma} d^3z
= 2 \int_{\mathcal{B}} r_\alpha \partial_\beta n^\beta \sqrt{-\gamma} d^3z.
\]
With the help of (6.38), the gravitational action (6.32) becomes,

\[
(16\pi) S_G = \int_{t_1}^{t_2} dt \left\{ \int_{\Sigma} \left[ R + K^{ab}K_{ab} - K^2 \right] \right\} N \sqrt{h} \, d^3y \\
+ 2 \int_{\mathcal{B}} \left[ \mathcal{K} + r_{\alpha\beta} n^\alpha n^\beta \right] \sqrt{-g} \, d^3z. \tag{6.39}
\]

Notice that the gravitational action (6.39) is composed of the 3+1 decomposition of the Einstein-Hilbert action and the integral over the timelike hypersurface $\mathcal{B}$. As we mentioned before the Einstein-Hilbert part results in the Hamiltonian and momentum constraints that ensure whether a given spacetime is a solution of the The Einstein equation or not. The important point is that the integral over the timelike hypersurface $\mathcal{B}$ will lead us to the conserved quantities of the hypersurfaces. That’s, the boundary term of $\mathcal{B}$ will give the ADM formalism. Therefore, we need to do the decompose the timelike hypersurface $\mathcal{B}$ by assuming that $\mathcal{B}$ is being foliated by the boundary of the spacelike hypersurface $\Sigma_n$, $S_n$, whose topology is supposed to be $S^2$. Now, the 2+1 decomposition of the 3-metric of $\mathcal{B}$ is

\[
\sqrt{-g} \, d^3z = N \sqrt{\sigma} \, dt \, d^2\theta. \tag{6.40}
\]

And scalar extrinsic curvature of $\mathcal{B}$ is

\[
\mathcal{K} = \gamma^{ij}K_{ij} = \gamma^{ij} \left( r_{\alpha\beta} e^\alpha_i e^\beta_j \right) = r_{\alpha\beta} \left( g^{\alpha\beta} - r^{\alpha} r^{\beta} \right). \tag{6.41}
\]

So with the help of (6.40) and (6.40), the integrand of the related integral of (6.39) that is over $\mathcal{B}$ becomes

\[
\mathcal{K} + r_{\alpha\beta} n^\alpha n^\beta = r_{\alpha\beta} \left( g^{\alpha\beta} - r^{\alpha} r^{\beta} \right) + r_{\alpha\beta} n^\alpha n^\beta \\
= r_{\alpha\beta} \left( g^{\alpha\beta} - r^{\alpha} r^{\beta} + n^\alpha n^\beta \right) \\
= r_{\alpha\beta} \left( \sigma^{AB} e^\alpha_A e^\beta_B \right) \\
= \sigma^{AB} \left( r_{\alpha\beta} e^\alpha_A e^\beta_B \right) \\
= \sigma^{AB} k_{AB} \\
= k, \tag{6.42}
\]

where $k$ is the extrinsic curvature of $S_t$. Thus, by substituting the result of (6.42) into the gravitational action (6.39), we get the decomposition of the gravitational action when the boundary term is different than zero:

\[
S_G = \frac{1}{16\pi} \int_{t_1}^{t_2} dt \left\{ \int_{\Sigma} \left[ R + K^{ab}K_{ab} - K^2 \right] N \sqrt{h} \, d^3y \\
+ 2 \int_{\mathcal{B}} \left( k - k_0 \right) \sqrt{\sigma} \, d^2\theta \right\}. \tag{6.43}
\]
Here $k_0$ is the extrinsic curvature of $S$, embedded in flat space. The $k_0$ is defined so that the gravitational action is zero for flat spacetime.

After construction of the action, it is time to find the corresponding Hamiltonian of the system: In chapter 3, we have found that the relation between the extrinsic curvature and configuration variables

$$K_{ab} = \frac{1}{2N} \left( -\dot{h}_{ab} + D_a \beta_b + D_b \beta_a \right).$$  

(6.44)

And the corresponding canonical conjugate momentum is

$$\pi^{ab} = \frac{\partial}{\partial \dot{h}_{ab}} \left( \sqrt{-g} L_G \right).$$  

(6.45)

Due to the fact that the boundary part is independent of $\dot{h}_{ab}$, the equation (6.45) becomes

$$(16\pi)\pi^{ab} = \frac{\partial K_{mn}}{\partial \dot{h}_{ab}} \frac{\partial}{\partial K_{mn}} \left( 16\pi \sqrt{-g} L_G \right),$$  

(6.46)

where

$$16\pi \sqrt{-g} L_G = \left[ R + \left( h^{ac} h^{bd} - h^{ab} h^{cd} \right) K_{ab} K_{cd} \right] N \sqrt{h}.$$  

Then,

$$(16\pi)\pi^{ab} = -\frac{1}{2N} \delta_{[ac} \delta_{db]} \sqrt{h} \left[ h^{ac} h^{bd} - h^{ab} h^{cd} \right] \left[ \delta_{[cm} \delta_{nd]} K_{cd} + \delta_{mc} \delta_{nd} K_{ab} \right]$$

$$= -\frac{\sqrt{h}}{2} \delta_{[ac} \delta_{db]} \left[ h^{ac} h^{bd} K_{cd} + h^{am} h^{bn} K_{ab} - h^{mn} h^{cd} K_{cd} \right]$$

$$= -\sqrt{h} \delta_{[ac} \delta_{db]} \left[ h^{am} h^{bn} K_{ab} - h^{ab} h^{mn} K_{ab} \right]$$

$$= -\sqrt{h} \left[ K^{ab} - K h^{ab} \right].$$

so we get

$$(16\pi)\pi^{ab} = \sqrt{h} \left( K h^{ab} - K^{ab} \right).$$  

(6.47)

In order to find the corresponding Hamiltonian, let us substitute the explicit forms of
\[ \pi^{ab} (6.44) \text{ and } \dot{h}_{ab} (6.47) \text{ in to the Hamiltonian density:} \]

\[ \mathcal{H}_G = \pi^{ab} \dot{h}_{ab} - \sqrt{-g} \mathcal{L}_G \]

\[ (16\pi)\mathcal{H}_G = (16\pi)\pi^{ab} \dot{h}_{ab} - (16\pi) \sqrt{-g} \mathcal{L}_G \]

\[ = \sqrt{\hbar} \left( K h^{ab} - K^{ab} \right) \left( -2NK_{ab} + D_a \beta_b D_b \beta_a \right) \]

\[ - \left( R + K^{ab} K_{ab} - K^2 \right) N \sqrt{\hbar} \]

\[ = \sqrt{\hbar} \left( 2NK^{ab} K_{ab} - K^{ab} D_a \beta_a - K^{ab} D_a \beta_b - 2NK h^{ab} K_{ab} \right) \]

\[ + K h^{ab} D_a \beta_a + K h^{ab} D_a \beta_b - NR - NK^{ab} K_{ab} + NK^2 \right) \] (6.48)

\[ = -N \sqrt{\hbar} \left( R + K^2 - K_{ab} K^{ab} \right) - 2 \sqrt{\hbar} \left( K^{ab} - K h^{ab} \right) D_a \beta_a \]

\[ = -NC_0 \sqrt{\hbar} - 2 \sqrt{\hbar} \left( D_b \beta_a \left( K^{ab} - K h^{ab} \right) \right) - \beta_a D_b \left[ K^{ab} - K h^{ab} \right] \}

\[ = -NC_0 \sqrt{\hbar} - 2 \sqrt{\hbar} \left( D_b \beta_a \left( K^{ab} - K h^{ab} \right) \right) - \beta_a D_b \left[ K^{ab} - K h^{ab} \right] \}

\[ \mathcal{C} \]

Then, by integrating the Hamiltonian density (6.48) over the spacelike hypersurface \( \Sigma_t \), we get the Hamiltonian of the system as

\[ (16\pi)H_G = \int_{\Sigma_t} 16\pi \mathcal{H}_G \, d^3 y - 2 \oint_{S_t} \left( k - k_0 \right) N \sqrt{\sigma} \, d^2 \theta \]

\[ = - \int_{\Sigma_t} \left\{ NC_0 - 2\beta_a C^a \right\} \sqrt{\hbar} \, d^3 y \]

\[ - 2 \int_{\Sigma_t} D_b \beta_a \left( K^{ab} - K h^{ab} \right) \sqrt{\hbar} \, d^3 y - 2 \oint_{S_t} \left( k - k_0 \right) N \sqrt{\sigma} \, d^2 \theta . \] (6.49)

Thus, by using the general Stokes theorem, we reach our aim of **the gravitational Hamiltonian when the boundary term is different than zero**

\[ (16\pi)H_G = - \int_{\Sigma_t} \left\{ NC_0 - 2\beta_a C^a \right\} \sqrt{\hbar} \, d^3 y \]

\[ - 2 \oint_{S_t} \left\{ N(k - k_0) + \beta_a(K^{ab} - K h^{ab})r_b \right\} \sqrt{\sigma} \, d^2 \theta . \] (6.50)

2. The ADM Formalism

(a) The ADM Mass

In the previous section, we have found the general gravitational Hamiltonian in the equation (6.50). **Due to the convention that we follow, we should do the**
following changes in the gravitational Hamiltonian (6.50):

\[ a \rightarrow i, \quad b \rightarrow j \]
\[ h \rightarrow \gamma, \quad y \rightarrow x \]
\[ k \rightarrow \kappa, \quad k_o \rightarrow \kappa_o \]
\[ r \rightarrow s, \quad \sigma \rightarrow q \]
\[ \theta \rightarrow y. \]

Then, the gravitational Hamiltonian (6.50) turns into

\[ (16\pi)H_G = -\int_{\Sigma_t} \left\{ NC_0 - 2\beta^i C_i \right\} \sqrt{\gamma} \, d^3x \]
\[ -2 \oint_{\Sigma_t} \left\{ N(\kappa - \kappa_0) + \beta^i (K_{ij} - K_{ij}) s^i \right\} \sqrt{q} \, d^2y, \]

where \( S_i \) is the boundary of \( \Sigma_t \) and has the topology of \( S^2 \); \( \mathbf{x} \) is a well-defined coordinate system on the \( \Sigma_t \) and \( y \) is the corresponding induced 3-metric on \( \Sigma_t \); \( \kappa \) is the scalar extrinsic curvature of \( S_i \) embedded in \( (\Sigma, \gamma) \); \( \kappa_0 \) is the scalar extrinsic curvature embedded in the flat spacetime \( (\Sigma, f) \); \( \hat{s} \) is the spacelike unit vector that is normal to \( S_i \); \( y \) is a well-defined coordinate system on \( S_t \) and \( q \) is the corresponding 2-metric on \( S_t \).

Now, suppose that a given spacetime is a solution of the Einstein equation. Then, the corresponding integral of constraints vanishes \([ \text{due to } C_0 = 0 \text{ and } C_i = 0 \]) \[1\],

\[ H_{sol.} = -\frac{1}{8\pi} \oint_{S_t} \left\{ N(\kappa - \kappa_0) + \beta^i (K_{ij} - K_{ij}) s^i \right\} \sqrt{q} \, d^2y. \]

The total mass of the \( \Sigma_t \) which is measured by an asymptotically inertial observer \((N = 1 \text{ and } \beta = 0)\) with a well-defined adapted coordinates of \((t, x')\) is given by the famous ADM energy formula \[1\] of

\[ M_{ADM} = -\frac{1}{8\pi} \lim_{(r \to \infty)} \oint_{S_t} (\kappa - \kappa_0) \sqrt{q} \, d^2y. \]

\( M_{ADM} \) is the conserved quantity associated the symmetry of the action under time translation \[1\]. And, in terms of the intrinsic connection of \( \Sigma_t \):

\[ M_{ADM} = \frac{1}{16\pi} \lim_{(r \to \infty)} \oint_{S_t} \left[ D^i \gamma_{ij} - D_i (f^{kl} \gamma_{kl}) \right] s^i \sqrt{q} \, d^2y. \]

Furthermore, as we mentioned before one of the conditions for a spacetime to be asymptotically flat is that there must be a coordinate system \((x')\) in which the
background metric $f$ is diagonalized. Now, in this coordinate $D_i = \frac{\partial}{\partial x^i}$ and $f^{kl} = \delta^{kl}$. Therefore, the ADM energy formula (6.55) turns into a simpler one in this specific coordinate [1]:

$$M_{ADM} = \frac{1}{16\pi} \lim_{S_t \to \infty} \oint_{S_t} \left( \frac{\partial \gamma_{ij}}{\partial x^i} - \frac{\partial \gamma_{jj}}{\partial x^i} \right) s^i \sqrt{q} \, d^2y \, .$$

(6.56)

Finally, the conformal form of the ADM energy [1] is

$$M_{ADM} = -\frac{1}{2\pi} \lim_{S_t \to \infty} \oint_{S_t} s^i \left( D_i \Psi - \frac{1}{8} D^j \tilde{\gamma}_{ij} \right) \sqrt{q} \, d^2y \, .$$

(6.57)

Figure 6.1: The topology of $S^2$. Notice that $\Sigma$ is equivalent to $S_t$ and $\mathbf{n}$ to $\hat{r}$ in the Schwarzschild case.

**Example:** The Schwarzschild spacetime in the adapted coordinates of $(x^\alpha) = (t, r, \theta, \phi)$ is

$$g_{\mu \nu} dx^\mu dx^\nu = -\left(1 - \frac{2m}{r}\right)dt^2 + \left(1 - \frac{2m}{r}\right)^{-1}dr^2 + r^2 \left[d\theta^2 + \sin^2 \theta \, d\phi^2\right] \, .$$

(6.58)

Now, $(x') = (r, \theta, \phi)$ can be taken as the spatial the coordinates on $\Sigma_t$. Then, the induced 3-metric is

$$\gamma_{ij} = \text{diag} \left[ \left(1 - \frac{2m}{r}\right)^{-1}, r^2, r^2 \sin^2 \theta \right] \, .$$

(6.59)

The components of the background metric become

$$f_{ij} = \text{diag}(1, r^2, r^2 \sin^2 \theta) \, ,$$

(6.60)

and their duals are

$$f^{ij} = \text{diag}(1, r^{-2}, r^{-2} \sin^{-2} \theta) \, .$$

(6.61)
It is time to start to calculate $M_{ADM}$:. As we see in the figure (6.1), $r=$constant corresponds $S_t$, the corresponding coordinates on it are $y^i = (\theta, \phi)$. Also, $s^i \sqrt{g} d^2 y = r^2 \sin \theta \, d\theta \, d\phi \, (\partial_i)^r$. Because, the unit spacelike vector $\hat{\mathbf{r}}$ is normal to the $S_t$, then, $(\partial_r)^i = (1, 0, 0)$. Therefore, the related integral (6.55) of this case becomes,

$$M_{ADM} = \frac{1}{16\pi} \lim_{r \to \infty} \oint_{r = \text{const.}} \left[ D^i \gamma_{rj} - D_r (f^{kl} \gamma_{kl}) \right] r^2 \sin \theta \, d\theta \, d\phi.$$  \hspace{1cm} (6.62)

In order to evaluate the corresponding $M_{ADM}$ that the hypersurface of the Schwarzschild holds, we have to first evaluate the integrands of the integral (6.62): Let us start to calculate 2nd integrand,

$$f^{kl} \gamma_{kl} = \gamma_{rr} + \frac{1}{r} \gamma_{\theta \theta} + \frac{1}{r^2 \sin^2 \theta} \gamma_{\phi \phi} = \left(1 - \frac{2m}{r} \right)^{-1} + 2.$$ \hspace{1cm} (6.63)

Since (6.63) is a scalar field, we have

$$D_i (f^{kl} \gamma_{kl}) = \frac{\partial}{\partial r} (f^{kl} \gamma_{kl}) = -\left(1 - \frac{2m}{r} \right)^{-2} \frac{2m}{r^2}.$$ \hspace{1cm} (6.64)

Secondly, let us evaluate the 1st integrand:

$$D^i \gamma_{rj} = f^{ik} D_k \gamma_{rj} = D_r \gamma_{rr} + \frac{1}{r} D_\theta \gamma_{r\theta} + \frac{1}{r^2 \sin^2 \theta} D_\phi \gamma_{r\phi}.$$ \hspace{1cm} (6.65)

Now, the non-vanishing Christoffel symbols associated with $D$ are

$$\tilde{\Gamma}_{\theta \theta} = -r \quad \text{and} \quad \tilde{\Gamma}_{\phi \phi} = -r \sin^2 \theta,$$ \hspace{1cm} (6.66)

$$\tilde{\Gamma}_{r \theta} = \tilde{\Gamma}_{\phi \phi} = \frac{1}{r} \quad \text{and} \quad \tilde{\Gamma}_{\phi \theta} = -\cos \theta \sin \theta,$$ \hspace{1cm} (6.67)

$$\tilde{\Gamma}_{r \phi} = \tilde{\Gamma}_{\phi \phi} = \frac{1}{r} \quad \text{and} \quad \tilde{\Gamma}_{\theta \phi} = \frac{1}{\tan \theta}.$$ \hspace{1cm} (6.68)

With the associated covariant derivatives given by

$$D_r \gamma_{rr} = \frac{\partial \gamma_{rr}}{\partial r} - 2 \tilde{\Gamma}_r^i \gamma_{ir} = \frac{\partial \gamma_{rr}}{\partial r},$$ \hspace{1cm} (6.69)

$$D_\theta \gamma_{r\theta} = \frac{\partial \gamma_{r\theta}}{\partial \theta} - \Gamma^i_{\theta \theta} \gamma_{ir} - \Gamma^i_{\theta \theta} \gamma_{iri} = -\Gamma^i_{\theta \theta} \gamma_{ir} - \Gamma^i_{\theta \theta} \gamma_{iri},$$ \hspace{1cm} (6.70)

$$D_\phi \gamma_{r\phi} = \frac{\partial \gamma_{r\phi}}{\partial \phi} - \Gamma^i_{\phi \phi} \gamma_{ir} = -\Gamma^i_{\phi \phi} \gamma_{ir}.$$ \hspace{1cm} (6.71)
the 1st integrand is

\[
D^j \gamma_{rj} = D_r \gamma_{rr} + \frac{1}{r^2} D_\theta \gamma_{r\theta} + \frac{1}{r^2 \sin^2 \theta} D_\phi \gamma_{r\phi}
\]

\[
= \frac{\partial \gamma_{rr}}{\partial r} - \frac{1}{r^2} \left( \Gamma^\theta_{\theta r} \gamma_{r \theta} + \Gamma^r_{\theta r} \gamma_{r \theta} \right) - \frac{1}{r^2 \sin^2 \theta} \left( \Gamma^\phi_{\phi r} \gamma_{r \phi} + \Gamma^r_{\phi r} \right)
\]

\[
= \frac{1}{r^2 \sin^2 \theta} \left( \frac{1}{r} \times r^2 \sin^2 \theta - r \sin^2 \theta \times \left( 1 - \frac{2m}{r} \right)^{-1} \right)
\]

\[
= \frac{2m}{r^2} \left( 1 - \frac{2m}{r} \right)^{-2} - 4m \times \frac{1}{r - 2m}
\]

\[
= -\frac{2m}{r^2} \left( 1 - \frac{2m}{r} \right)^{-2} + 4m \times \left( 1 - \frac{2m}{r} \right)^{-1}
\]

\[
= \frac{2m}{r^2} \left( 1 - \frac{2m}{r} \right)^{-2} \left( 1 - \frac{4m}{r} \right).
\]

With the help of the related results of (6.64) and (6.72), the integrand of the equation (6.62) is obtained from

\[
D^j \gamma_{rj} - D_r \left( f^{kl} \gamma_{kl} \right) = \frac{2m}{r^2} \left( 1 - \frac{2m}{r} \right)^{-1} \left( 1 - \frac{4m}{r} + 1 \right)
\]

\[
= \frac{4m}{r^2} \left( 1 - \frac{2m}{r} \right)^{-1}
\]

\[
= \frac{4m}{r^2} \quad \text{when } r \to \infty.
\]

Let us substitute the result (6.73) into the integral equation of \( \mathcal{M}_{\text{ADM}} \) (6.62)

\[
\mathcal{M}_{\text{ADM}} = \frac{1}{16\pi} \lim_{r \to \infty} \int_{r = \text{cons.}} \left[ D^j \gamma_{rj} - D_r \left( f^{kl} \gamma_{kl} \right) \right] r^2 \sin \theta d\theta d\phi
\]

\[
= \frac{1}{16\pi} \int_0^{2\pi} d\phi \int_0^{\pi} \frac{4m}{r^2} r^2 \sin \theta d\theta
\]

\[
= m,
\]

which is exactly the mass parameter of the Schwarzschild solution.

(b) The ADM Linear Momentum

We have proposed that one of the condition for a spacetime to be asymptotically flat is that there must be a Cartesian coordinate system \((x')\) on each of Cauchy surface in which the background metric is diagonal and the each diagonal element must be 1. Therefore, the induced coordinates \((\partial_i)_{i=1,2,3}\) for the tangent spaces \(\mathcal{T}_p(\Sigma)\) provide three spatial direction for translation in coordinates. Now, the symmetry of the action under spatial translations provide the 2nd family of conserved quantities, \(\mathcal{P}_i\), of \(\Sigma\). Because of the symmetry under spatial translation, we choose an observer for which \(N = 0\) and \(\beta^i = 1\). Then, the components of
related conserved quantities are given by the formula [1] of

\[ \mathcal{P}_i = \frac{1}{8\pi} \lim_{S_t \to \infty} \oint_{S_t} (K_{jk} - K\gamma_{jk})(\partial_i)^j s^k \sqrt{q} \, d^2 y, \quad (6.75) \]

where the index \( i \) can take the values of (1,2,3) and it shows which component of \( \mathcal{P}_i \) will be calculated. In another words, it determines the direction in which the spatial translation will be done. Furthermore, the \( \mathcal{P}_i 's \) are known as the \( i^{th} \) component of the ADM linear momentum of the hypersurface \( \Sigma_t \) of the globally-hyperbolic asymptotically flat spacetime. On the other hand, since the extrinsic curvature \( K \) of the \( \Sigma_t \) embedded in the Schwarzschild spacetime with the standard and isotropic coordinates vanishes, then, the corresponding ADM linear momentums \( \mathcal{P}_i \) of the hypersurface of the Schwarzschild spacetime vanishes.

(c) The ADM 4-Momentum

The ADM 4-Momentum [1] is defined as

\[ \mathcal{P}_\alpha^{ADM} = \left( -M_{ADM}, \mathcal{P}_i \right), \quad (6.76) \]

which transform like the components of a 1-form under \( (x^\alpha) \to (x'^\alpha) \) during which the fundamental properties for a spacetime to be asymptotically flat are kept valid.

(d) The ADM Angular Momentum

We suppose that the spacetime that we deal with receives the Killing vectors. Now, the angular momentum of the \( \Sigma_t \) of a globally-hyperbolic asymptotically flat spacetime which is related to the rotational symmetry of the action is obtained by using the rotational Killing vectors of the background metric \( (\phi_i)_{i \in \{1,2,3\}} \). In the Cartesian coordinates \( (x,y,z) \), the Killing vectors of the background metric about the x-axis, y-axis and z-axis are [1]

\[ \phi_x = y\partial_z - z\partial_y, \quad \phi_y = z\partial_x - x\partial_z, \quad \phi_z = x\partial_y - y\partial_x. \quad (6.77) \]

Then, the \( i^{th} \) component of the angular momentum of the \( \Sigma_t \) can be defined as

\[ J_i = \frac{1}{8\pi} \lim_{S_t \to \infty} \oint_{S_t} (K_{jk} - K\gamma_{jk})(\phi_i)^j s^k \sqrt{q} \, d^2 y. \quad (6.78) \]

Contrary to what we expect, \( J_i \) do not transform like the 4-dimensional vectors under \( (x^\alpha) \to (x'^\alpha) \) during which the fundamental properties for a spacetime to be asymptotically flat are kept valid [1]. That’s, they are coordinate-dependent.
Because of the coordinate-dependence of $J_i$, the scientists have tried to put the constraints on selecting coordinate systems such that $J_i$ is invariant under a special subset of the related family of coordinate transformations. That’s, they have been considering particular decays. For example, York [14] has considered the following decays of the $\tilde{\gamma}_{ij}$ relative to the Cartesian coordinates for the background metric and the scalar extrinsic curvature

$$\frac{\partial \tilde{\gamma}_{ij}}{\partial x^k} = O[r^{-3}],$$

$$K = O[r^{-3}].$$

(6.79)

They are called the quasi-isotropic gauge and asymptotically maximal gauge, respectively. These asymptotic gauge conditions are used to select the suitable coordinates. And it rejects some of well-known coordinates such as the standard Schwarzschild coordinates. Moreover, York proposed that the angular momentum is carried by the $O[r^{-3}]$ piece of $K$ and is invariant under the change within this gauge [1].
CHAPTER 7

RELATION BETWEEN THE COTTON SOLITON AND STATIC VACUUM SOLUTIONS

This chapter is devoted to an application of the methods described in the previous chapters. The four-dimensional Einstein equation with a cosmological constant is given by

$$4R_{\mu\nu} - \frac{1}{2}Rg_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi T_{\mu\nu}.$$  \hspace{1cm} (7.1)

Alternatively, we could rewrite it as

$$4R_{\mu\nu} = 8\pi\left(T_{\mu\nu} - \frac{1}{2}(T - \frac{\Lambda}{4\pi})g_{\mu\nu}\right).$$  \hspace{1cm} (7.2)

By following the same procedure as we did in chapter 4, the corresponding 3+1 Einstein system with $\Lambda \neq 0$ becomes

$$\left(\frac{\partial}{\partial t} - L_\beta\right)\gamma_{ij} = -2NK_{ij},$$  \hspace{1cm} (7.3)

$$\left(\frac{\partial}{\partial t} - L_\beta\right)K_{ij} = -D_iD_jN + N\left(R_{ij} + KK_{ij} - 2K_{ik}K^k_j\right) + 4\pi\left(S - E - \frac{\Lambda}{4\pi}\right)\gamma_{ij} - 2S_{ij},$$  \hspace{1cm} (7.4)

$$R + K^2 - K_{ij}K^{ij} = 2\Lambda + 16\pi E,$$  \hspace{1cm} (7.5)

$$D_jK^j_i - D_iK = 8\pi p_i.$$  \hspace{1cm} (7.6)

The static vacuum equation ($\dot{\gamma} = 0, \beta = 0$) obtained from the previous system of equations is

$$R_{ij} = N^{-1}D_iD_jN + \Lambda \gamma_{ij},$$  \hspace{1cm} (7.7)

where $R = 2\Lambda$ and $N^{-1}\Delta_N N = -\Lambda$ [20]. From now, we will use $\nabla$ as the intrinsic Levi-Civita connection and $g_{ij}$ as the induced 3-metric (i.e. we are making a change of notation $\gamma_{ij} \rightarrow g_{ij}$ and $D \rightarrow \nabla$). The Cotton-York tensor [14], [15], [13] is

$$C_{ij} = \epsilon_{ipq} \left(\nabla_q R_{ip} - \frac{1}{4}g_{ip} \nabla_q R\right).$$  \hspace{1cm} (7.8)
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Notice that the last term of the Cotton-York tensor (7.8) \cite{[14], [15], [13]} vanishes. Let us rewrite the Cotton-York tensor of the static vacuum field with $\Lambda \neq 0$ in terms of the Ricci tensor:

\[ C_{ij} = \epsilon^p_{jq} \nabla_q R_{ip} = \epsilon^p_{jq} \left[ N^{-1} \nabla_i \nabla_p N \right] \]

\[ = \epsilon^p_{jq} \left[ - \frac{1}{N^2} \nabla_q N \nabla_i \nabla_p N + \frac{1}{N} \nabla_q \nabla_i \nabla_p N \right], \quad (7.9) \]

then

\[ NC_{ij} = \epsilon^p_{jq} \left[ - \nabla_q N (N^{-1} \nabla_i \nabla_p N) + \nabla_q \nabla_i \nabla_p N \right] \]

\[ = \epsilon^p_{jq} \left[ - [R_{ip} - \Lambda g_{ip}] \nabla_q N + \nabla_q \nabla_i \nabla_p N \right] \]

\[ = - \epsilon^p_{jq} [R_{ip} - \Lambda g_{ip}] \nabla_q N + \epsilon^p_{jq} \left[ \nabla_q \nabla_i \nabla_p N \right]. \quad (7.10) \]

Because the multiplication between the anti-symmetric and symmetric tensor is zero, the last term vanishes yielding

\[ NC_{ij} = - \epsilon^p_{jq} \left[ R_{ip} - \Lambda g_{ip} \right] \nabla_q N - \epsilon^j_{pi} \left[ \nabla_q \nabla_i \nabla_p N \right]. \]

(7.11)

In three dimensions, the Weyl tensor is zero, so, the Riemann tensor can be written in terms of the Ricci tensor, the metric and the scalar curvature as

\[ R_{kpql} = 2 g_{k[l} R_{p]q} + 2 g_{p[l} R_{q]k} - R_{g[kg]l}p. \quad (7.12) \]

By using this identity, the equation (7.11) becomes

\[ C_{ij} = - \epsilon^j_{pi} \left[ 2 R_{iq} \delta^k_q + g_{pi} R^k_q - 2 \Lambda g_{ip} \delta^k_q \right] N^{-1} \nabla_i \nabla_j N. \]

(7.13)

With the definition of $U_k \equiv N^{-1} \nabla_k N$,

\[ C_{ij} = - \epsilon^j_{pi} \left[ 2 R_{iq} \delta^k_q + g_{pi} R^k_q - 2 \Lambda g_{ip} \delta^k_q \right] U_k \]

\[ = - 2 \epsilon^j_{pi} R_{ip} U_q - \epsilon^j_{pi} \left[ R^k_q - 2 \Lambda \delta^k_q \right] U_k. \]

(7.14)

We can get rid off the anti-symmetric part of (7.14) : Therefore, let us first do the interchange of the indices $i \leftrightarrow j$ in (7.14)

\[ C_{ij} = - 2 \epsilon^i_{pq} R_{pq} U_q - \epsilon^j_{pq} \left[ R^k_q - 2 \Lambda \delta^k_q \right] U_k. \]

(7.15)

The anti-symmetric part will drop by adding the equations (7.14) and (7.15), and we will have

\[ C_{ij} = - \epsilon^i_{pq} R_{ip} U_q - \epsilon^j_{pq} R_{ip} U_q. \]

(7.16)
or
\[ C^i_j = -\epsilon^{ipq} R_{jp} U_{q} - \epsilon_j^{pq} R^i_p U_q \tag{7.17} \]
Let us define \( X^{ip} \equiv -\epsilon^{ipq} U_{q} \) and \( X^j_p \equiv -\epsilon_j^{pq} U_{q} \), then,
\[ C^i_j = X^i_p R_{jp} + R^i_p X^j_p \tag{7.18} \]
This can be written as a matrix equation, let us rewrite it in the compact form
\[
C = X R + R X^T ,
\]
\[
C^T = R^T X^T + (X^T)^T R^T .
\tag{7.19}
\]
Since \( C^T = C \) and \( R^T = R \), the equation (7.19) can be written as
\[ C = R^T X^T + (X^T)^T R .
\tag{7.20}
\]
By defining \( A = R \) and \( Y = X^T \), we have
\[ C = A^T Y + Y^T A . \tag{7.21} \]
Now, the matrix equation of the type
\[ A^T X \pm X^T A = B \tag{7.22} \]
has the general solution of
\[ X = \frac{1}{2} G^T B P_1 + G^T B (1 - P_1) + (1 - P_2^T) Y + (P_2^T Z P_2 A) , \tag{7.23} \]
where \( Z \) is a rank-2 antisymmetric tensor; \( P_1 = GA \) and \( P_2 = AG \) such that \( AP_1 = P_2 A = A \); \( AGA = A \) [22].

By using the equation (7.23), the general solution for our equation (7.21) is
\[ Y = X^T = \frac{1}{2} R^{-1} C + Z R , \tag{7.24} \]
or we have
\[ X = \frac{1}{2} C R^{-1} - R Z . \tag{7.25} \]
Let us examine this solution for the Cotton flow [21]: The equation of the gradient Cotton soliton [21] can be taken as
\[ C_{ij} + \nabla_i \nabla_j N = 0 . \tag{7.26} \]
By choosing an ansatz, $\nabla_i \nabla_j N = (R_{ij} - \Lambda g_{ij})N$, the general solution for the gradient Cotton soliton [21] becomes

$$X^i_p = -\frac{1}{2} N \delta^i_p + \frac{1}{6} N R(R^{-1})^p_i - R^m_i Z^p_m,$$

(7.27)

since $X^j_p = -\epsilon^j_{pq} U_q = -\epsilon^j_{pq} N^{-1} \nabla N$, we get

$$\nabla^m N = \frac{1}{2} \epsilon^{ipm} R^r_i Z^p_{sn} N .$$

(7.28)

And the corresponding constraint equation in which the rank-2 anti-symmetric tensor $Z$ must satisfy is

$$\frac{1}{2} \epsilon^{ipm} \nabla_m R^r_i Z^p_{sn} + \frac{1}{2} \epsilon^{ipm} R^r_i \nabla_m Z^p_{sn} + \frac{1}{4} R^r_i Z^p_{si} (R^{sk} Z^k_p - R^{sk} Z^k_i) = -\Lambda .$$

(7.29)

For the case of the static vacuum solution with zero cosmological constant, we found the general solution as

$$\nabla^m N = \epsilon^{ipm} R^r_j Z^p_{sn} N .$$

(7.30)

And the corresponding constraint equation for $Z$ is

$$\epsilon^{ipm} R^r_j \nabla_i Z^p_{sn} = 0 .$$

(7.31)

It seems that the results (7.28), (7.29), (7.30) and (7.31) can be used to find which solution of the static field equation with $\Lambda$ (or $\Lambda = 0$) is also a solution of the gradient Cotton soliton [21]. Furthermore, there is only one 3-dimensional Ricci soliton [23] which is known as the Bryant soliton. However, the explicit metric is not known. We have not also been able to solve the constraint equations and have not found explicit metrics. But the formulation outlined above can be used to explore the gradient Cotton solitons [21] and the solutions of Topologically Massive Gravity (TMG) [24], [25], [26] as well as the gradient Ricci solitons [23].
CHAPTER 8

CONCLUSIONS

In this work, we have first learned how to foliate a globally hyperbolic four-dimensional spacetime by a continuous set of Cauchy surfaces \((\Sigma_t)_{t \in \mathbb{R}}\) which, with particular numbers of the projection onto the hypersurface and along the unit normal vector, provide us the fundamental relations of the 3+1 formalism [12]. Furthermore, with the help of these basic relations as well as the 3+1 decomposition of the stress-energy tensor, we have learned that the full projection of the Einstein equation onto \(\Sigma\) gives the dynamical part and the other two projection give the constraint equations which are used to check whether a given spacetime is a solution of the Einstein equation or not. Moreover, with the help of the coordinate adapted to the flow and the shift vector \(\beta\), one can convert the 3+1 Einstein system to a set of PDEs [1].

Secondly, we have analyzed the flow of the hypersurfaces as if there is a conformal relation between a well-defined conformal background metric \(\tilde{\gamma}\) and the set of the induced 3-metrics associated with the hypersurfaces. Moreover, by constructing the fundamental conformal transformations of the intrinsic quantities of the hypersurface, the 3+1 conformal Einstein system is constructed. And we have emphasized that the trace and traceless parts of the 3+1 dynamical Einstein equation transform separately under the conformal transformation. Finally, we have reconstructed the 3+1 Einstein system for the foliation which is maximally sliced \((K = 0)\). We have seen that the conformal background metric is nothing but a conformally flat background metric and the Cotton-York tensor [13], [14] vanishes in this case. We have also seen that this particular case leads to the 3+1 IWM system [17], [18] which is the conformal approximation to the general relativity.

Thirdly, we have reconstructed the Hamiltonian form [9], [10] of the general relativity which provides us the ADM formalism for the conserved quantity of hypersurfaces of the globally-
hyperbolic spacetimes which asymptotically approach to the well-defined spacetimes such as the Minkowski spacetime [16]. Furthermore, we have seen that the quasi-isotropic gauge and the asymptotically maximal gauge force us to shrink the cluster of the coordinates in which the ADM angular momentum $J_i$ becomes invariant.

Finally, we have proposed a method in chapter 7 which we think will give the relation between the solutions of the gradient Cotton soliton [21] and of the static vacuum field equations. Furthermore, we think that this method can be used to find the relation between the solutions of the gradient Ricci [23] and the Cotton [21] solitons and the solutions of the Topologically Massive Gravity (TMG) [24], [25], [26].
REFERENCES

[1] E. Gourgoulhon, “3+1 formalism and bases of numerical relativity,” [gr-qc/0703035 [GR-QC]].


