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ABSTRACT

TSUNAMI SOURCE INVERSION USING GENETIC ALGORITHM

Sen, Caner
M.Sc., Department of Engineering Sciences

Supervisor : Assoc. Prof. Dr. Utkudadjlu

February 2011, 77 pages

Tsunami forecasting methodology developed by the United States Natioaahf@@nd At-
mospheric Administration’s Center for Tsunami Research is based on ticeptoof a pre-
computed tsunami database which includes tsunami model resultdMpm5 earthquakes
called tsunami source functions. Tsunami source functions are plémesgl the subduction
zones of the oceans of the world in several rows. Linearity of tsunaogggation in an
open ocean allows scaling gndcombination of the pre-computed tsunami source functions.
An offshore scenario is obtained through inverting scaledaermbmbined tsunami source
functions against Deep-ocean Assessment and Reporting of TsuDART (M) buoy mea-
surements. A graphical user interface called Genetic Algorithm for ibleer(GAIN) was
developed in MATLAB™M using general optimization toolbox to perform an inversion. The
15 November 2006 Kuril and 27 February 2010 Chile tsunamis are ctassease studies.
One angor several DARTM buoy measurement(s)/@se used to test fierent error mini-
mization functions witfwithout earthquake magnitude as constraint. The inversion results

are discussed comparing the forecasting model results with the tide gageremeasts.

Keywords: Tsunami forecasting, tsunami source functions, invergemetic algorithm
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Oz

TSUNAMI KAYNA GININ GENETIK ALGORITMA ILE TERS @OzUMU

Sen, Caner
Y Uiksek Lisans, Mhendislik Bilimleri Bolumi

Tez Yoneticisi : Dog. Dr. Utku Kin@jlu

Subat 2011, 77 sayfa

Amerikan Ulusal Okyanus ve Havdaresi Tsunami Arastirma Merkezi tarafindan gelistirilen
tsunami tahmin gntemi, dnceden hesaplanmid,, 7.5 depremler sonucu olusan tsunami
kaynak fonksiyonlari veritabanina dayanmaktir. Bu kaynak fonk&yowulinya okyanus-
larinin dalma-batma alanlarinda birkac sira halinde dizilmistir. Acik okyakiutganami
yayihminin d@rusallgi, tsunami kaynak fonksiyonlaringigceklenmesine yeeya birlestiril-
mesine olanak tanir. A¢ik okyanus senaryddceklenmis vgveya birlestirilmis tsunami kay-
nak fonksiyonlarinin Derin-okyanus Berlendirme ve Tsunami Raporlama (DARY) sa-
mandiradlgiimlerine dayali olarak tersgiimii ile elde edilir. Bu amagla, MATLABY genel
optimizasyon ara¢ kutusu kullanilarak Terszgm icin Genetik Algoritma (GAIN) adli grafik
araylizil gelistirilmistir. 15 Kasim 2006 Kuril adalari ve 27 Subat 2010 Sili tsaiteri ornek
olarak segilmistir. Farkli hata minimizasyon fonksiyonlari bir veya birR&gRT™ olciimii

ve deprem byukligu kisitlama olarak kullanilip kullaniimadan test edilmistir. Tedgign

sonuclari gelgiblcer kayitlari ile karsilastirilarak tartisiimistir.

Anahtar Kelimeler: Tsunami tahmini, tsunami kaynak fonksiyonlari, témim, genetik al-

goritma
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CHAPTER 1

INTRODUCTION

Tsunamis are long waves -their wavelength much larger than the depth otéae on
which they are propagating- resulted from underwater earthquaesnic eruptions, sub-
marine or sub-aerial landslides and less common explosions or asteroidsmpacase of

an earthquake generated tsunami, underwater subduction zonesrbéterdectonic plates
cause disturbances on the ocean floor and this deformation appeadsspkaement of the
sea surface. Gravity tends to restore the mean sea level; hence tsureucaded gravity
waves. Tsunamis propagate across ocean basins at speeds ex@®@&dimihour (Bernard
and Robinson, 2009) and even propagate infiedgnt ocean basins as in the case of the 26

December 2004 tsunami (Titov et al., 2005b).

Tsunami is a Japanese word; ‘tsu’ meaning harbor and ‘name’ meaniregpr@bably belies
first and unusual observation of these waves in harbors. Systemadddasdocumentation
of tsunamis dates back to the 9th Century AD in Japan. However, the fitstibés report
of coastal inundation by tsunamis refers to the eruption of the Thera woloaihe eastern

Mediterranean, now believed around 1620 BC (Bruins et al., 2008).

Tsunamis dier from wind-generated waves and tidal waves, i.e., with a few centimeters
amplitude at deep-ocean with extremely long wavelength. Observers oegheodean might

not realize a passing tsunami since its amplitude is small compare to the tidalkavever,

as a tsunami approaches shallow water, its wavelength decreases ditddamipcreases
since they are not dissipated during propagation across the ocearearmhdrgy is conserved
until they reach shallow water. When the tsunami reaches to shorelingyesraplifies the

height and might cause substantial inundation.



Tsunamis can be listed as one of the world’s most hazardous naturas.evar example,
people along the shorelines of the Indian Ocean faced with a well-knowartsievent after
the earthquake at the west coast of northern Sumatra on the 26 Dec2bideat 00:58:53
UTC. This is the one of the largest earthquake recorded since 1900a widtynitude of 9.2
(Stein and Okal, 2008) and ruptured zone is estimated more than 1000 kmTlbisgevent
caused 227.898 casualties and 1.7 million people were displaced due to thinlardation
(U.S. Geological Survey, Sumatra, 2004). According to the United Stegerdl Oceanic
and Atmospheric Administration’s National Geophysical Data Center (NOMN&DC), over
400,000 people have died from tsunamis since 1800 (Whitmore, 2009)rdér to save
lives, tsunami warning systems have been established. The first wagstegn known as the
Honolulu Observatory was established in 1949 after the 1946 Aleutianns{#éhitmore,
2009). After the 1960 Chile tsunami, Pacific nations coordinated underuftenagsion of
the United Nations and established a Pacific-wide warning system. In 1368{aholulu
Observatory is granted a task to provide warnings to the nations throutifeoRacific and

became known as the Pacific Tsunami Warning Center (PTWC) (Whitmdd8).20

i £
Local emergency
%, organizations
Tsunami warning o’/}\o
%’}( center
DART buoy $ I R

(PET=) Sl =

Seismometer

%60%}“\\\

(\J

Figure 1.1: Schematic of a tsunami warning system (Whitmore, 2009).

Tsunami warning systems are composed of three basic components (Eigufé/hitmore,

2009). The first component is a tsunami warning center (TWC) whichisegitsunami data,

2



processes and analyzes the data and delivers event information tatlibates and public.
These centers quickly resolve potential tsunami-generating events amohinbastal resi-
dents prior to wave impact. Warning communication ways are the second centpafna
tsunami warning system. Civil defense and local emergency organigaiibith respond
to warnings received from a warning center are the third componentsafreami warning

system.

In this study, it is focused to develop a tool which could be used as a partreal-time
tsunami forecasting methodology in a tsunami warning center. A graphsealinterface
(GUI) is developed for an inversion of a tsunami source using DART oreagents. First,
tsunami forecasting methodology of the United States National Oceanic and ptteric Ad-
ministration’s Center for Tsunami Research (NOAA's NCTR) is descritréefly. In short,
their methodology based on pre-computed tsunami source functions aadtjired tsunami
in an open-ocean which allows combination of these pre-computed tsunaroeganctions.
Gica et al. (2008) explains tsunami generation, propagation, pre-d¢ethpgunami source
functions and forecast propagation database in detail. Some other tswaamng systems
are also using similar methodology (Behrens et al., 2010). In contrastpisteadian Tsunami
Warning System uses pre-computeffetient magnitude events which do not require combi-

nation (Greenslade et al., 2011, 2009, 2007; Greenslade and TiR).20

Question remains to use pre-computed scenario events is that what commbofasanami
source functions might provide satisfactory description of a tsunamcsoWOAAs NCTR
uses DART buoy measurements to invert the tsunami source. Percia{2209) developed
inversion methodology; two buoys and two tsunami source functions ackfas inversion
procedure and tested on foufldirent error minimization norms using the 15 November 2006
Kuril Islands tsunami event as an example. Minimization of the sum of saitine residuals
between combination of tsunami source functions and DART buoy measat®imsuggested
as a preferred norm. Also, it is emphasized that this norm can be used leaiesquare

estimation since its derivative is continuous.

Here, genetic algorithm optimization is used as a solver in a graphical usdadaatevhich is
developed for tsunami source inversion. Altunkaynak and Esin (2f@$gnted an idea about

parameter estimation in complex problems. An example about genetic algorithmdietho



parameter estimation in nonlinear regression is given in Altunkaynak anqZd). Also,
the genetic algorithm methodology is explained in detail in Haupt and Haupdj2Coley
(1999).

A graphical user interface (GUI) is developed based on genetic algofithtsunami source
inversion using MATLABM global optimization toolbox (MATLAB, 2010). Even though it
was hot the aim for this study to develop a methodology for the tsunami soweesion,

the 15 November 2006 Kuril Islands and the 27 February 2010 Chilernsarae used to
exercise the GUI. In these exercises several features are invedtigae number of DARTS
used in the inversion, fferent norms, constraining inversion with earthquake magnitude,
parameters used in genetic algorithm. Preliminary inversion results for thesevemts are
used in forecasting models to compare the numerical modeling results with tidedgtay

It is preliminary conclusion that one DART measurement providéicgent data to estimate

the tsunami source (Moore et al., 2010).



CHAPTER 2

TSUNAMI FORECASTING METHODOLOGY OF NOAA's
CENTER FOR TSUNAMI RESEARCH

The United States National Oceanic and Atmospheric Administration (NOAAgI®&S for
Tsunami Research (NCTR) at Pacific Marine Environmental LaborgRMEL) has been
developing a tsunami forecasting system for the NOAAs two Tsunami MWar@enters
(TWCs), located in Hawaii and Alaska (Titov et al., 2005a; Titov, 2009)e NCTR’s real-
time forecasting methodology is based on a constrained inversion of tsunansesusing
real-time tsunami measurements from Deep-ocean Assessment and Repbisunami
(DART) buoys (Gonalez et al., 2005; Bernard et al., 2006; Bernard and Titov, 2006)t, Firs
tsunami source is constrained using pre-computed tsunami source fsnatainst DART
buoy measurements. Once a tsunami source is constrained high-resfiticast inunda-
tion models are used to evaluatéeets of tsunami at target coastlines in real-time(Titov et al.,
1999, 2005a; Tang et al., 2009). In short, the NCTR’s forecastingadetbgy involves three
components, i.e., real-time DART measurements, pre-computed tsunami&oatiens and

high-resolution coastal forecast inundation models.

2.1 Deep-ocean Assessment and Reporting of Tsunamis (DART)

Several real-time data sources, such as seismometers, coastal tidarghgesp-ocean wave
height recordings have been used for tsunami forecast and wdBartake et al., 2008; Whit-
more, 2003; Titov, 2009). NOAA's preference for real-time forecastinto use DART buoy

measurements since it has several advantages: One, it providestardiesure of tsunami
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heights, i.e., in general it is the earliest tsunami information available. Twd3TDBuoy
measurements are interference free from harbor and local stetiteand allow for the ap-
plication of dficient inversion methods (Tang et al., 2010). Currently, there are 52TBAR
at the oceans of the world and 40 of them belong to NOAAs National Datay Bienter
(NDBC) (Figure 2.1, NDBC (2011)).

P et . | ey, b N B 3.

o e A i
Station Onwners %b 4
s e N T
e Chile ’} 4 = )
o Indonesia P ) A = il e J v
+
>

=l

Thiland 4’.““ f,_ ‘ .,3?'.' \ Pfi i M& T
T D Y il S E .«
@t%h I f@ﬁ,’o .gf"’*—'\“ - ’,j:‘:v ‘ - = %’ 30N

};{1 . a?‘\&mh ﬁ N

B : i%g{@o:‘: -.;'. | B .. !@k‘ mP | 1:3
Y - a TN Rl - WS s
3 o =

Pron T =5
- ‘L -
| | K- .

40 €E| [60E| [20E| [100 €| [1z0 €] [190 €| [160 €] [180] [180 w] [130°w] [120 w] [100w] [sow] [sow] [sow] [zow] [o] [z0

SR Ty, A R T B F
Ry

o

m

Figure 2.1: DARTSs at the oceans of the world (NDBC, 2011).

DART stations are composed of two parts, i.e., tsunameter and surfaceTawmameter is
anchored to the ocean floor and has a central processing unit on itarfister's main task
is to record pressure at the bottom of the ocean and communicate with theeshuoy bi-
directionally via acoustic signals. It can be self or manually triggered inafaseearthquake.
Surface buoy is also anchored to the bottom of the ocean. It carriealFobitioning System
(GPS) antennas and communicates bi-directionally with Tsunami Warningr€ §ma&/Cs)
via iridium satellite in order to bridge between bottom pressure recorddRBRd TWCs
(Figure 2.2). DART buoy measurements include both tidal wave and tsunausip#fore
starting inversion process, DART buoy measurements should be de-Tidkava, 2009).
The raw buoy data and de-tided buoy measurements of the 27 FebrddnChle tsunami

recorded at the DARTs 43412 and 51406 are shown in Figures 2.3 amespectively.
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Figure 2.2: Schematic of a DART system (NDBC, 2011).
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Figure 2.3: The measurements for the 27 February 2010 Chile tsunamiAREs 51406
and 43412 without de-tiding (NDBC, 2011). Blue line: tidal wave, greee:lisunami, red
marks: station triggered.
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Figure 2.4: The de-tided tsunami recorded at the DARTs 51406 an@48dthe 27 February
2010 Chile tsunami. Since the DART 51406 is closer to the earthquake epjdsatami is
recorded at the DART 51406 first, then it reaches to the DART 43412.



2.2 Pre-computed tsunami source functions

NCTR defined tsunami source functions along the subduction zonesafeheas of the world
(Gica et al., 2008). Subduction zones and number of tsunami sourctolum are listed in
Table 2.1 and shown in Figure 2.6. Scaling Ammccombination of pre-computed tsunami
source functions constrained by DART buoy measurements providefismom@ boundary
and initial condition for high-resolution forecast models without additional ‘imesuming
ocean base model run. Tsunami source function databases for tfie, Pdlantic and Indian
Oceans have been generated using tsunamigenic earthquakes with a mageitadeM,,

7.5,

Mw = g -log(Mo - ) —10.7, (2.1)

dynes- cm

whereMg = - Ug - L - W with predefined parameters of lendth= 100km, width W = 50km,
average slipup = 1m, raked = 90° (Figure 2.5) and rigidityx = 4.0 - 10dynes/cn?
resultingMp = 2x10?“dynescm. Other parameters and details of the propagation databases
are explained in Gica et al. (2008). Titov et al. (1999, 2001) carriddsensitivity studies

for far-field tsunamis to various parameters of the elastic deformation magdklimed in
Gusiakov (1978) and Okada (1985). The results revealed thatesmagnitude and location

is enough to define a far-field tsunanfieet for a large group of subduction zone earthquakes.

0 :Strike angle \/\
Subduction zone & :Dip angle

M\ :Rake angle

Figure 2.5: Schematic of a fault geometry.



Figure 2.6: Subduction zones and tsunami source functions at (aP&esit, (b) West Pa-
cific, (c) Atlantic and (d) Indian Oceans (NCTR, 2010).

Table 2.1: Tsunami source functions by region (NCTR, 2010).

Fault name | Subduction zone [ Number of sources
PACIFIC OCEAN
acsz Aleutian-Alaska-Canada-Cascadia 184
cssz Central-South America 382
epsz East Philippines 44
kisz Kamchatka-Kuril-Japan-Izu-Bonin-Marianas-Yap 222
mosz Manus Ocean Convergence Boundary 34
ngsz North New Guniea 30
ntsz New Zealand-Kermadec-Tonga 78
nvsz New Britain-Solomons-Vanuatu 74
nzsz South New Zealand 14
msz Ryukuy-Kyushu-Nankai 44
wpsz West Philippines 22
INDIAN OCEAN
iosz Andaman-Nicobar-Sumatra 307
mksz Makran 20
ATLANTIC OCEAN
atsz Atlantic 214
SSSZ South Sandwich 22
[ Total number of tsunami source functions 1691]
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2.3 DART constrained inversion

The 27 November 2010 Chile tsunami is resulted from the magnitud&,d.8 earthquake.
The DART 43412 buoy measurement for this event is shown in Figure @e4also Section
5.2). In addition, time series at the DART 43412 location for the two (cssz@8d cssz091a)
of the tsunami source functions generated for a magnitudi4,o0f.5 earthquakes close to the
epicenter of the Chile event are shown in Figure 2.7 (see also Sectionlbi®)xlear that

to recover DART buoy measurement, tsunami source functions need taleel svith some
weight(s) angbr combined (sum) (Figure 2.7). Linearity of tsunami propagation in the-deep
ocean allows scaling ajat combination of tsunami source functions. In other words, time
series of tsunami measurements in the deep-ocean can be decomposeskintd taunami
source functions in the time domain. Gideients of tsunami source functions obtained from
inversion process are called tsunami sourcdfments (weights or scalings). The magni-
tude computed from the scaling d@od combination of tsunami source functions is called
the tsunami moment magnitud€y,) (Okal and Titov, 2007). During a real-time tsunami
forecast, earthquake waves move much faster than tsunami, thus initigjuedatmagnitude
can be obtained earlier than the DART measurements. Since time is importantamtsun
warning, the initial tsunami forecast is based on the earthquake magniilydd be tsunami
moment magnitude will update the forecast when it is calculated after the DARTsiDN

using the tsunami source functions (Tang et al., 2010).

2.4 Inversion and residual minimization norms

De-tided tsunami record at a DART can be modeled by the linear combinatisaunte

functions with some residual represented as

b(t) = > wigi(t) + &, 2.2)
i=1

whereb(t) is the DART measurement(t)s are the pre-computed source functions at the

DART location withw; scalings (weights)h is the number of tsunami source functions and
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Figure 2.7: cssz087a and cssz091a tsunami source function time s@raddhe location of
the DART 43412 and (b) tsunami source functions together with DART bemyrd. Tsunami
source functions are generated for a magnituddp7.5 earthquakes and DART buoy record
is belong to the 27 November 2010 Chile tsunami with a magnitudé,p8.8.

is the residual. The purpose of an inversion is to minimize the resglbalsed on a measure.

Following measures are used in this study;

1. make the sum of the magnitudes of the residuals as small as possible:

n

Liw) = > el = > Jo® - D wigi()

teT teT i=1

: (2.3)

2. make the sum of the square of the residuals as small as possible:

Low) = Y &= > b - > wa®)] . (2.4)
1

teT teT i=

3. and make the largest magnitude of the residuals as small as possible:

, teT, (2.5)

Leo(W) = max|e| = max|b(t) - > wigi(t)
i=1

to invert the tsunami source as given in Percival et al. (2009). In thidysinversion is

performed with the genetic algorithm optimization to search for tsunami sooefictents
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that will result best fit to DART buoy measurement based on the norms iatiegs 2.4, 2.3
and 2.5. Genetic algorithm optimization is explained briefly with its main featuresapt€h
3.

2.5 High-resolution tsunami forecast models

Once tsunami source combination is determined through an inversion (se¢e€B) high-
resolution tsunami forecast numerical models for target coastlines candhgated. Pre-
computed time series from NCTR’s database are used as the dynamic hooodditions
for the high-resolution forecast models. Although tsunami inundation idyhigtmlinear,
boundaryinitial conditions incorporated from linear combination of source functigosige
robust solutions (Tang et al., 2010). The forecast models are dedexith the Method of
Splitting Tsunami (MOST) model which solves nonlinear long wave equatioibsv(and
Gonzlez, 1997). MOST model is validated through Synolakis et al. (2008}hiatpoint,
several high-resolution forecast models developed for the Pacifstlic®s of the United
States (Uslu et al., 2010; Arcas and Uslu, 2010; Righi and Arcas,, 20dand Arcas, 2010).
High-resolution forecast models involve three nested grids from low to drighresolutions
(Figure 2.8). They are designed to simulate four hours of actual patipagn approximately

ten minutes and rigorously tested and validated with historical events whealatde.
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Figure 2.8: Three nested grids (A, B and C from low to high resolutioresysed in forecast
modeling for Hilo, Hawaii coast (Tang et al., 2010).
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CHAPTER 3

GENETIC ALGORITHM OPTIMIZATION

Optimization is a method of choosing best variable combination from a set idilaieasolu-
tions. Fitnesss or cost function is the objective of the optimization, e.g., optinoim ¢gan

be minimunimaximum of a fitness (cost) function when an optimization problem is math-
ematically defined. Its name, variables and definition varies from one lbiafngcience to
another. Generally, real life problems might involve more than one objeatideall objec-
tives may be taken into account by giving weights depending to their imper@ansome of
them may be neglected. For example, in design engineering, objectivde aagidity and
weight of the design. If cross-section of a structure is increased, ithtyigvill increase but

its weight also increases. Thus trad&dmetween weight and rigidity of the design is needed
(Rao, 1996; Weise, 2009). A set of solutions exist in decision of thigtcds calledpareto

set and the curve passing through the best of these sets is palletd frontier. In addition

to having multi objectives, variables may be bounded with Igwger limits in order to en-
sure physical rules. This brings more complexity to a problem with increasirigble size.
When a problem is complex and solution space is very large, genetic alganitimization

is a very dficient method to search for variables in a large solution domain (Weise,.2009)
this chapter, main features of genetic algorithm as an optimization tool arareglaver an

example.
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3.1 Genetic algorithm

Genetic algorithm is listed under the evolutionary algorithms family which mimics thealatu
selection process occurs in nature (Mitchell, 1998). Thus, geneticithigoterminology is
similar to genetics, i.eselection, crossover, mutation andelitism. Individuals in nature are
forced to evolve to survive in changing conditions and they are naturliigted since unfit

ones are elected by time.

In the aspect of optimization, changing nature can be modeled as a fitnetisiiuthat needs

to be optimized and individuals are represented as variables that aem dnvthe fithess
function to its optimum locus. Since similar process and operators have pp8ing in
optimization problems similarity between optimization and genetic algorithm is revealed in
1970s (Mitchell, 1998). Genetic algorithm search in optimization starts with anligibap

of variable sets calledopulation which are suggested as solutions to a fitness function. The
scores of the variable sets are calculated for the fitness function. Aftkraging the scores,
the variable sets are sorted according to their scores; designated rafmibggested solutions

is kept and the others are discarded. Selected variable sets paitats are mated amongst
them to produce new variable sets in place of the discarded variable d@tsprocess is
continued until the variable sets meet termination criteria. Sequence of gafggiithm
operators is given in the flowchart in Figure 3.1 (solid lined path). Onéieddl step called

decoding is added to the flowchart when the variables are binary type (dash litled pa

Functions of the genetic operators are described briefly over a sinjgletiob genetic algo-
rithm to find the minimum of the following fitness functia(x, y) with two variables x and
Y,

[X2y2(x + 25)(y + 25)|| sin(x) tanhg) + singy) tanh) |
10P :

z2(x,y) = (3.1

over the intervals 025 < x < 0 and-25 < y < 0. Mesh and contour plots of the sample
fitness function are shown in Figures 3.2(a) and 3.2(b) respectivelye® algorithm is used
iteratively to find the global minimum. The initial and the final populations are taduliz

Table 3.1 and shown in Figure 3.3, including some mid-steps.
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Figure 3.1: Genetic algorithm flowchart. Dash lined path is followed whendhiahles are
binary type.
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Figure 3.2: (a) Mesh and (b) contour plots of sample fitness functiom giv&quation 3.1.
Global minimum is shown by an arrow and occursxt(—17.3,y = —17.3) with the value
of z=-1061935.
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Table 3.1: Generations in the solution of the sample fitness function givenuatigg 3.1.
(a) The initial and (b) the sorted initial populations based on scores,g@dtential parents,

(d) the first generation and (e) the final population.

(a) (b)
Generation=0, initial population Generation=0, sorted initial population
Individual no X y Score Individual no X y Score
1 0.0000 | 0.0000 | 0.0000 19 -16.3539( -17.2709| -85.4007|
2 -2.5235|-15.8919 1.3134 17 -11.5980| -11.5084| -54.6113
3 -0.7176 | -14.8062| 0.3186 9 -16.4096| -5.1976 | -18.9333
4 -0.3616| -1.1475| 0.0006 7 -18.8273| -12.2248| -14.9224
5 -1.6274 | -7.1687| 0.9729 12 -9.1894 | -16.4233) -13.0544
6 -14.3305| -3.4188 | 3.8998 8 -3.5801 | -16.6320| -7.7620
7 -18.8273| -12.2248| -14.9224 11 -4.5735|-12.8897| -5.7831
8 -3.5801 | -16.6320| -7.7620 15 -2.9099 | -16.8799| -2.9706
9 -16.4096| -5.1976 | -18.9333 1 0.0000 | 0.0000 | 0.0000
10 -19.3015| -2.5441| 3.0669 13 -13.3692 -0.0713| 0.0003
11 -4.5735|-12.8897| -5.7831 4 -0.3616 | -1.1475| 0.0006
12 -9.1894 | -16.4233 -13.0544 14 -8.4356 | -0.8175| 0.2462
13 -13.3692 -0.0713| 0.0003 3 -0.7176 | -14.8062| 0.3186
14 -8.4356| -0.8175| 0.2462 16 -7.1527| -1.4214| 0.7259
15 -2.9099 | -16.8799| -2.9706 5 -1.6274| -7.1687| 0.9729
16 -7.1527| -1.4214| 0.7259 2 -2.5235|-15.8919 1.3134
17 -11.5980| -11.5084 -54.6113 10 -19.3015| -2.5441 | 3.0669
18 -9.0818 | -15.5383| 15.1506 6 -14.3305| -3.4188 | 3.8998
19 -16.3539| -17.2709| -85.4007 18 -9.0818 | -15.5383 15.1506
20 -15.2747| -14.7967| 61.3401 20 -15.2747| -14.7967| 61.3401
(c)
Individual no Binary x Binary y X y Score
19 0101100010001001010011110010010(1-16.3539| -17.2709| -85.4007
17 1000100100111100100010100010011{1-11.5980| -11.5084| -54.6113
9 01010111111101111100101011000110-16.4096| -5.1976 | -18.9333
7 001111110011010; 100000101101000| -18.8273| -12.2248| -14.9224
12 1010000111100110010101111101001/1-9.1894 | -16.4233| -13.0544
8 110110110101011| 010101011011000| -3.5801 | -16.6320| -7.7620
11 11010001001010100111110000000010-4.5735 | -12.8897| -5.7831
15 11100010001100110101001100100110-2.9099 | -16.8799| -2.9706
1 1111111121212111201111111111111111/1 0.0000 | 0.0000 | 0.0000
13 011101110001100} 111111110100010| -13.3692| -0.0713| 0.0003
(d) (e)
Generation=1, first generation Generation=51, final generation
Individual no X y Score X y Score
19 -16.3539| -17.2709| -85.4007| -17.2524| -17.252 -106.3192
" 17 -11.5980| -11.5084 -54.6113| -17.2525| -17.2525 -106.3192
= 9 -16.4096| -5.1976|-18.9333 -17.2525| -17.2525| -106.3192
% 7 -18.8273| -12.2248| -14.9224 -17.2525| -17.2525 -106.3192
=3 12 -9.1863| -16.4233| -12.9551, -17.2525| -17.2524| -106.3192
E) 8 -3.5801| -16.6320| -7.7620 -17.2525| -17.2525] -106.3192
% 11 -4.5735(-12.8897| -5.7831 -17.2525| -17.2524| -106.3192
= 15 -1.3474/-16.8799| 0.1692 -17.2525| -17.2525] -106.3192
1 0.0000{ 0.0000] 0.0000 -17.2526| -17.2525| -106.3192
13 -13.3692| -0.0713] 0.0003 -17.2525| -17.2527| -106.3192
ol -16.3413| -12.6932| -21.3349 -17.2525| -17.2525 -106.3192
Q 02 -4.5861| -17.4674| -19.4797 -17.2525| -17.2525| -106.3192
£ 03 -13.3692| -4.7711| -2.6713 -17.2525| -17.2525] -106.3192
g o4 -16.3539| -12.5711| -27.1253| -17.2525| -17.2525] -106.3192
Eg o5 -16.3394| -12.5498| -27.5150 -17.2524| -17.2524] -106.3192
b 06 -6.2646| -4.7211| -3.3850 -17.2524| -17.2525] -106.3192
T o7 -16.421| -5.1122|-18.9400 -17.2522| -17.2525| -106.3192
5 08 -16.3424] -17.3564| -84.6379 -17.2525| -17.2528 -106.3192
= 09 -7.8138| -4.8188| 0.0232 -17.2526| -17.2528| -106.3192
ol0 -2.9725| -6.6896| 0.8955 -17.2522| -17.2524) -106.3192
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Figure 3.3: Distribution of (a) the initial population (Table 3.1(a)), (b) th&t {ifable 3.1(d)),
(c) the second, (d) the third and (e) the final generations (Table Bib@dther with the
contour plot of the sample fitness function. Individuals are represemitbd’x’ symbols.
Since some of the individuals are close to each other some of the symbols ledolk
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3.1.1 Fitness function

Fitness function is the objective of the optimization and it scores the fitness véttable sets
in the scope of the desired objective. According to the objective highes$itmeans low cost
so fitness function is also called cost function. Fitness function is evaliratsery iteration
step and, as a fitness function becomes more complex, iteration becomes tsumawith
the increasing number of variables. Therefore, fithess function fatebkieed problem should

be wisely selected.

3.1.2 Variables

Variables in genetic algorithm are named as gene. In the examataly are two variables.
They are written adjacently in a string form calledmomosome or anindividual. Individuals
are the candidate solutions and are collected in a pool of individuals.-dgfreed number of
individuals called population are taken from this pool as an initial guesstemdscores are
calculated using the fitness function, e.g., Table 3.1(a). Scores of peal/éyiables can be
calculated directly using the fitness function. However, variables in atigealgorithm may
be represented in flierent forms such as binary, letter or sign. In case of variabl&srent
from real types, genetic algorithm cycle requires an additional step irvidimary values are

decoded to real numbers. A simple decoding function for binary varigbtggen as

Vupper — Viower

Vreal = Viower + Vdecimal — 55— (3.2)
(Altunkaynak and Esin, 2004). Considering the example, the real vagjiesis as
0-(-25
Viea = =25+ 5 216(—_1) = -24.9981 (3.3)

for Vpinary = 0000000000000101 providegwe = —25 (lower limit of the variable)yypper =

0 (upper limit of the variable)p = 16 (16 bit precision) antlgeima = 5 (decimal represen-
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tation of the variable). Equivalents of binary variables in the defined iakef«(-25, 0) are

listed in Table 3.2.

Table 3.2: Variable decoding with 16 bit string.

Vbinary Vdecimal Vreal
0000000000000004 0 | -25.0000
0000000000000001 1 | -24.9996
0000000000000014 2 | -24.9992
0000000000000011 3 | -24.9989
0000000000000104 4 | -24.9985
0000000000000101 5 | -24.9981
0000000000000114 6 | -24.9977

1111111111111003 65529 | -0.0023
1111111111111001 65530 | -0.0019
111111111111101Q 65531 | -0.0015
11111111111110113 65532 | -0.0011
111111111111110Q 65533 | -0.0008
11111111111111013 65534 | -0.0004
111111111111111Q9 65535 0.0000

3.1.3 Constraints

Genetic algorithm optimization can produce solution in both feasible and ulniieaariable
range. However, an optimum solution must be in the feasible solution domairs, Tan-
straints are used to force the genetic algorithm optimization to search fosialéeeegion,
i.e., upper and lower boundaries are defined@amnghysical rules are taken into consideration.
For example, in Equation 3.X,andy are constrained in the interval 0£25,0). Generally,
penalty functions are used to magnify the fitness scores of the individoatgiie unfeasible

region which leads to their elimination from the population.

3.1.4 Selection

Chromosomes in an initial population are scored by a fitness function (sucffable 3.1(a)).
Later, chromosomes are sorted relative to their fitness scores; ind&idith minimum
scores at the top of the list and maximum at the bottom (Table 3.1(b)). Thenceumber
of individuals with undesired scores are eliminated from the population listtenones with

the possible desired scores are kept to become potential parentsimgdorthe crossover
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fraction (Table 3.1(c)). The number of individuals that are kept in th@figtarentsNparents)

is determined by

Nparents = Npop - CF, (3-4)

whereNpop andCF are the population size and the crossover fraction respectively. In the
example,Npyop = 20 andCF = 0.5. Individuals with higher scores are eliminated so empty
slots are opened for newffeprings. This procedure is very similar to natural selection in na-
ture. Selecting crossover fraction is important. Small crossover fractiamsrfewer parents
participate in mating and it limits the available genes in tifisgring. On the other hand,
higher crossover fraction means more parents participate in mating and this alichance

to contribute unfeasible parents’ genes to the next generation.

Next step is to select parent candidates from the population and to paiatéet® Pairing
is applied to the selected parent’s pool to reproduce néspings to fill the empty slots in
the whole population. Pairing can be done iffefient ways, e.groulette wheel selection and

tournament selection.

3.1.4.1 Roulette wheel selection

The probabilities are assigned to the potential parents in inversely progaintitheir costs.
Individual with the lowest and highest costs have the greatest and tlestiprobability of
being selected as a parent respectively. A random number generasedgo generate a
weight in an interval of < w < 1 and this weight determines which parent is being selected

among the assigned weights. Weighting can be done according to rangtpr co

1. Rank weighting: Probabilities of each individual according to their emekcalculated

from

N -n+1
Pp= —ote " 0T (3.5)
Zi:pfrmsl
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where Nparents iS the number of parent$Ngarents = 10 in the example) and listed in
Table 3.3 and shown in Figure 3.4 (Haupt and Haupt, 2004). Cumulatmpilities

of individuals are calculated by summing probability of the chromosome with tite pr
abilities of the chromosomes above this chromosome. A random number betereen
and one is generated. Starting from the top of the list, first chromosome wittateg
cumulative probability than the random number is selected as a parent. drapkex
when the random number is5) then it is in the range of.890909< w < 0.618182,
i.e., random number is greater than the probability of third chromosome but smalle
than the fourth one (Table 3.3). Therefore, chromosome in the fourtisrsglected as
the parent. This procedure is continued until all the parents are mate@ dhtbmo-
some is mated by itself then the selection can be repeated. Big populationslbeve a

probability of mating by itself.

Table 3.3: The probabilities for the rank weighting for the generaifogiven in Table 3.1(c).

n Individual Chromosome Score Pn YL P
no X y
1 19 -16.3539 | -17.2709 | -85.4007 | 0.181818 | 0.181818
2 17 -11.5980 | -11.5084 | -54.6113| 0.163636 | 0.345455
3 9 -16.4096 -5.1976 | -18.9333 | 0.145455| 0.490909
4 7 -18.8273 | -12.2248 | -14.9224 | 0.127273| 0.618182
5 12 -9.1894 | -16.4233 | -13.0544 | 0.109091| 0.727273
6 8 -3.5801 | -16.6320 -7.7620 | 0.090909 | 0.818182
7 11 -4.5735 | -12.8897 | -5.7831| 0.072727| 0.890909
8 15 -2.9099 | -16.8799 -2.9706 | 0.054545| 0.945455
9 1 0.0000 0.0000 0.0000 | 0.036364 | 0.981818
10 13 -13.3692 -0.0713 0.0003 | 0.018182| 1.000000
2% 4%

- P1=0.181818

- P2=0.163636

- P3:O.145455

|:| P,=0.127273

9% _

:] P5—0.109091

16% [ ]P4=0.090909

:] P,=0.072727

- P8=O.054545

11%
- Pg=0.036364
- P1020.018182

13%

Figure 3.4: The roulette wheel for the rank weighting based on probabilitiesble 3.3.
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2. Costweighting: Probability of each individual according to their cosaisulated from

P, = Cn ‘ (3.6)

- ‘ Zinarents Ci
whereCp = Cn — CNyyensiy- Probabilities for the example are listed in Table 3.4 and
shown in Figure 3.5 (Haupt and Haupt, 2004). Hegg,is the normalized cost for

each individual,c, is the cost for each individual angl = 0.0006 which is

parents+ 1
the cost of the lowest among the discarded individuals from sorted initjaklption
(Table 3.1(b)). Apart from the rank weighting, probabilities must beloetated each
generation since fitness score is changing from one generation to andtte pies in
the roulette wheel (Figure 3.5) are unfairly distributed when there areitbayehces in

cost weighting.

Table 3.4: The probabilities for the cost weighting for the generafiagiven in Table 3.1(c).

n Individual Chromosome Score Pn Zi“:l P
no X y

1 19 -16.3539 | -17.2709 | -85.4007 | 0.419779| 0.419779
2 17 -11.5980 | -11.5084 | -54.6113 | 0.268437 | 0.688216
3 9 -16.4096 | -5.1976 | -18.9333 | 0.093067 | 0.781284
4 7 -18.8273 | -12.2248 | -14.9224 | 0.073352 | 0.854636
5 12 -90.1894 | -16.4233| -13.0544 | 0.064170| 0.918806
6 8 -3.56801 | -16.6320| -7.7620 | 0.038156 | 0.956962
7 11 -4,5735 | -12.8897 | -5.7831 | 0.028429 | 0.985391
8 15 -2.9099 | -16.8799| -2.9706 | 0.014605| 0.999996
9 1 0.0000 0.0000 0.0000 | 0.000003 | 0.999999
10 13 -13.3692 | -0.0713 0.0003 | 0.000001 | 1.000000

3.1.4.2 Tournament selection

Tournament selection scheme picks a small group of individuals from thegradivl. Then
the individual having the lowest cost from this group becomes a parentexample, three
individuals—14.9224,-7.7620 and 003 from Table 3.1(c) are selected as the tournament
group. The individual with the cost14.9224 is the lowest cost so it is elected as the parent.
This process is continued to pair all the parents. Since sorting is a time comgssien tour-

nament selection is good for large populations. In this study, roulette vaineéeiournament
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Figure 3.5: The roulette wheel for the cost weighting based on probabititiegble 3.4.

selections are used as default operators in single-objective and mulitiebjeptimizations

respectively.

3.1.5 Crossover

Crossover operator mates two parents to breed new individuals céiggaliog by exchang-
ing bits between the random point(s) of parent chromosome strings. Wéiegla point is
selected it is called single point crossover (Figure 3.6(a)). In singlet poassover, chro-
mosome part on the left of the point are taken from first parent andvddsome part on the
right of the point are taken from second parent. They are combinedrtofiist ofspring and
the remaining chromosome parts are used to form the sedispmtiog. When two points are
selected it is called two points crossover where parents exchange coome between two
points similar to the single point crossover (Figure 3.6(b)). Again, the rentpizhromo-
some parts are used to form the secofid@ing. Also, there is a scattered crossover (Figure
3.6(c)). In this type, a random mask string with a size equal to the parsmhosome is se-
lected. Then from head to tail bits on the mask are checked, if the bit on theisrase gene

is taken from the first parent otherwise from the second parent; thanm@agahromosome
parts are used to form the seconfiispring. Crossover operator generates new individuals

exist in the solution domain and drives a searching mechanism.
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Figure 3.6: Diferent crossover types; a) single point, b) two points and c) scattered

crossovers.

Table 3.5: The first population after scattered crossover of the potpatihts in Table 3.1(c).

The prefix ‘0’ shows ffsprings.

ParentA |0/0|1/Og1/1/1|/0/0|0|1|0|0|0f1|1
ParentB  |0|1/1/Og1/0/1/2({0|1/1/0/12({1|0|0
Offspring1/0/0({1/O@1{0/1/1/0/1{1|0(1|1/0|0
Offspring 2|{0(1|{1/O§1/1/1/0{0|0|1|0|0|0|1|2
(@)
Parent A |0|O|1g0|1/1/1|0/0|0|2|O@0O(01|1
ParentB |0|1/1g0(1/0/1{1/0/1|1/O@1{1|0|0
Offspring 1/0|{0| 14 0|1(0/1/1/0/1|1/OgO0|0|1|1
Offspring 2|0{1|1@g0|1(1/1|0(0|0|1{O1|1|0|0
(b)
Parent A |0|0{1/0/1/1/1|0/0(0|2({0|0|0|1|1
ParetB |0/1/1/0{1/0/1{1/0/1{2/0|1|2{0/0
[Mask  [0[1[1]1[1[0]0]1[0[0]1[0[1]1]O[O]
Offspring 1/0(0({1/0/1{0/1{0|0|1{12/0|{0/0[0|0
Offspring 2|0{1|1{0(1|1|1|1|0|0(1/0|21f1|1|1
(c)

No

Binary x

Binary y

X

y

Score

Parents

19

17

12

11
15

13

010110001000100
100010010011110
010101111111011
001111110011010
101000011110011
110110110101011
110100010010101
111000100011001
111111111111111
011101110001100

(1010011110010010
0100010100010011
1110010101100011
100000101101000
0010101111101001
0010101011011000
0011111000000001
(1010100110010011]
111111111111111]
(111111110100010

[1-16.3539
1-11.5980
0-16.4096
-18.8273
l -9.1894
0 -3.5801
0 -4.5735
0 -2.9099
. 0.0000
0-13.3692

-17.2709
-11.5084
-5.1976
-12.2248]
-16.4233
-16.6320
-12.8897
-16.8799
0.0000!
-0.0713

-85.4007|
-54.6113
-18.9333
-14.9224
-13.0544
-7.7620
-5.7831
-2.9706
0.0000!
0.0003

Offsprings

ol
02
o3
[o%:
05
06
o7
o8
09
010

010110001010101
110100010000100
011101110001100
010110001000100
010110001010111
111111111101100
010101111101100
010110001010011
101011111111110
110110010011111

0011111100000010
1010011010010001
110011110010010
1011111110100010
1011111110111110
(1110011111010011]
1110010111010011
(1010011100100010
0110011101010011
(101110110111111]

1-16.3413
0 -4.5861
0-13.3692
-16.3539
1-16.3394
L -0.0145
0 -16.421
1-16.3424
Ll -7.8138
L -3.7842

-12.6932
-17.4674)

-4.7711
-12.5711
12.5498
-4.7211
-5.1122
-17.3564

-4.8188

-6.6896

-21.3349
-19.4797
-2.6713
-27.1253]
-27.5150
0.0000
-18.9400
-84.6379
0.0232
-0.5088
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Table 3.6: The population after the mutation of the individuals in Table 3.5 withribieap
bility rate of 0.006. The prefix ‘0’ showsffsprings, the mutated parts are highlighted and
the mutated bits are bolded. The first two individuals with scores -85.400754n6113 are
defined as elite and they are excluded from mutation.

No

Binary x

Binary y

X

y

Score

19

17

12

11
15

Mutated parents

13

010110001000100
100010010011110
010101111111011
001111110011010
101000011110110

1010011110010010
0100010100010011]
1110010101100011
(1100000101101000

010101111101001

110110110101011
110100010010101
1111001000110011
111111111111111
011101110001100

0010101011011000
0011111000000001
1010100110010011
1111111111111111]
1111111110100010

1-16.3539
1-11.5980
0-16.4096|
(1-18.8273
l -9.1863
0 -3.5801
0 -4.5735
0 -1.3474
.l 0.0000
0-13.3692

-17.2709
-11.5084
-5.1976
-12.2248]
-16.4233
-16.6320
-12.8897
-16.8799
0.0000
-0.0713

-85.4007
-54.6113]
-18.9333
-14.9224)
-12.9551
-7.7620
-5.7831
0.1692
0.0000
0.0003

ol
02
03
[o%:
05
06
o7
08
09
010

Mutated offsprings

010110001010101
110100010000100
011101110001100
010110001000100
010110001010111
101111111101100
010101111101100
010110001010011
101011111111110
110110010111111

0011111100000010
1010011010010001]
1110011110010010
1011111110100010
1011111110111110
1110011111010011]
1110010111010011
1010011100100010
0110011101010011]

101110110111111

1-16.3413
0 -4.5861
0-13.3692
1-16.3539
-16.3394
[l -6.2646
0 -16.421
1-16.3424
l -7.8138
Ll -2.9725

-12.6932
-17.4674)
-4.7711
-12.5711]
-12.5498
-4.7211
-5.1122
-17.3564
-4.8188

-6.6896

-21.3349
-19.4797|
-2.6713
-27.1253]
-27.5150
-3.3850
-18.9400
-84.6379
0.0232
0.8955

3.1.6 Mutation

Crossover operator generatgisprings, which inherit the genetic map of the parents, and sus-

tains the searching mechanism until it reaches to an optimum point. When teenee than

one minimurimaximum points mechanism can be stuck in a local minifm@ximum. Mu-

tation operator takes control at this point to jump out of a local minifimuaximum. Mutation

makes small changes on the population to bring genetic diversity and ggnerdividuals

out of family which results in strengthened search. Mutation operator niakeb by invert-

ing some random bits in the population with a predefined probability rate. Tieissrased to

calculate number of mutated bitsy;) by using,

Nm = MR- Npop : Nstring»

(3.7)

where MR, Npop and Ngring are the mutation probability rate, the population size and the

length of chromosome respectively. First population after mutation of ingi#din Table

3.5 with the probability rate of 0.006 are presented in Table 3.6.
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3.1.7 Elitism

In genetic algorithm search, a predefined number of top scored indigidtuthe population
are guaranteed to survive to the next generation by elitism. This is donelyimg defined
number of best individuals from mutation operator. Thus, their genetiavieremains same
and they keep providingftsprings with good fitness in next generation. In Table 3.6, the first
two individuals with scores -85.4007 and -54.6113 are defined as elithapdre excluded

from mutation.

3.1.8 Termination criteria

A termination criterion defines the conditions to end the iteration. Iteration is tetediménen
the iteration number reaches to a desired maximum number of generation or nratime

is elapsed or the cumulative change in the fitness function is below a defleeahtze.
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CHAPTER 4

INTERFACE DESIGN FOR TSUNAMI SOURCE INVERSION

A graphical user interface (GUI) explained in this chapter is designeddier@o use DART
buoy measurements and pre-computed tsunami source functions to epaissitde tsunami
source. Inversion is processed through a genetic algorithm by minimizingesidual be-
tween DART buoy measurements and combination of tsunami source funictiead on the
norms defined in Chapter 2, so that weights for tsunami source functiertetermined. In
order to investigate for a better inversion methodology substantial numiseenérios need

to be tested. This necessitated an interface to make the task simple.

4.1 Graphical user interface

The GUI called Genetic Algorithm for INversion (GAIN) is developed in MAIB ™,
GAIN is designed to use DART buoy measurements and pre-computed tssmamme func-
tions results as an input and inverts possible tsunami source with a minimureffoesgmpro-
viding weights for tsunami source functions as explained in Chapter Bdtadiows to plot
the results. It can be run from command line in MATLA®B and also through the GUI de-
veloped here (Figure 4.1). GAIN uses the general optimization toolb&4&sL(AB, 2010),
i.e., genetic algorithm or multi-objective genetic algorithm solvers. If a singIRD#station is
selected simple genetic algorithm is used otherwise multi-objective genetic algaathrer
is used. Interface allows choosing DART buoy measurement(s) ancoprputed tsunami
source function(s) data related to the event. It also allows choosffayatit norms as fit-

ness functions and earthquake moment magnitude as a constraint. Basigplbads DART
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Figure 4.1: Genetic Algorithm for INversion (GAIN) interface.

buoy measurements and pre-computed tsunami source functions amntecafitness func-
tion of choice as an input. Then submits this information to the genetic algorithrersaid

calculates weights for tsunami source functions.

Objects are grouped into seven panels in GAIN (Figure 4.1), i.e., tsunamdeséunctions,
DART stations, source selection, genetic algorithm parameters, actionsfignd results

panels. Panels and their functions are explained in the following subseatidetail.
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4.1.1 Tsunami source functions panel

Tsunami source functions panel is composed of one popupmenu, twxéstbod two push-
buttons (Figure 4.2(a)). For a new event, subduction zone popupmeisedsto select the
zone at which earthquakes occurred. The subduction zones andltbe#viations are listed
in Table 2.1. Tsunami source function names for the selected subductierappear on the
left listbox (Figure 4.2(b)). Right and left arrow pushbuttons are usesklectdeselect the
source function names, i.e., transfers from the left to the right listboxc3elethe right to the
left listbox (deselect) (Figure 4.2(c)). After selecting the sources,dbece function names
in each listbox are sorted alphabetically. The number of selected sourct#ofs is limited

to twenty at this point. At the end, the tsunami source functions that are listeghirlistbox

are the sources which will be uploaded from the propagation databdsmald be used for

inversion; see Subsection 4.1.3.

Tsunarmi source functions Tsunami source functions Tsunami source functians
Subduction zone |Se|ect "I Subduction zone |-:ssz 'I Subduction zone |cssz 'I
;I ;I csszlidz ;I ;I css5z086a ;I cs5z087a ;I

cssz086h
cssz058h ====
cssel882 | a===

cssz0&7h

csszll5a
cssz115h
=== css2ll15x

c55205%a

[ [ S hd cssz0E9b x| =l
@ (b) (©

===

Figure 4.2: Diferent stages of fault panel; (a) initial view, (b) showing all the souimethe
selected subduction zone (right listbox is empty) and (c) after selectingoshbe tsunami
source functions close to an earthquake epicenter.

4.1.2 DART stations panel

After selecting the tsunami source functions, it is required to upload prgseted source
functions time series at DART buoy locations and DART buoy measureme®tRT Bta-
tions panel allow this and carries two popupmenus, two edit boxes and tweo lslids under
each DART station (Figure 4.3(a)) buoy measurements. Popupmenussigaeatl to choose
a DART station and DART buoy measurement for an event. Choosing a 3#dRion allows

determining the locations where tsunami source function time series are eglo@dce the
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DART station and the related DART buoy measurement file are selected fspapmenus,
vertically aligned slider bars could be used to define DART buoy measuteémmeninterval
which will be used for an inversion (Figure 4.3(c)). In addition, upped Bpwer edit boxes
could also be used to define a time interval. Selected time interval is shown withtbiek
solid lines in the figure panel; see Section 4.1.6. DART stations panel is édsigruse up
to three DART buoy measurements for inversion simultaneously. Initially, aRDAtations
panel objects are inactive except the first station panel (Figure 1. Se@ecting the first sta-
tion from the panel activates the second DART station panel and selectisgtiond station
activates the third DART station panel. When a DART station and a file is sel&cted
popupmenus GAIN uploads selected DART buoy measurements and timedfesedected
tsunami source functions at the DART station(s) (Figure 4.3(b)). Alected DART buoy
measurements and tsunami source function time series are trimmed in the ingdiredl dn
the DART station panels. The trimmed parts are saved as variables to thepacgksince
these trimmed time series are required in inversion process. File and folgetusty of the

DART station files and tsunami source functions data are given in Appéndix

DART stations DART stations DART stations

Station File [select - || | Station 1Ty Selec Station |32412 | File [File_... ~
q q « | > i189

A » a4 | » 244

Station |S1406 ~| File |File_... =
] H|| 528

[ | v || 564

E

5

File_Chile_43412.mat

Station File [2eleot - Station |Select .l File | File_Chile_S1406.mat
1 3 4 File_kuril_21414.mat

4 » File_Kuril_46408.rmat

File_kuril_48413.mat

Station File [select || | station [Select 7] File [Seleet - Station [43412 = | File [File_... ~
1 5 P ) ‘ » [[5a0

7] » N l_ 1 1 v |[ 633
(a) (b) (c)

5

2

Figure 4.3: Diferent stages of the station panel; (a) initial view, (b) selecting DART station

and DART buoy measurement file and (c) after the selection.

4.1.3 Source selection panel

Source panel is composed of checkboxes which are linked to the seteateaimi source
functions. Initially, source panel is empty (Figure 4.4(a)). Howevanampanel is filled with

source function names (Figure 4.4(b)) by selecting DART(s). Che@daext to tsunami
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source function names are used to choose whether to include or not tdaritie listed
tsunami source functions in the inversion process. Checkboxes tied®ioyNot’ header is
used to switch between whether time series of source functiorise igisible on the figures
panel (see Section 4.1.6) during selection or not (Figure 4.5). Aftenamsion, slip values

(weights for tsunami source functions) are listed under the ‘Weightsldreg&igure 4.4(c)).

Source selection Source selection [ Source selection

Sources Plot/Mot  Weights Sources Plot/Mot  Weights Sources Plot/Mot  weights
[ cssz0a7a I ¥ cssz0a7a I B.57
[T cssz087h r ¥ cssz087h I 0.01
[ csszoasa r ¥ csszo@ga I 11.46
[ cssz0a8h r [V cssz088h Il 018
[ csszoaaz I ¥ csszoaaz I 1011
[ cssz089a I ¥ cssz089a I 860
[~ cssz089b r [V cssz089h I 5.97
[ cssz0@9z I ¥ cssz089z r 2497
[ cssz090a I V¥ cssz090a I 978
[ cssz090b I ¥ cssz090b I a1
[~ csszo90z I ¥ csszo90z I 0.0s
[~ csszo9ia I ¥ cssz091a r 578
[ csszo9ib I ¥ cssz091b I 10.40
[ cssz091z I ¥ cssz091z I 718
[~ essz092a r [¥ cssz092a r 5.80
[ cssz092b r ¥ cssz092h Il 23898
[ csszo9zz I V¥ csszoezz I 0235
[ cssz093a I ¥ cssz093a I a2
[~ cssz093b I [V cssz093b I 023
[~ cssz093z2 r ¥ cssz093z I 1.43

(a) (b) (©)

Figure 4.4: Diferent stages of the source panel; (a) initial view, (b) after the soeteet®n
and (c) after solution. Here, tsunami source functions with check maeksised for the
inversion. The weights are listed after the inversion.
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Figure 4.5: The DART 32412 buoy measurement for the 27 Februar§ @bile tsunami
together with two of the tsunami source functions. ‘PlotNot’ header in theceaselection
panel could be used to enafdisable the visibility of the tsunami source function time series.
The vertical solid lines define the interval for which inversion will be perfed.
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4.1.4 Genetic algorithm parameters panel

Genetic algorithm parameters panel allows defining the genetic algorithmetma that will
be used in an inversion (Figures 4.6(a) and 4.6(b)). These pararagtatsfined in detail in
Chapter 3. However, in short, ‘Pop. size’ defines the number of saropléans that will
be compared simultaneously. ‘Generation’ defines the number of iteratinict program
will terminate. ‘Plot iter.’” is used to consider whether solution is plotted duringti@n or
not. ‘Fitness fcn. is used to select the residual minimization norm (Equati®or22.3 or
2.5). ‘Constraint’ is used to enabtiisable constraint option. When it is switched to ‘on’
the ‘Moment mag.’ edit box is activated and it allows specifying for a momermgitade of
the resultant earthquake. It takes the moment magnitude and uses Equhtiorc@culate
total slip amount in order to use as a constraint. Other inputs related to gelgetiithsn
parameters are explained in Chapter 3 and their default values are ghé&igures 4.6(a)

and 4.6(b) for single-objective and multi-objective genetic algorithms otispdy.

Genetic algorithm parameters
Fitness fon. Lz Selection fon. Roulette - | Pop. size 100
Constraint off Crossover trpe  |Scattered ~| Generation |1000
Mornent mag. Crossover frac. |0.%  Elite I 2 Plot iter. ||:|f-f "|

(a)

Genetic algorithm parameters
Fitness fon. Lz ~| Selection fcn. Tournarment =| Pop. size 300
Constraint off =| Crossover type |Scattered ~| Generation |1000
Maornent mag. Crossover frac. |05 Elite | 2 Plot iter. ||:|f-f "|

oo o

(b)

Figure 4.6: Genetic algorithm parameters panel. Default values for @esibjective and
(b) multi-objective genetic algorithms.

4.1.5 Actions panel

Solve button callback in the actions panel (Figure 4.7) runs appropriatéusation, i.e.,
single-objective or multi-objective inversion, depending on single or multid&D mea-

surement(s) usage respectively. If single station is selected, ‘Singls@Bfunction is called
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otherwise ‘MultiObj’ sub-function is called and inversion is performed. Asatput, weights
of tsunami source functions are saved to the workspace as a varialpeiated in the source
selection panel under the ‘Weights’ title. At the end, GAIN generates fflotversion re-
sult(s) vs. DART buoy measurement(s) (Figures 4.8). ‘Report’ buttthazk generates a
text file in the ‘REPORT’ subfolder such as the one given in Appendix Auiiag tabulated
tsunami source function names used in the inversion with their weights, totahstipnt and
equivalent of moment magnitude. Weights are also printed as a combinationunte £om-
bination box (Figure 4.9) which enables to use source combination in otbgraons, e.g.,
ComMIT™ (Titov et al., 2011). ‘Save’ button saves current session into a fileehterthe
editbox in order to use it later. Load popupmenu lists saved sessions irESAsubfolder
and a session can be loaded by using ‘Load’ button. ‘New’ button resgi@bles in the

workspace and the panels for a new session.

Actions

LDad”Selec‘c vI Newl Su:ulvel Repnr‘tl Save”

Figure 4.7: Actions panel.
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Figure 4.8: Plot of inversion results together with the DART buoy measursnienthe 27
February 2010 Chile tsunami.

4.1.6 Figures panel

Figures panel is used to display the plots of solution steps. Initially it is emptye @n
DART buoy measurement file is selected only DART buoy record is showneirfigiures
panel. If requested, it might display tsunami source functions (Figujeddonce inversion

is obtained it displays inversion results together with DART buoy measuresh€rigure
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4.8). DART stations and source selection panels are linked to the figunesgal changes

affect screen display immediately.

4.1.7 Results panel

Results panel displays some additional results of an inversion, i.e., tsunarmescombi-
nation, sum of tsunami source function weights, equivalent moment magrofutiis sum,
generation count at which iteration terminated, RMS error(s) and termimaéssage, (Fig-

ure 4.9).

Results
Source combination:  [3,23%csszaB7+0.01%csszb874+10,85% cssza88+1,35%0ss
Total sip Moment  Generation  RMS Termination message
() rnagnitude error
146.32 8.94 Z13 0.969  Optimization terminated:

average change in the fitness
value less than aptions. TalFun,

Figure 4.9: Results panel displaying inverted tsunami source functionioatidn, sum of
the tsunami source weights (total slip amount), equivalent moment magnituties aum,
generation at which iteration terminated, RMS error in the selected intergdakeamination
message.
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CHAPTER 5

CASE STUDIES

The NCTR’s tsunami forecasting methodology, genetic algorithm methodalodyhe GUI
Genetic Algorithm for INversion (GAIN) which is developed in this study explained in
the previous chapters. Now, the 15 November 2006 Kuril and the 27u&kgb2010 Chile
tsunamis are chosen as case studies to investigate several questionsingbgr, of tsunami
source functions needs to be used, which norm could be used, nuffib&Rd's need to be
used, whether or not to constrain the inversion with earthquake magnihedgme interval

of DART measurement which inversion is performed.

Before starting to perform an inversion, one should decide how mangnswource func-
tions should be initially considered. Synolakis et al. (1997) provide®nedde estimates of
tsunamigenic earthquake parameters (Table 5.1). Therefore, apptexXan#é dimensions
given by Synolakis et al. (1997) will be used to estimate the initial choice ofbau of

tsunami source functions.

Table 5.1: Estimates of fault dimensions for tsunamigenic earthquakesl|éBnet al.,
1997).

Moment magnitude | Rupture width | Rupture length | Slip amount
Mw W (km) L (km) D (m)
7 30 70 0.6
8 80 200 2.7
9 240 600 9.0
9.5 250 1000 27.0
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i PortAngeles

rescentCity

Figure 5.1: Real time energy plot of the 15 November 2006 Kuril tsunami wibuace
configuration 4.002a+ 2.0013a+ 0.5012b + 1.5013b showing the DARTSs in the region
(NCTR, 2010). Green star shows the earthquake epicenter and thed#R 14, 46413 and
46408 are circled.

5.1 The 15 November 2006 Kuril Islands tsunami

The Kuril Islands earthquake of the 15 November 2006 (11:14:16 UDGgitude-46.683

N, Latitude=153.226 E) with magnitude 8.3 occurred as thrust-faulting on the boundary
between the Pacific plate and the Okhotsk plate (U.S. Geological Survely,2006). The 15
November 2006 Kuril Islands earthquake generated Pacific basimiguBaergy distribution
-maximum tsunami height at each computational grid point- is given in FiguréN&CTR,
2010). One person injured at Waikiki, Hawaii by a tsunami with a measused height of 34

cm at Honolulu, Hawaii. One parking lot was flooded at Nawiliwili, Hawaii kg@anami with

a measured wave height of 88 cm. Two docks destroyed and at leasdimaged at Crescent

City, California by a tsunami with a measured wave height of 176 cm (Derghdr, 2009).

The NCTR'’s Kamchatka-Kuril-Japan-lzu-Mariana-Yap subductiorez&isz) tsunami source
functions are provided in Figure 5.2 (Tang et al., 2010). Now, tsunaarcednversion will

be performed using GAIN to testffierent possibilities for norms, constraint, etc.
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Figure 5.2: Kamchatka-Kuril-Japan-lzu-Mariana-Yap subductioreZ&isz) tsunami source
functions (Tang et al., 2010).

5.1.1 Single DART unconstrained inversion for the 15 November 2006 Wil Islands

tsunami

First, single DART 21414 buoy measurement and the tsunami source fusbédween 12-
15 on the Kamchatka-Kuril-Japan-lzu-Mariana-Yap subduction zBigei(e 5.2) are used to
invert the tsunami source. Optimization is left unconstrained and inversionniemal for
the DART time series is chosen from 112 to 147 minutes after the earthqudilis.tiffie

interval covers first elevation and depression part of the incoming waeeulation size is
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defined as 100 and generation is limited to 1000.L, andL., error minimization norms are
used as fitness functions and results are presented in Figures 5.3&))-aémd weights for

tsunami source functions and their root mean square (R®I®)rs are listed in Table 5.2.

Single DART 21414 unconstrained inversion solution results are usedatoag® estimates
at the DARTSs 46413 and 46408 and compared with the DART measuremesetscto norm
(Figures 5.4(a) - 5.4(c) and Table 5.2). This is important to evaluate wheitigie DART
inversion is satisfactory or multi DART measurements are needed. One almécessult
in Figures 5.4(a) - 5.4(c) is the approximately five-minutes time discrepanttee arrival
of the first wave at the DART 46413. This time discrepancies can be atulibatenulti-
ple causes, i.e., the errors induced by the ocean bathymetry, modekiapgtion. Similar
time difference with forecasting results and DART buoy measurements are ethskrxing

different events (Wei et al., 2008).
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Figure 5.3: Single DART unconstrained inversion for the Kuril Islandsdsui for (a)Li,
(b) L, and (¢)L. norms. RMS errors are 0.328, 0.326 and 0.406LfgrL, andL. norms
respectively. Solid vertical lines show the time interval used for the inuersio

m n 2
1 RMS error is defined ai/{ Y ( Zb(t) - wigi(t;)]) }/m, whereb(t) is the DART measuremert,(t)s are the
=1 i
pre-computed source functions at the DART location withwhscalings (weights)y is the number of tsunami
source functions anehis the number of data points.
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Figure 5.3: Continued
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Figure 5.4: Weights calculated from single DART 21414 unconstrainedsiores are used
to evaluate the Kuril Islands tsunanttghore amplitudes at the DARTs 46413 and 46408 by
using (a)L1 b) L, and (c)L. norms. RMS errors are 2.922 and 0.4591fgr2.919 and 0.486
for Ly, 0.915 and 0.567 fot., for the DARTs 46413 and 46408 respectively.
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Figure 5.4: Continued.
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Figure 5.5: Single DART 21414 inversion for the Kuril Islands tsunamst@mned withM,,

8.3 earthquake magnitude for (), (b) L, and (c)L. norms. RMS errors are 0.399, 0357
and 0.481 forL1, L, andL., norms respectively. Solid vertical lines show the time interval
used for the inversion.
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5.1.2 Single DART constrained inversion for the 15 November 2006 Kurslands tsunami

In this case, again only the DART 21414 is used to invert the tsunami séurcgons 12-

15 on the Kamchatka-Kuril-Japan-lzu-Mariana-Yap subduction Zdoeever, optimization

is constrained withM,, 8.3 earthquake magnitude and time the interval for the inversion is
chosen from 112 to 147 minutes after the earthquake. Population sizerisdlag 100 and
generation is limited to 10001, L, andL., error minimization norms are used as a fitness
functions and results are presented in Figure 5.5(a) - 5.5(c) and weigthtRMS errors are

listed in Table 5.2.
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Figure 5.6: Two DARTs 21414 and 46413 unconstrained inversion frkihril Islands
tsunami for (a)L1, (b) L2 and (c)L. norms. RMS errors are 0.336 and 2.874 lfgr 0.363
and 2.841 folL,, 0.506 and 2.831 fdr,, for the DARTs 21414 and 46413 respectively. Solid
vertical lines show the time interval used for the inversion.
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Figure 5.6: Continued.

5.1.3 Two DARTSs unconstrained inversion for the 15 November 2006 Wil Islands

tsunami

Now, both DARTs 21414 and 46413 are used in inversion with the sameeséumctions.
Inversion is left unconstrained and the time interval for the inversion ise@firom 112 to
147 minutes as in the previous case for the DART 21414 and from 146 tenitdBes after
the earthquake for the DART 46413. Population size is defined as 308 thiisds a multi-
objective inversion (see Section 4.1.4) and generation is limited to 190Q, andL., error
minimization norms are used as fitness functions and results are presentgarasf.6(a) -

5.6(c) and weights and RMS errors are listed in Table 5.2.

Again, asin the one DART case, two DARTs 21414 and 46413 unconstraiversion results
for L1, Lo andL., norms are used to evaluate tsunami form at the DART 46408 and compared

for each norm (Figures 5.7(a) - 5.7(c) and Table 5.2).
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Figure 5.7: Weights for the tsunami source functions calculated from tHeT3AR1414 and
46413 unconstrained inversions are used to evaluate the Kuril Islaunmdsns dfshore am-

plitudes at the DART 46408 by using (B), (b) L and (c)L. norms with RMS errors 0.567,
0.535 and 0.628 respectively.

5.1.4 Three DARTs unconstrained inversion for the 15 November 2@Kuril Islands

tsunami

Finally, three DARTs 21414, 46413 and 46408 are used in the inversibntive tsunami
source functions 12-15 on the Kamchatka-Kuril-Japan-lzu-Mar¥apasubduction zone. In-
version is left unconstrained and the time interval for the inversion is defioen 112 to 147
minutes and from 146 to 178 minutes after the earthquake for the DART1 21146413
respectively as in the previous case and from 174 to 209 minutes aftearthgu@ake for the
DART 46408. Population size is defined as 300 and generation is limited to L9J0, and
L., error minimization norms are used as fitness functions and results aratekseFigures

5.8(a) - 5.8(c) and weights and RMS errors are listed in Table 5.2.
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Figure 5.8: Three DARTs 21414, 46413 and 46408 unconstrainedsionefor the Kuril
Islands tsunami for (d)1, (b) L» and (c)L., norms. RMS errors are 0.582, 2.554 and 0.765 for
Ly, 0.410, 2.761 and 0.535 ftp, 0.433, 2.787 and 0.603 fhy, for the DARTs 21414, 46413
and 46408 respectively. Solid vertical lines show the time interval usatiédnversion.
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Table 5.2: Tsunami source function weights based €femint considerations in Subsections
5.1.1 - 5.1.4. Highlighted RMS errors are for the DARTSs not used for thergwn, i.e.,
inversion results are used to evaluate tsunami height estimates at the ofREs DA

Conditions Unconstrained Constrained
DART(s) 21414 21414 21414 21414
46413 46413
46408

Norms | Ly [ Lo [ Lo li [l ]]L
kisz012a | 5.70 | 5.06 | 4.92 | 498 | 4.76 | 4.05| 5.03 | 522 | 459 | 530 | 5.74 | 5.53
kisz012b | 0.07 | 0.20| 0.69| 0.23 | 0.48| 1.11| 1.10 | 0.44 | 0.87 | 0.10 | 0.40 | 0.46
kisz012y | 0.03 | 0.01 | 0.00 | 0.02 | 0.06 | 0.46 | 0.03 | 0.14 | 0.07 | 0.01 | 0.07 | 0.25
kisz012z | 0.15| 1.54| 1.82| 1.38 | 1.76 | 2.09 | 0.08 | 0.10| 1.39| 0.97 | 0.14 | 1.24

- kisz013a | 3.48 | 2.80| 2.82| 2.82| 243 | 1.77 | 2.72| 3.30| 250 | 3.64 | 3.88 | 2.91
-é kisz013b | 0.01| 0.01| 0.38 | 0.02 | 0.17 | 1.21| 0.04 | 0.02 | 0.62 | 0.16 | 0.22 | 0.72
E kisz013y | 0.00 | 0.00 | 0.04 | 0.01 | 0.06 | 0.05| 0.11 | 0.25| 0.00 | 0.01 | 0.01 | 0.11
§ kisz013z | 0.41| 0.16 | 0.05| 0.08 | 0.11 | 0.29 | 0.05 | 0.06 | 0.01 | 0.06 | 0.03 | 0.44
§ kisz014a | 0.04| 0.01| 0.03 | 0.01| 0.01| 0.11 | 0.04 | 0.12 | 0.10 | 0.05 | 0.02 | 0.06
E kisz014b | 1.63| 0.99| 1.72| 1.21| 090 | 0.51| 1.17 | 1.33 | 1.12 | 1.93| 2.11| 1.34
é kisz014y | 0.00 | 0.00 | 0.00 | 0.02 | 0.10 | 0.01| 0.02 | 0.12 | 0.05 | 0.04 | 0.04 | 0.01
kisz014z | 0.00 | 0.00 | 0.01| 0.00 | 0.01 | 0.03 | 0.04 | 0.03| 0.01| 0.01| 0.03 | 0.05
kisz015a | 0.07 | 0.12| 1.10| 0.28 | 0.10 | 0.01 | 0.15| 0.43| 0.24| 0.17| 0.15| 0.56
kisz015b | 1.15| 0.13| 0.30| 0.18 | 0.11 | 0.05| 0.10 | 0.03 | 0.47 | 0.27 | 0.22 | 0.68
kisz015y | 0.36| 0.12| 0.52| 0.07 | 0.12| 0.36| 0.24| 0.21| 0.47 | 2.39| 0.98 | 0.91
kisz015z | 0.28 | 0.48 | 0.30| 0.04 | 0.02 | 0.09 | 0.13| 0.31| 0.24| 0.70| 1.75 | 0.54
Total slip (m)| 13.39| 11.63| 14.70| 11.36{ 11.19| 12.19| 11.06| 12.10| 12.74| 15.81| 15.81| 15.81
Mw 8.25|8.21|828|820|820|822|820|822|824|830]| 830 8.30
§ for 21414 | 0.328| 0.326| 0.406| 0.336| 0.363| 0.506| 0.582| 0.410| 0.433| 0.399| 0.357| 0.481
S for 46413 |2.922| 2.919| 0.915| 2.874| 2.841| 2.831| 2.554| 2.761| 2.787| 2.833| 2.954| 3.080
E for 46408 | 0.459| 0.486| 0.567| 0.567| 0.535| 0.628| 0.765| 0.535| 0.603| 0.628( 0.508| 0.619

5.1.5 Discussion of the 15 November 2006 Kuril Islands tsunami sowanversion re-

sults

Time interval used in an inversion might play important role over an inversiime se-
ries at the DART 21414 location for the tsunami source functions close tiutielslands
earthquake epicenter are given in Figure 5.9 including the DART 2144y in¢asurements.
In order to understand thefect of time interval, two dferent time intervals with tsunami

source configurations are chosen to perform the inversion. Inverssults are listed in Table
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5.3 and presented in Figures 5.10 - 5.11. It is clear from the results that ifithal wave
of the tsunami source functions are out of the range of the inversion timeahthis might
produce unreasonable weights, e.g., cases 1 and 3 for the inversiontémvalifrom 112 to

135 minutes and case 1 for the inversion time interval from 112 to 147 minutes.
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Figure 5.9: The DART 21414 buoy measurements (top inset) and time serészdault
tsunami source functions at the DART 21414 location. Black, blue, cydrred show time
series for tsunami source functions b, a, z and y in seaward directigpectively. Vertical
solid lines show inversion time interval.



Table 5.3: Weights of various source function combinations of the singleTDARI14 un-
constrained solution of the Kuril tsunami using the inversion time interval ftdéthto 147
minutes and from 112 to 135 minutes after the earthquake. Population siZ& is 10

Interval from 112 to 135 minutes Interval from 112 to 147 minutes
Case l‘ Case 2‘ Case 3‘ Case 4|| Case 1‘ Case 2‘ Case 3‘ Case 4‘ Case 5

kisz01la 0.00 | 0.00 0.00
kisz011b 0.00 | 0.00 0.01
kisz011y 0.01 | 0.00 0.00
kisz011z 0.00 | 0.00 0.01

kisz012a 5.67 | 498 | 5.96 5.57 497 | 521 | 498 | 5.66 | 5.66
kisz012b 0.02 | 0.00 | 0.01 0.00 0.23 | 0.26 | 0.21 | 0.06 | 0.13
kisz012y 0.02 | 0.00 | 0.00 0.00 0.10 | 0.01 | 0.00 | 0.00 | 0.00
kisz012z 039 | 155 | 0.01 0.00 1.84 | 1.27 | 192 | 0.14 | 0.05
kisz013a 0.21 | 0.35 | 0.03 0.00 272 | 3.01 | 266 | 2.94 | 3.57

2]
-é kisz013b | 2.19 | 1.77 | 2.69 | 2.25 0.02 | 0.03 | 0.06 | 0.00 | 0.00
E kisz013y | 0.32 | 1.65 | 0.01 | 2.86 0.01 | 0.00 | 0.03 | 0.00 | 0.00
g kisz013z 043 | 031 | 0.01 | 156 0.17 | 0.22 | 0.05 | 1.43 | 0.34
2 kiszO1l4a | 4.39 1.41 0.03 | 0.01 | 0.02 0.00
E kisz014b 2.84 6.36 1.27 | 1.20 | 1.09 0.92
é kisz014y 3.66 1.60 0.03 | 0.02 | 0.00 0.61

kisz014z 2.23 9.96 0.02 | 0.00 | 0.01 0.00

kisz015a 0.01 | 0.04 | 0.00

kisz015b 0.08 | 048 | 0.19

kisz015y 0.49 | 0.16 | 0.04

kisz015z 0.03 | 049 | 0.76

kisz016a 7.94

kisz016b 7.82

kisz016y 0.23

kisz016z 7.43

Total slip (m)| 22.38 | 10.61 | 28.05| 12.14 || 35.44| 12.43 | 12.02 | 10.23 | 11.28
Mw 8.40 | 8.18 | 8.47 8.23 853 | 823 | 822 | 817 | 8.20
RMS error | 0.259 | 0.292 | 0.239 | 0.275 || 0.267 | 0.326 | 0.337 | 0.323 | 0.327
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Figure 5.10: Comparisons of the DART 21414 buoy measurement angiioneaesults for
the cases listed in Table 5.3 for the inversion time interval from 112 to 135 mirtsidid line

represents inversion result, dotted solid line represents the DART 21#i4niieasurements
and solid vertical lines show the time interval used for the inversion.

Tsunami source function weights are recalculated for larger populatien.sin Table 5.4,
population sizes are selected from 100 to 1000 for single DART and inveis performed

only for L, norm. When the results in Tables 5.2 and 5.4 are compared they are close to
each other, i.e., there are slightfdrences resulted from randomness of genetic algorithm.
However, increasing population size results in more stable weights. Solutibriarger

population takes more time thus obtaining solution with an optimum population might save

time in real-time forecasting.
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Figure 5.11: Comparisons of the DART 21414 buoy measurement andioneesults for
the cases listed in Table 5.3 for the inversion time interval from 112 to 147 mirtbidid line
represents inversion result, dotted solid line represents the DART 21#i/4niieasurements
and solid vertical lines show the time interval used for the inversion.

Tsunami source function weights for the population size of 1000 givealiteTs.4 are aver-
aged and used to evaluate forecast models at several coastal loC&iogspersonal commu-
nicationy. Forecast model results are compared with tide gage measurements. Somgpar

show reasonable agreements on both tsunami arrival times and wave aeg(Figlre 5.12).

2 Model runs were performed by Liujuan Tang of NCTR using their fasting models.
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Table 5.4: Tsunami source function weights of the 15 November 2006 kstaiids tsunami
based orlL, norm for the population size changing from 100 to 1000. Significant anes
highligted.

Population size
100 | 200 [ 300 | 400 [ 500 | 600 [ 700 | 800 [ 900 | 1000] 1000] 1000

kisz012a | 5.06 | 5.52 | 5.76 | 5.38 | 5.71 | 5.76 | 5.75 | 5.77 | 5.74 | 5.43 | 5.77 | 5.71
kisz012b | 0.20| 0.16 | 0.12 | 0.16 | 0.15| 0.10 | 0.09| 0.09 | 0.12| 0.17 | 0.12 | 0.13
kisz012y | 0.01| 0.02 | 0.00 | 0.00 | 0.03 | 0.01 | 0.01| 0.01 | 0.00 | 0.00 | 0.00 | 0.00
kisz012z | 1.54 | 0.56 | 0.01 | 0.84 | 0.02 | 0.02 | 0.04 | 0.00 | 0.03 | 0.72| 0.01 | 0.04
kiszO13a | 2.80 | 3.44 | 3.87 | 3.34 | 3.77 | 3.78| 3.69 | 3.82 | 3.82 | 3.40 | 3.86 | 3.81
kisz013b | 0.01| 0.00 | 0.01 | 0.02 | 0.03 | 0.00 | 0.01| 0.01 | 0.00 | 0.01 | 0.00 | 0.01
kisz013y | 0.00| 0.01| 0.01| 0.01| 0.02 | 0.01| 0.02 | 0.01 | 0.01| 0.01 | 0.00| 0.01
kisz013z | 0.16 | 0.11| 0.01 | 0.01 | 0.07 | 0.07 | 0.28 | 0.05 | 0.05 | 0.03 | 0.01 | 0.01
kiszO14a | 0.01| 0.00 | 0.01| 0.01 | 0.01 | 0.00| 0.02 | 0.02 | 0.01| 0.01 | 0.01 | 0.01
kisz014b | 099 | 1.39| 1.62| 1.40 | 147 | 156 | 1.32 | 1.58 | 1.57 | 1.42 | 1.66 | 1.64
kisz014y | 0.00| 0.01 | 0.00 | 0.02 | 0.03 | 0.01| 0.01 | 0.01 | 0.01| 0.02 | 0.00 | 0.00
kisz014z | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.02 | 0.00 | 0.02 | 0.00 | 0.00 | 0.02 | 0.01
kisz015a | 0.12 | 0.47| 0.22 | 0.08 | 0.01 | 0.09 | 0.04 | 0.08 | 0.04 | 0.07 | 0.32 | 0.14
kisz015b | 0.13 | 0.54 | 0.74| 0.73 | 0.86 | 1.06 | 1.01 | 1.19 | 1.28 | 0.92 | 1.05 | 1.26
kiszO15y | 0.12| 0.02 | 0.03 | 0.24 | 0.04 | 0.22 | 0.05| 0.17 | 0.03 | 0.06 | 0.03 | 0.01
kisz015z | 0.48 | 0.15| 0.63 | 0.25| 0.37 | 0.23 | 0.30 | 0.15| 0.13 | 0.21| 0.16 | 0.07

Total slip (m)| 11.63| 12.42| 13.05| 12.51| 12.70| 12.93| 12.65| 12.99| 12.85| 12.47| 13.02| 12.87
Mw 8.21| 8.23| 8.24 | 8.23 | 8.24| 8.24 | 8.24 | 8.24| 8.24 | 8.23| 8.24| 8.24
RMS error | 0.326| 0.310| 0.301| 0.314| 0.306{ 0.301| 0.304| 0.302| 0.300| 0.310| 0.300| 0.300
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Figure 5.12: Comparison of tide gage measurements with the tsunami inversidts based
on the source combination 5.42a+ 3.6913a+ 1.5714b+ 1.0815b at several coastal lo-
cations. Tsunami source function weights are the average weights f@othdation size

of 1000 given in Table 5.4. Forecast model runs are provided by Liujizang (personal

communication).
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5.2 The 27 February 2010 Chile tsunami

The Chile earthquake of the 27 February 2010 (06:34:14 UTC; Longiu@ 826 S, Lat-
itude = 72.669 W) with magnitudeM,, 8.8 was generated at the gently sloping fault that
conveys the Nazca plate eastward and downward beneath the South An@ata The
Chile earthquake was felt in much of Chile and Argentina, also in parts o¥iBpkouth-
ern Brazil, Paraguay, Peru and Uruguay (U.S. Geological Survdig,2010). At least 799
people killed, many injured and around 1.5 million houses damaged by the @wakthgnd
tsunami in the Concepcion-Valparaiso area (Fritz et al., 2011). A Padifie-tsunami was
generated (Figure 5.13) and caused minor damage to boats and a dockSantli&ego,

California area.

NCTR’s Central-South America subduction zone (cssz) tsunami sauncédns are provided
in Figure 5.14. Now, tsunami source inversions will be performed usingNG8. exercise

different possibilities as in the 15 November 2006 Kuril Islands tsunami case.

Figure 5.13: Real time energy plot of the 27 February 2010 Chile tsunamsaitite config-
uration 17.2488a+ 8.8290a+ 11.8688b + 18.3989b + 16.7590b + 20.7888z + 7.0590z
(M 8.83) showing the DARTS in the region (NCTR, 2010). Green star shaevsatthquake
epicenter and the DARTs 32412, 51406 and 43412 are circled.
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Figure 5.14: Central-South America subduction zone (cssz) tsunantesfwrrctions (Tang
etal., 2010).

5.2.1 Single DART unconstrained inversion for the 27 February 2010 kile tsunami

First, single DART 32412 buoy measurement and the tsunami source fus8f693 on the
Central-South America subduction zone (Figure 5.14) are used to ineeigtihami source.
Inversion is left unconstrained and the inversion time interval for the DARJy measure-
ment is chosen from 189 to 244 minutes after the earthquake. Population degfinisd as

100 and generation is limited to 10004, L» andL., error minimization norms are used as
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fitness functions and results are presented in Figures 5.15(a) - Sab%{@jeights for tsunami

source functions and their RMS errors are listed in Table 5.5.

Single DART 32412 unconstrained inversion results are used to evabim@tes at the other
DARTs 51406 and 43412 and compared with real DART measurementadhmerm (Fig-
ures 5.16(a) - 5.16(c) and Table 5.5). This is important to evaluate whesithgde DART
solution is enough or multi DART solution is needed. Again, as observed itBtiNovember
2006 Kuril Islands tsunami case inversion based on one DART results hifb@isthe other

DARTS, such as the one in DART 51406.
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Figure 5.15: Single DART unconstrained inversion for the Chile tsunanfajdr, (b) L, and
(¢) Lo norms. RMS errors are 2.286, 1.942 and 3.238.fgr_, andL., horms respectively.
Solid vertical lines show the time interval used for the inversion.
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Figure 5.16: Tsunami source function weights calculated from single D3RIL2 uncon-
strained inversions are used to evaluate the Chile tsunfisiiare amplitudes at the DARTSs
51406 and 43412 by using (B}, (b) L, and (c)L. norms. RMS errors are 9.697 and 2.671
for L1, 14.659 and 2.876 fdr,, 8.972, 2.457 foL, for the DARTs 51406 and 43412 respec-
tively.
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Figure 5.17: Single DART 32412 inversion for the Chile tsunami constraigd M,, 8.8
earthquake magnitude for the Chile tsunami forl(g)(b) L, and (c)L., horms. RMS errors
are 2.391, 2.152 and 2.971 fbi, L, andL. norms respectively. Solid vertical lines show
the time interval used for the inversion.

5.2.2 Single DART constrained inversion for the 27 February 2010 Chilésunami

In this case, again only the DART 32412 is used to invert the tsunami stwrcgons 87-93

on the Central-South America subduction zone. However, inversion streamed with an
earthquake magnitudd,, 8.8 and the time interval for the inversion is defined from 189 to
244 minutes after the earthquake. Population size is defined as 100 avdtgenis limited

to 1000. L1, L, andL., error minimization norms are used as a fitness functions and results

are presented in Figures 5.17(a) - 5.17(c) and weights and RMS eredrstad in Table 5.5.
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5.2.3 Two DARTSs unconstrained inversion for the 27 February 2010 @Gile tsunami

Now, both DARTs 32412 and 51406 are used in inversion with the sament$\saairce
functions. Inversion is left unconstrained and the time interval for thersime is defined
from 189 to 244 minutes as in the previous case for the DART 32412 and3&8 to 564
minutes after the earthquake for the DART 51406. Population size is def&@@0 since this
is a multi-objective inversion (see Section 4.1.4) and generation is limited to 1900, and
L., error minimization norms are used as fitness functions and results arateeseFigures

5.18(a) - 5.18(c) and weights and RMS errors are listed in Table 5.5.

Again as in the one DART case, two DARTSs 32412 and 51406 uncongiraiversion results
for L1, Lo andL., norms are used to evaluate tsunami form at the DART 43412 and compared

with the DART measurements for each norm (Figures 5.19(a) - 5.19(c)alnid 5.5).
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Figure 5.18: Two DARTs 32412 and 51406 unconstrained inversiantsefor the Chile
tsunami for (a)L1, (b) L2 and (c)L. norms. RMS errors are 2.617 and 4.674 lfgr 2.161
and 8.057 folL,, 3.772 and 3.952 fdr,, for the DARTs 32412 and 51406 respectively. Solid
vertical lines show the time interval used for the inversion.
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Figure 5.18: Continued.
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Figure 5.19: Tsunami source function weights calculated from the DAR#$3and 51406
unconstrained inversions are used to evaluate the Chile tsurfishbre amplitudes at the
other DART 43412 by using (d);, (b) L2 and (c)L. norms. RMS are errors 2.245, 2.655
and 2.548 respectively.
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Figure 5.19: Continued.

5.2.4 Three DARTs unconstrained inversion for the 27 February 201Chile tsunami

Finally, three DARTs 32412, 51406 and 43412 are used in the inversiothé tsunami
source functions 87-93 on the Central-South America subduction zowverslon is left un-
constrained and the time interval for the inversion is defined from 189 ton#ddtes and
from 528 to 564 minutes after the earthquake for the DARTs 32412 ar@b5&4pectively as
in the previous case and from 580 to 633 minutes after the earthquake fDAIRT 43412.

Population size is defined as 300 and generation is limited to 100Q., andL3 error min-

imization norms are used as fitness functions and results are presentednesFg20(a) -

5.20(c) and weights and RMS errors are listed in Table 5.5.
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Figure 5.20: Three DARTs 32412, 51406 and 43412 unconstrainedsion results for the
Chile tsunami for (a).1, b) L, and (c)L., norms. RMS errors are 2.796, 5.712 and 1.788 for
L1,3.070,4.399 and 1.963 fop, 2.961, 7.554 and 2.408 ftr, for the DARTs 32412, 51406
and 43412 respectively. Solid vertical lines show the time interval usdatiédnversion.
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Table 5.5: Tsunami source function weights based femint considerations in Subsections
5.2.1-5.2.4. Highligted RMS errors are for the DARTs which are not ugseth€ inversion,
i.e., inversion results are used to evaluate tsunami height estimates at thBAIRTES.

Conditions Unconstrained Constrained
DART(s) 32412 32412 32412 32412
51406 51406
43412

Norms [ Li | L [Le |l ]ie] L[| L
cssz087a | 5.77 | 5.30 |10.49| 7.47| 7.08 | 6.57 | 6.43 | 6.67| 6.37 | 530 | 5.59| 5.80
cssz087b | 0.00 | 0.01 | 1.47| 0.01| 0.07| 0.04| 0.13 | 0.19 | 0.47 | 0.11 | 0.01 | 0.05
cssz088a | 11.08 | 11.53| 9.54 | 11.69| 12.22| 10.38| 10.90| 9.36 | 10.32| 13.09| 13.51| 10.45
cssz088b | 1.71 | 0.97 | 0.99| 0.20| 0.22 | 0.02| 0.33 | 0.28| 1.90| 0.48 | 0.55| 3.63
cssz088z | 11.36| 13.52| 7.88 | 13.65|11.86| 9.12 | 10.76 | 9.88 | 10.13| 9.54 | 13.84| 10.64
cssz089%a | 10.29| 8.13 | 7.34 | 6.94| 6.74| 3.49| 7.65 | 9.32| 752 | 538 | 5.62| 7.58

. cssz089%b | 9.80 | 9.47 | 4.28| 1.44| 2.09| 0.68| 6.25 | 0.18| 6.01 | 1.42 | 2.14| 5.59
g cssz089z | 8.19 | 0.25 | 6.76 | 7.40| 6.25| 7.87 | 8.58 | 9.49| 6.58 | 8.76 | 2.49| 2.80
E cssz090a | 6.08 | 8.01 | 6.49| 5.00| 7.14 | 586 | 8.40 | 4.41| 597 | 9.17| 7.80| 5.37
GLS'; cssz090b | 594 | 891 | 4.18| 2.60 | 5.04 | 0.50 | 557 | 0.40| 4.05| 4.04 | 3.19| 4.69
_% cssz090z | 040 | 0.11 | 1.13| 4.12| 1.51| 6.78| 5.21 | 3.90| 253 | 4.27| 0.88| 2.01
% cssz09l1la | 797 | 754 | 6.62| 5.74| 6.45| 5.27| 459 | 591 | 847 | 2.03| 5.31| 5.49
é cssz091b | 4.12 | 10.09| 5.62| 0.05| 0.64 | 0.11| 0.03 | 1.02 | 0.53 | 0.36 | 0.07 | 7.90
cssz091z 235 | 715 | 412|154 | 3.54| 3.02| 3.92 | 3.09| 3.23 | 3.55| 4.44| 457
cssz092a | 3.03 | 5.36 | 2.86| 0.55| 0.20 | 3.25| 3.19 | 2.35| 5.77| 0.89| 0.62 | 2.34
cssz092b | 13.63| 21.94| 5.96 | 6.85|10.72| 3.99 | 4.79 | 5.02 | 7.39 | 10.18| 10.90| 5.86
cssz092z | 462 | 048 | 2.04| 567 | 1.43| 2.87| 3.10 | 535| 0.39| 1.05| 1.64| 0.19
cssz093a | 6.15 | 8.61 | 2.83| 4.07| 759 | 247 | 2.61 | 1.13| 397 | 537 | 7.27| 1.71
cssz093b | 0.04 | 0.08 | 259 | 0.20 | 0.03 | 4.65| 1.12 | 2.34| 0.52| 0.04 | 0.03 | 2.18
cssz093z | 5.67 | 3.25 | 2.62| 9.04| 456 | 6.20| 7.98 | 7.08 | 5.03 | 3.87 | 3.01| 0.08
Total slip (m)| 118.23| 130.70| 95.79| 94.20| 95.36| 83.12| 101.55| 87.38| 97.16| 88.91| 88.91| 88.91
My 8.88 | 891 | 882 | 8.82|8.82|8.78| 884 | 8.79| 8.83| 8.80| 8.80| 8.80
§ for 32412 | 2.286 | 1.942 | 3.238| 2.617| 2.161| 3.772| 2.796 | 3.070| 2.961| 2.391| 2.152| 2.971
3’; for 51406 | 9.697 | 14.659| 8.972| 4.674| 8.057| 3.952| 5.712 | 4.399| 7.554| 7.139| 8.249| 10.573
E for 43412 | 2.671| 2.876 | 2.457| 2.245| 2.655| 2.548| 1.788 | 1.963| 2.408| 2.340| 2.617| 2.567

5.2.5 Discussion of the 27 February 2010 Chile tsunami source invéss results

Tsunami source function weights are recalculated for larger populaien.sin Table 5.6,
population sizes are selected from 100 to 1000 for single DART and ioveiss performed

only for L, norm. As in the Kuril Islands tsunami source inversion analysis in Subsectio
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5.1.5, when the results in Tables 5.5 and 5.6 are compared they are closé il i.e.,
there are slight dierences resulted from randomness of genetic algorithm. Howevergicre
ing population size results in more stable weights. Solution with larger populakies taore
time thus obtaining solution with an optimum population might save time in real-time fore-

casting.

Tsunami source function weights for the population size of 1000 givealiteT5.6 are aver-
aged and used to evaluate forecast models at several coastal loC&iogspersonal commu-
nicationy. Forecast model results are compared with tide gage measurements. Somgpar

show reasonable agreements on both tsunami arrival times and wave aeg{Figlre 5.21).

Table 5.6: Tsunami source function weights of single DART 32412 solufitimec27 Febru-
ary 2010 Chile tsunami based &n norm for various population sizes from 100 to 1000.
Significant ones are highligted.

Population size
100 \ 200 \ 300 \ 400 \ 500 \ 600 \ 700 \ 800 \ 900 \ 1000\ 1000\ 1000

cssz087a | 5.72 | 562 | 6.71 | 557 | 651 | 6.36 | 6.28 | 6.47 | 6.60 | 6.45 | 6.50 | 6.86
cssz087b | 0.00 | 0.05 | 0.11 | 0.06 | 0.00 | 0.03 | 0.08 | 0.00 | 0.03 | 0.09 | 0.02 | 0.07
cssz088a | 11.52 | 11.56 | 11.77 | 10.80 | 12.06 | 11.73 | 11.24 | 10.74 | 11.41 | 11.39| 10.86 | 11.30
cssz088b | 1.17 | 0.82 | 0.10 | 0.84 | 0.21 | 0.00 | 0.13 | 0.18 | 0.04 | 0.02 | 0.06 | 0.05
cssz088z | 10.31 | 12.52 | 11.14| 13.95| 11.29| 11.48| 10.86 | 11.21| 14.06 | 11.79 | 12.07 | 11.67
cssz089%a | 993 | 9.17 | 7.92 | 10.07| 6.31 | 650 | 7.44 | 9.72 | 753 | 7.30 | 8.24 | 7.68
cssz089b | 6.81 | 7.66 | 441 | 951 | 542 | 697 | 745 | 6.89 | 6.01 | 6.71 | 7.16 | 5.60
cssz089z | 219 | 0.20 | 0.18 | 0.12 | 0.08 | 0.23 | 0.24 | 0.11 | 0.04 | 0.02 | 0.10 | 0.08
cssz090a | 10.61| 6.24 | 10.69| 3.65 | 10.34| 9.89 | 856 | 849 | 494 | 896 | 6.82 | 7.74
cssz090b | 6.44 | 742 | 831 | 6.22 | 11.63| 11.84| 11.88| 7.81 | 857 | 10.56| 9.74 | 9.98
cssz090z | 0.46 | 0.10 | 0.16 | 0.01 | 0.00 | 0.13 | 0.10 | 0.10 | 0.01 | 0.07 | 0.00 | 0.15
cssz09la | 758 | 8.78 | 6.20 | 9.16 | 433 | 458 | 687 | 7.71 | 7.75 | 6.08 | 6.67 | 6.74
cssz091b | 5.38 | 15.14| 9.99 | 16.02 | 16.39| 16.05| 19.09 | 13.42| 16.62 | 15.38 | 17.62 | 17.20
cssz091z | 413 | 225 | 577 | 3.87 | 811 | 934 | 3.28 | 3.18 | 255 | 547 | 6.09 | 3.85
cssz092a | 6.05 | 824 | 7.76 | 6.44 | 951 | 848 | 11.29| 9.22 | 858 | 948 | 841 | 9.79
cssz092b | 20.15| 26.50 | 26.06 | 26.02 | 29.97 | 28.51 | 30.53 | 28.84 | 27.78 | 29.01 | 29.86 | 30.17
cssz092z | 0.04 | 0.18 | 0.12 | 0.08 | 0.22 | 0.08 | 0.06 | 0.02 | 0.05 | 0.00 | 0.10 | 0.12
cssz093a | 963 | 931 | 958 | 878 | 828 | 8.08 | 855 | 9.82 | 8.89 | 876 | 857 | 8.96
cssz093b | 0.18 | 0.05 | 0.04 | 0.01 | 0.10 | 0.01 | 0.06 | 0.08 | 0.01 | 0.10 | 0.06 | 0.10
cssz093z | 1.78 | 3.73 | 2.16 | 488 | 200 | 213 | 262 | 287 | 570 | 297 | 3.06 | 3.47
Total slip (m)| 120.06| 135.55| 129.16| 136.05| 142.77| 142.42| 146.62| 136.87| 137.17| 140.62| 142.03| 141.59

Mw 889 | 892 | 891 | 892 | 894 | 894 | 894 | 892 | 893 | 893 | 894 | 8.93
RMS error | 1.980 | 1.902| 1.909 | 1.904 | 1.865| 1.874| 1.861| 1.889 | 1.876 | 1.873 | 1.869 | 1.868

Tsunami source functions

3 Model runs were performed by Liujuan Tang of NCTR using their fasting models.
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Figure 5.21: Comparison of tide gage measurements with the tsunami inversidis hased
on source combination 5.9¥a+ 11.1288a+ 12.3288z+ 7.8389a+ 8.3989b+ 7.0890a+
10.0290b+ 7.0891a+ 17.2591b+ 3.4491z+ 9.6892a+ 29.3792b + 8.8993a+ 3.57.93z
at several coastal locations. Tsunami source function weights argeeahega weights for the
population size of 1000 given in Table 5.6 for the Chile tsunami. Forecasélnnods are
provided by Liujuan Tang (personal communication).
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CHAPTER 6

CONCLUSIONS

A graphical user interface (GUI) called Genetic Algorithm for INvers{@AIN) was de-
veloped to determine tsunami source by inverting Deep-ocean AssesanteReporting of
Tsunami (DARTM) buoy measurement(s) against pre-computed tsunami source functions.
MATLAB ™ genetic algorithm toolbox is used as a solver for GAIN. The 15 Novemb@s 20
Kuril Island and the 27 February 2010 Chile tsunamis are selected tasxéne GAIN. It

was not the emphasis of the study to develop an inversion methodologyveligweme pre-
liminary additional tasks are carried out to investigate several featurtae dgfiversion such

as:

o Different error minimization norms are considered for inversion li;gthe sum of the
magnitudes of the residuald); (the sum of the square of the residuals) and(the

largest magnitude of the residuals) norms.
¢ Single DART, two and three DARTS inversions are obtained for each norm.
e Single DART inversion constrained with earthquake magnitudes are aldoedita
e The dfect of DART measurements time interval used in the inversion is investigated.

e The dfect of population size in genetic algorithm over the inversion is investigated.

In addition, obtained tsunami scenarios for the 15 November 2006 Kiailds and the 27

February 2010 Chile tsunamis are used to modtshore tsunami propagation and tide gage
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data at several coastal cities (Tang, personal communicatidide gage results are compared

with the actual measurements.

At this point, the number of DARTs and tsunami source functions are limited ¢ thnd
twenty respectively. In inversions with multiple DARTS, population size is kégiter since
complexity is higher relative to single one. Also, tournament selection is a&ssagia default
operator for this case because it does not need sorting in every stelp detreases elapsed
time. Solution by genetic algorithm inversion has reasonable elapsed timeuis ces be
used in coastal inundation modeling through Short-term Inundation FirfaraTsunamis
(SIFT™) andor Community Model Interface for Tsunami (ComMI™) for real-time fore-

casting.

Based on the results, the following preliminary conclusions can be drawn:

¢ Single DART unconstrained -without considering earthquake moment mdgriisia
constrain- inversion appears to provide good estimates of tsunami amplatidés
shore and at coastal locations, i.e., satisfactorily represents the muastset other

DARTSs and tide gages in harbors.

e Earthquake moment magnitude constrained inversion does not necegsgritywe

tsunami source determination.

e Moment magnitudes calculated through DART inversion are close to momeni-magn

tude calculated through seismic inversion.

¢ Data from multiple DARTs might be providing robust constraints for the seleafo
tsunami source functions which will be used in inversion. This might beetkém a

more accurate forecast of tsunami arrival time and amplitude.

Currently, GAIN uses local pre-computed tsunami source function fild8ART measure-
ments. However, it is possible to upload data in real-time from NCTR's dagabifis a slight
modifications. In addition, enabling source function selection from a worlg figaire will

enrich the interface. Also, inversion process is not automated, i.e., theoeseslf-selecting

! Model runs were performed by Liujuan Tang of NCTR using their fasting models.
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algorithm for tsunami source functions used, time interval, etc. If thedarfssaare added
to GAIN, it may be considered as a useful additional tool to NCTR’s Shemnta Inundation
and Tsunami Forecasting (SIFT) system /andCommunity Model Interface for Tsunamis
(ComMIT).
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APPENDIX A

STEPS TO RUN GAIN

Before running the GAIN it is required to provide DART buoy measurenagrt tsunami
source function files. DART buoy measurement files must be MATDAB.mat’ file in

the ‘DART’ subfolder including two variables called ‘t'" and ‘felev’ whiclepresent time
in minutes and wave amplitudes in meters respectively. Tsunami source fufilgm are
required to be included in ‘SOURCE’ subfolder. File structure of tsunauice file is given
in Table A.1. First row in tsunami source file includes DART station names,diisimn

includes time in seconds and other columns includes tsunami source functioselireg at
the specified DART stations in centimeters. When the DART station is selected @At
tsunami source file, find the column belong to selected DART and uploadsetemmputed

time series data from that column.

Steps to run GAIN is summarized as follows and shown in Figure A.1:

1. Select the subduction zone at which earthquake occurred ancesanound the epi-

center with an appropriate range (1a-d in Figure A.1).

2. Select DART station(s) close to the epicenter and define the inversion tieneailis)

using the sliding bars or edit boxes (2a-c in Figure A.1).

3. Select the sources from source selection panel in order to use invérsiam (3 in

Figure A.1).
4. Choose fitness function and genetic algorithm parameters (4 in Figure A.1

5. All these selections are submitted to MATLAB genetic algorithm optimization tool-

box by using ‘Solve’ button and results are plotted (5 in Figure A.1).
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6. Solution can be exported as a text file or session can be saved wheggiiised (6 in

Figure A.1).

Table A.1: Structure of the tsunami source function files. Here, time saeagivaen for the
tsunami source function cssz085a at the location of the DARTs 214134214, 99902 and
99903 location (File named as ‘darssza83inear.dat’).

0 21413 21414 21415--- 99901 99902 99908
0 |0.0000 0.0000 0.0000--- 0.0000 0.0000 0.0000
60 |0.0000 0.0000 0.0000--- 0.0000 0.0000 0.0000
120 |0.0000 0.0000 0.0000--- 0.0000 0.0000 0.0000

86280| 0.0442 -0.0133 -0.0653-- -0.0845 -0.1020 0.006]
86340| 0.0453 -0.0192 -0.0576-- -0.0949 -0.1096 0.013]
86400( 0.0388 -0.0247 -0.0425-- -0.0965 -0.1080 0.019

o0 o7

=

Table A.2: Sample report of GAIN.

DART station(s) : 21414
Left boundary (min) : 112
Right boundary (min) : 147
Fitness function : 2
Constraint : 1

Population size : 100
Generation : 1000

Sources Weigthts
kisz012a 5.66
kisz012b 0.13
kisz012y 0.00
kisz012z 0.05
kisz013a 3.57
kisz013b 0.00
kisz013y 0.00
kisz013z 0.34
kisz014a 0.00
kisz014b 0.92
kisz014y 0.61
kisz014z 0.00

Total slip (m) : 11.30

Moment magnitude : 8.20
FVAL : 3.85

RMS error : 0.327

Final generation : 202
Optimization terminated :
average change in the fithess
value less than options.TolFun.
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Figure A.1: Steps to run GAIN.
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