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ABSTRACT

INCREASING AIR DEFENSE CAPABILITY BY OPTIMIZING BURST
DISTANCE

Tirkuzan, Mehmet

M. Sc., Department of Electrical and Electronics Engineering

Supervisor: Prof. Dr. Erol Kocaoglan

December 2010, 56 pages

In this thesis, burst distance is optimized to increase air defense capability for
systems utilizing airburst munitions. A simulator program is created to use during
the study by taking advantage of the MATLAB environment. While creating the
simulator program, a munition path model is derived by using fourth order Runge-
Kutta method. Then, simulations are conducted at different burst distances and
related information are recorded. By using least square optimization method and
gathered data, optimum burst distance is found. Moreover, the effects of several
factors on optimum burst distances are analyzed, including: the weights of the
objectives in the optimization, target dimensions, target range, wind, target position
ambiguity, firing angle, and velocity ambiguity after burst. Furthermore, a firing
method is proposed. The result of the proposed firing method and the optimum
solution are compared and success is presented. To sum up, this study presents a
way to find optimum burst distance, analyzes the factors that may affect optimum

burst distance, and suggests a firing method for effective shots.

Keywords: Airburst munitions, burst distance optimization, fire control.
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HAVA SAVUNMA KABILIYETININ ARTTIRILMASI AMACIYLA
PARALANMA MESAFESI OPTIiMiZASYONU

Turkuzan, Mehmet

Yiiksek Lisans, Elektrik Elektronik Miihendisligi Boliimii

Tez Yoneticisi: Prof. Dr. Erol Kocaoglan

Aralik 2010, 56 sayfa

Bu ¢alismada, havada paralanan mithimmatla hava savunmasi yapan sistemlerde
etkinligin arttirilmas1 amaciyla paralanma mesafesi optimizasyonu yapilmistir.
Calismada kullanilmak iizere MATLAB ortamindan faydalanilarak bir simiilatér
yazilmistir. Simulator gelistirme asamasinda mithimmat yolu modeli dordiincii
dereceden runge-kutta metodu kullanilarak ¢ikarilmistir. Daha sonra farkli
mesafelerde paralanma mesafesi simiilasyonu yapilarak gerekli veriler toplanmustir.
Bu veriler kullanilarak en kiigiik kareler metoduyla optimum paralanma mesafesi
bulunmustur. Ayrica; optimizasyonda kullanilan parametrelerin, hedef boyutunun,
hedef uzakliginin, riizgarin, hedef belirsizliginin, atis agisinin, paralanmadan sonra
pargaciklarin hizlarindaki degisimin paralanma mesafesine etkileri incelenmistir.
[laveten, bir de atis sekli 6nerisinde bulunulmustur. Bu atis seklinin vermis oldugu
paralanma mesafesiyle optimum paralanma mesafesi karsilagtirilmistir. Ozetle, bu
calisma optimum paralanma mesafesi bulma yolu gostermistir. Optimum paralanma
mesafesini etkileyen faktorleri incelemistir. Ayrica, etkin bir atis yapabilmek i¢in

bir atis sekli Onerisinde bulunmustur.

Anahtar Kelimeler: Havada paralanan mithimmatlar, paralanma mesafesi

optimizasyonu, atis kontrol.
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CHAPTER 1

INTRODUCTION

1.1 BACKGROUND AND SCOPE OF THE THESIS

“Missile hurling was a skilled craft thousands of years before writing was
developed...” [1] Throughout the history, human beings needed to fight for food or
defense. At Stone ages, they used hurled stones and then they created spears and
javelins. After the invention of gunpowder, firearms were invented, thus weapons
have been changed. Lethality of weapons and effective ranges of the weapons have
been improved with time. However, as the effective ranges of these weapons
increased, it became more difficult to accurately aim these weapons. This problem
is named as “Fire Control Problem” and defined as the firing of a projectile from a

weapon in order to hit a selected target [1].

Parallel to the development of guns; munitions are improved and diversified. In this
study, model is derived for medium caliber ammunition. 20 millimeters (mm)
through 60mm ammunition is grouped as medium caliber ammunition which was
first used in the World War I. Previously the main purpose of this size ammunition
involved an anti aircraft role. Its early use in ground applications was against

lightly armored vehicles [3].

Conventional medium caliber ammunition is grouped into two; high explosive
ammunitions, which are used in point detonating or point detonating delay mode,
and airburst ammunitions. In World War 11, airburst munitions of the time were
used as anti aircraft. Manually aimed guns, which fire fragmental (airburst)

munitions, had provided an effective air defense against bomber aircrafts of that



time. The most known ones were the Germans flak (fliegerabwehrkanone) guns
which fired grooved projectiles [9, 18].

Medium caliber ammunition has improved over time. Increment of the ground anti
armor penetration requirements during the 1990’s gave rise to the high performance
armor piercing ammunition. The technological advances had improved airburst
munitions [3]. Once more they would be used against aircrafts like in the World
War Il. Today, the most effective air defense systems are accepted as the ones

deploying air bursting munitions, with their greater area of engagement [9].

In the literature, there are some studies about airburst munitions, such as; the burst
time optimization [8, 13, 19], various ways of setting the fuse timer [6, 7, 8]. About
the burst time optimization, general tendency is on keeping the optimum burst
distance constant. There are two ways of setting fuse timer which are; setting timer
at the muzzle of the gun [6, 8] and setting timer as late as possible at somewhere on
its flight path [7]. Both of these methods require the optimum burst distance. In this
thesis, optimum burst distance is found. Moreover, the parameters that may affect
optimum burst distance is analyzed which are: firing angle, range of the target,
dimensions of the target, presence of wind, importance of the objectives, ambiguity
in the target position, and variation of the particles velocity after burst.
Additionally, a firing method is proposed. However; target position estimation,
firing angle calculation, target and munition path calculations are not in the scope

of this thesis. They are implemented to provide inputs for the study.

1.2 OUTLINE OF THE THESIS

In this thesis, optimum burst distance of airburst munitions is studied. Simulations
are carried out and data is gathered for optimization. In the simulations, target
movement is not tracked and it is not considered because the studies like tracking

the target and estimating the target position are well known studies which had been



already studied a lot. Thus, during the simulations, intersection point of the
munition path and target path is assumed as given.

In Chapter 2, fire control problem and optimization problem is explained. Airburst
munitions are described and other types of munitions are mentioned briefly as
background information. Least square optimization method and fourth order Runge
Kutta method is presented. Literature survey in the field of airburst munitions is

presented by mentioning several outstanding studies briefly.

Chapter 3 derives the system model, describes the cost function, shows the
proposed firing method, and presents the simulator program written in MATLAB.
Therefore, assumptions about system model derivation are given in this part.

In Chapter 4, optimization problem is solved. Results are presented. The effects of
the parameters on optimum burst distance are analyzed. Proposed firing method's

solution is compared to the optimum solution.

Chapter 5 concludes the study by giving a summary of the work done. It also

mentions possible future work to guide the researchers in this area.



CHAPTER 2

LITERATURE SURVEY

This chapter gives general information about the field of the study and background
on the subject. In Section 2.1, general information about fire control is presented. In
Section 2.2, airburst munitions are described. In Section 2.3, general information
about optimization problem is presented. In Section 2.4, Runge-Kutta method is
presented. In the last section, general patented methods about increasing

effectiveness of the systems that use airburst munitions are presented.

2.1 FIRE CONTROL

Launching a projectile from a gun system to hit a target is called the fire control
problem. Fire control mainly means offsetting the gun direction from line of sight
in order to solve the fire control problem which is hitting the selected target as
illustrated in Figure 2-1 [1]. In fire control problem, both target and gun system

may be moving.
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Figure 2-1: Illustration of general fire control problem [1]

Offset angle is called prediction angle that is the angle between line of sight and
gun direction, called weapon line. Prediction angle is the solution provided by a fire
control system by available information. This solution, prediction angle, is achieved
as the result of offset components in elevation and azimuth. Solution data are
applied up to the time of firing for guns and rocket launchers, whereas for guided

missiles, solution data are also applied at some intervals or continuously after firing
[1].

Fire control has mainly three functions. These functions are; acquiring appropriate
input data, calculating the elevation and azimuth angles required for the projectile
to intersect the target, and applying these angles to the fire control mechanism to
position the gun correctly. These three functions are associated with acquisition and

tracking systems, computing systems and gun pointing systems.

In some situations fire control includes solution of two additional problems. The
first problem is maintaining awareness of the gun-target situation which means that

gun turret is following the target. Gun is always ready to fire. This problem is more



significant for fast targets. In this case, gun aims to the target all the time, since
aiming just before firing is sometimes physically impossible due to the need of very
fast movements of gun turret. The second problem is controlling the time and
volume of fire to achieve maximum effectiveness of fire and minimize waste of
ammunition, which involves making projectiles explode when they reach the
vicinity of the target by means of time fuzes preset by a fuze-time computer.

Thus, fire control may be broadly defined as quantitative control over one or more

of the following items to deliver effective weapon fire on a selected target:
1. The direction of launch

2. The time and volume of fire

3. The detonation of the missile [1]

The first item, namely direction of launch, and the second item namely time and
volume of fire are subjects of other studies. The detonation of missile control is the
problem of the systems which utilize airburst munitions. In this thesis, airburst
munitions are considered and detonation of missile control is the subject of this

study.

2.2 AIRBURST MUNITIONS

Munitions are diversified according to their sizes; small caliber, medium caliber
and large caliber. Small caliber munitions diameter are smaller than 20mm.
Medium caliber munitions are considered as 20mm through 60mm and large caliber
munitions are bigger than 60mm. Munitions are also classified by the types of their
fuzes, namely; impact, time, command, inferential and proximity. Impact fuzes
operate as munitions hit the target, time fuzes operate after a predefined time
passes, command fuzes operate by a signal from a remote controller, inferential
fuzes function if preconditions are met, and proximity fuzes function if munitions

are at defined distance [20].



Airburst munitions have two types of fuzes, mentioned above, which are time fuzes
and command fuzes [7, 8]. Since this thesis concentrates on the optimum burst
distance, the fuze type of the munition is not important, as long as time of burst is

controlled.

The concept of airburst munitions is to burst munitions in the air above the target or
in front of the target. The aim is to put maximum fragments on the target area.
Since airburst munitions have lots of fragments, their probability of hit is greater
than a single piece munition. Although, the main aim of airburst munitions is
increasing the probability of hit, they may be used to engage more targets which are
close to each other, if it is necessary [2].

In Figure 2-2, 35mm base fused time-programmable airburst munition is shown. As

seen from the figure, there are a lot of sub projectiles inside.

Figure 2-2: 35mm time programmable airburst munition [10]

In Figure 2-3, the parts of the munition are shown. Different munitions include
different number of sub projectiles inside. The one in the figures includes 152

tungsten sub projectiles.
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Figure 2-3: Description of the parts [10]

In Figure 2-4, the configuration of a system utilizing airburst munitions is shown.
The working principle of the system can be summarized as follows: After detection
of target, position and velocity information are sent to gun computer. Then, gun
makes required calculations including target path estimation, time of flight and

burst time. Finally, munition is fired.

Ejection of
Subprojectiles
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=
72]
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}_
©
©
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uzzle Velocity Measurin

Fuze Programmin

Gun
Computer

Figure 2-4: General airburst system configuration [10]



In Figure 2-5, the end part of the cannon of the above configuration is shown. This
device is used for calculating the actual muzzle velocity of the projectile in several
systems. The device has three coils and the working principle of the device is the
following. When munition is sensed by first coil, gun computer starts a timer.
When munition is sensed by second coil, gun computer stops the timer. With this
information, the computer calculates actual muzzle velocity. Then gun computer

calculates burst time and set this time on the fuze using the third coil.

Programming Coil

Muzzle Velocity
Measurement

Figure 2-5: End part of cannon [10]

There is a different system that also fires airburst munitions. Their munitions are of
different kinds. One of them is trigged by a specific radio signal, in which the
system detects tracks of trajectories and gives the fire command accordingly. After
firing, both the target and the munition are tracked with radars. At the best point

fire signal is sent to burst the munition.

2.3 OPTIMIZATION PROBLEM

Optimization problem is defined with the following quadruple (S, m, v, C). Where

e Sisaset of solutions (burst distances),

. m(x) is the set of objective parameters, given an instance xe S,

o V(X) is the set of cost values, given an instance xS,



o C s the cost function.

The aim is to find an optimal solution, X, € S, in the set of solutions S:

vk =C A& ]xeS |

V(X,) =min ¥(x) xS (2-1)

In this thesis, optimization is used to find burst distance. Simulations are carried on,
objective parameters are recorded. Then, these records are processed by the cost
function to find the optimum solution. The cost function of the optimization is
created by using least squares optimization method.

2.3.1 LEAST SQUARES OPTIMIZATION METHOD

The cost function of least square optimization problems is expressed as a sum of
squares [29]. The best fitting curve, according to least squares, has the minimal sum
of the deviations squared (least square error) from a given set of data [31].

There are a set of data points (x,VY,), (X,V¥,), .., (X,,Y,)where x is the
independent variable and vy is the dependent variable. The deviations (error) d of
the fitting curve f(x) from each data pointare d, =y, — f(x), d, =y, — f(x,), ...,
d, =y, — f(X,). According to the method of least squares, the best fitting curve is

the curve which satisfies the minimum squared error as in Equation(2-2) [31].

M=d?+d>+..+d? zzdf zz[yi — (X)) (2-2)
i=1

i=1

In this thesis, least squares method is used to derive cost function of the
optimization. Actual values of the objective parameters are subtracted from the
ideal objective parameters. Each deviation is squared and they are summed up as
formulated in Equation (3-15). Minimum value means minimum deviation from the

ideal in the least squares sense.

10



2.4 RUNGE-KUTTA METHOD

In numerical analysis, Runge-Kutta methods are an important family of implicit
and explicit iterative methods. Runge-Kutta methods are used for the
approximation of the solutions of ordinary differential equations [31]. An ordinary
differential equation of the form of Equation (2-3) can be iteratively solved with the

4th order Runge-Kutta method whose formula is given by Equation (2-4).

dy _
W—de)
y(©0) =y, (2-3)

Yiia =i +%(k1 + 2k, + 2K, +k,)h
h = Xi+l - X

I(1 = f(xiiyi)
2.4
@:fm+%nm+%mm (2-4)

1 1
ky=f(x,+=hy, +=k,h
3 (| 2 y| 2 2)
k, = f(x +h,y +k;h)

Hence, v, is calculated by the present value y; plus the product of the interval h
and an estimated slope. This estimated slope is a weighted average of slopes:

e ki is the slope at the beginning of the interval,

e Kj is the slope at the midpoint of the interval, using slope k; to determine the

value of y at the point t, +h/2 using Euler's method,

e Ks is again the slope at the midpoint, but now using the slope k; to

determine the y-value,

e Ky is the slope at the end of the interval, with its y-value determined by

using ks in previous step [31].

11



In this thesis, fourth order Runge Kutta method is used to solve the iterative
differential equations of the flight path model.

2.5 LITERATURE SURVEY ABOUT AIRBURST MUNITIONS

In literature, there are some patents awarded for increasing effectiveness of airburst
munitions. All these patented methods concentrate on the calculation of burst time.

In this section, the differences and similarities of these methods are presented.

One patented method [8] aims at determining burst time of airburst munitions. It is
possible that hit probability of airburst munitions can be improved by using this
method. In order to score better hit probabilities, method suggests keeping optimum
distance between the burst point and the hit point constant. The method calculates a
time correction value for keeping burst distance constant. Calculation of time
correction value is basically found by multiplying the velocity difference between
estimated muzzle velocity and actual muzzle velocity by a constant, as shown in

Equation(2-5)[8, 12, 13, 19]. V.umnaea IS the average muzzle velocity of the

e

is the burst time calculated with a V

estimate

previous shots. t 4 muzzle velocity.

calculated

t.. IS the burst time corrected by measuring actual muzzle velocity.

burst

tburst = tcalculated + K(Vestimated _Vactual) (2'5)

The actual muzzle velocity is measured by a device located at the muzzle of the gun
as shown in Figure 2-5. Burst time is corrected and the success of the projectile is
improved [8, 12, 13, 19].

There is a patented method [6] that measures muzzle velocity by counting
revolutions of the projectile in the barrel. Counting the revolutions of the projectile
in the barrel is the difference of the present method from the above mentioned
method. This method also keeps the optimum burst distance constant. The method
uses a device which measures the revolution of the projectile. By this revolution
counting device actual muzzle velocity is measured. The method says that defined

number of revolution is normally completed in time t. The revolutions counting
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device counts defined revolutions in time t,. Then, Equation (2-6) gives the

corrected burst time calculation as:

T

burst

=T

estimate

o T, —1) (2-6)

x 1s the constant. T, IS the corrected time. T,

estimate

4 1S the estimated burst time

depending on the previous experiments [6].

A third patented method [12] differs from the others by its device for transferring
information to projectiles. This device is placed in the barrel of the gun. Burst time
depends on the position of this device in the barrel. Thus, performance of the shot
can be tuned by changing the position of the device. Furthermore, this invention
uses many computing units and filter blocks to calculate burst time better in order

to maintain optimal burst distance.

Another patented invention [7] differs from the others by watching projectile and
target actively. This method determines burst time by keeping optimum burst
distance constant like others. However, projectile is remotely fragmentable. Burst
time is not downloaded to the projectile. Radar and gun computer actively watch
the projectile and target. When distance between them is equal to the optimum

burst distance, an RF signal is sent and projectile is bursted.

The above mentioned methods all assume that an optimum burst distance is
available. They suggest different methods to keep optimum burst distance as it is.
However, there is no publicly available study about finding optimum burst distance.
Hence, this thesis concentrates on optimum burst distance. Therefore, the result of

this study can be used by all methods mentioned.
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CHAPTER 3

DERIVING THE SYSTEM MODEL

In this chapter, derivations of the models which are used during the study are
presented. Firstly, munition path model is derived. Initial model includes all forces
that act on the projectile. However, the model used in the simulations is a
simplified version of the initial model. The simplification is done by using

assumptions given in Section 3.1.

Next, the cost function to be optimized is presented. Least-square error

minimization method is used to find the optimum burst distance.

After cost function presentation, two different firing methods are presented. First
firing method is for the case when target location is known with zero error. Second

firing method is for the case when target location is not known perfectly.

Finally, the program written in MATLAB to solve equations that are derived in this

chapter is presented.
3.1 ASSUMPTIONS

Simplification is very important for modeling [28]. Target is assumed as an
ellipsoid in this thesis. As mathematical definition of an ellipsoid is simple and easy

to express, target is assumed to be of ellipsoid shape.

Air density and gravitational acceleration are assumed as constant. In Figure 3-1,
there is an illustration of a projectile with trajectory path. The angle between the
axial direction of a projectile and the tangent to the trajectory is the attack angle.

Attack angle is assumed as zero during the simulations. Besides, projectile is

14



assumed as non-rotational. Since, the study concentrates on very short range air
defense, those last two assumptions have minor effects on the projectile path [26].

There are some assumptions to define projectile and its behavior. Projectile
includes 181 particles. After burst, particles fly in a cone shape with 10 degrees
apical angle [8]. Furthermore, particles gain 150 m/s velocity in average due to the
burst effect. To define coordinate start point, muzzle of the gun is assumed as the

origin of the coordinate system.

1

Figure 3-1: Coordinate system for six-degrees-of-freedom trajectories [26]

3.2 FLIGHT PATH MODEL

The aim of this part is to derive the flight path model of an airburst munition.
Firstly, a model that includes all forces, which is known as six degrees of freedom
trajectory model, is presented as given in Equation (3-1). Then, the equation is

simplified by introducing some assumptions.

The six-degrees-of-freedom vector differential equations of motion, for a rigid,
rotationally symmetric projectile acted on by all significant aerodynamic forces are
summarized in Equation(3-1) [26].
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Y - > SdC S\ - -
v __mSG Y pS La[v - (v-x)v] P N"a( J(ho )(Xxvj
dt 2m 2m I,

(3-1)

SdC C - > - | . PO
PO 1,5 g R | L )

2m m mr,

In this equation, V is the velocity vector of the projectile with respect to the Earth
fixed coordinate system. W is the velocity vector of the wind with respect to the
Earth fixed coordinate system. v is the velocity vector of the projectile with

respect to the air (v V W) The first term (- v) in Equation (3-1) is
2m

related to drag force, and v indicates the norm of the vector v . Sis the projectile
reference area, pis the air density, m is the mass and C,is the drag force

coefficient [26].

The second term (%[v2 ;—(VO x)Vv]) is related to the lift force. ;is the unit
m

vector along the projectile's rotational axis of symmetry. C,,is the lift force

coefficient. e is the dot product operator [26].

_ pSAC,. (1, )= =Y~ =), . _ .
The third term (—2—p I—y he x | xxv |) in Equation (3-1) is related to the
m X

magnus force. dis the projectile reference diameter. C, . is the magnus force

Npa

coefficient. 1 is the projectile transverse moment of inertia. | is the projectile

axial moment of inertia. his the vector angular momentum divided by the
transverse moment of inertia and x is the cross product operator [26].

pVSd (CNq +CNa)

The fourth term (
2m

(hx x)) in Equation (3-1) is related to the pitch

damping force. Cy, +C,, is the pitch damping coefficient [26].
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g is the acceleration vector due to gravity. A is the coriolis acceleration vector.

T- | | mr
g_x+ _Y e

(hx x) are the rocket related forces. Tis the rocket thrust
m mr, m

force. mis the projectile mass. r,is the distance from the center of mass of the

projectile to the rocket nozzle exit [26].

Equation (3-1) is a general expression. We will explain five simplifications of
Equation (3-1) for our own problem. The simplifications are done by the following

three assumptions:
1. h is zero,

2. angle of attack which is presented in Figure 3-1 by «, is zero,

4) -
3. A IS zero.

This study concentrates on airburst munitions. Airburst munition mass is constant

: . . . T2 . :
during the flight. They are not rocket like munitions. So, g—x IS zero, as T is
m
L, mr, (> 2). , T : :
zero. T hx x |is zero, since used projectile is non-rotational which
t

R
means h is zero.

The second term (%{v2 ;— (C. ;) 3]) in the Equation(3-1) diminishes to zero.
The reason can be simply explained as: The angle of attack is taken as zero in this

- - -> - -
study, so x and v will have the same direction. As a result ve x =|v|, norm of v .

- > > -

- - - -
Hence, v* x—(ve x) v can be written as v’ x—|v|v which is equal to v* x—v*X,

and hence the desired result. Another consequence of zero angle of attack is that
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xxVv =0, since x and v have the same orientation. Thus, the third term

SAC. (1. Yo >\ o
(= a 2mNpa (Ty](h' Xj(xx V)) in the Equation (3-1) diminishes to zero.

X

Since the projectile used in the study is non-rotational, h is zero, hence the fourth

ﬂVSd (CNq +CNa)

term ( 5m

(ﬁx ;)) in the Equation(3-1) becomes zero.

The force due to coriolis is ignorable compared to gravitational and air drag forces.
Therefore, coriolis force is taken as zero during the study. Finally, six degrees-of-
freedom equations converge to the equations of Point-Mass trajectory given in
Equation (3-2).

dV _ wSGy o - (3-2)

V+
dt 2m g

Trajectory formulation is derived. Then, the trajectory model of the munition which
is used during the study should be defined. Firstly, the state vector of the model is

presented in Equation (3-3).

>

]
1

(3-3)

N < o < > e

N o

The state space is six dimensional Cartesian space, S = R°. The state vector €S

consists the position 3 e 9¢R3, and the velocity 3, € R°[28]. The general

formulation of the states are presented in Equation (3-4) and Equation (3-5).

(3-4)

L2

_ o~
p_‘sv

L2

g-p713,13,

\
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(3-5)

Above mentioned iterative flight path differential equations are solved by fourth

order Runge-Kutta integration method.

X, Y and Z components of the muzzle velocity is given by Equation (3-6) where Vq

is the muzzle velocity and 0 is the firing angle in the Y-Z plane.
V, =V, coséd

V, =V,sind

V, =0

The initial condition vector is then given as:

3(0) =

< O

z

Whereas Equation (3-8) given below indicates the accelerations:

dv, _ )
at PN
dv, o 2
dt =g-pNVy
dVv, _ )
at =—pNy

The value of state vector at the end of one time step At will then be given as:

3(AL) = 3(0) + %(kl 12k, + 2K, +k,)At

< o < o
>

~<
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In the above equation, the k; values (i=1, 2, 3, 4) are found by using Equation (3-

9).

k= 1(5(0).0)

At At
k,=f(3(0)+k —,—
.= 13O +k 52

At At (3-9)
ky = £(3(0) + kz?,?)

K, = T (3(0) + k,At, At)

Using functions f € and 3, the explicit form of k; values are obtained as:

Vx

- PN,
Yy

g— PN,
V;

e p?’vzz

k= (3(0),0) = (3-10)
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At At
k, = f(3(0)+k —, =) =
» = F(3(0) 15 2)

At

- At
ks = f(\s(0)+k2?,?) =

k, = T (3(0) + kAL, At) =

[ At
Vx(l+?)
B . 2 At
Vy —PWx(lﬂL?)
_p7)\/x2 At
V, (1+—)
V. Y
Y 2 +k1%: 2 N
9= (9 - pV2)a+2)
v, 2
__pWZZ ] Vz(l+%)
- N+ )
VX(1+%(1+%))
Vi oo - PN S )
- PN At . At
v, e v, @+ S0 5)
_ 2 29 ,
9= (9 -2+ 2+ ah)
v, 2 2
, At, At
- oVE V@ s 2)
L. At At
RGAA S )
i At At
VX(1+At(1+?(1+?)))
v, —pwf(lwt(l%m%)))
7 VY(1+At(1+§(1+§)))
iz | M 2 2At At
9= PP (g - PN+ AL+ 2 @+ By
v, 272
~ PV Vo (L At S S)
- PN A S D)
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These calculations are performed for each time step to iterate states forward until
the burst of the munition. Then, at burst instant the effect of the burst is added to

the states and calculations start again until the particles hit to the target.

Figure 3-2 illustrates the ejection of subprojectiles at burst instant. The ejection of
subprojectiles can be assumed to start with firing the munition from the gun.
Munition flies until it reaches to the burst point. After burst, 181 particles start to
fly in a cone shape with 10 degrees apical angle. Each particle has a flight path and
these paths are traced by the formulation which is previously given. Firstly, initial
states of the particles are defined. Positions of the particles are all the same, namely
the burst point. However, velocities of the particles are different, and are given as
shown by Equation (3-14). From this point, each particle is traced as mentioned in

the equations from 3-8 to 3-13.

Figure 3-2: Ejection of subprojectiles, plotted by simulator program in MATLAB

Figure 3-3 is the illustrative picture of the particles position a little after the burst. It
is created by using MATLAB.
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Figure 3-3: An illustration of subprojectile dispersion

After burst, particles are scattered in an order. There are 36 particles on each circle.
Their models are given in Equation (3-14).

Elevation

Azimuth arget

Figure 3-4: 3D subprojectile component illustration

In Figure 3-4, |AD| is the path of the subprojectiles. In this figure, it is shown that

path has three components, namely X, Y and Z. The distance |AB| is the distance

from burst point, A, to the center of the covered area, B. The direction from point A
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to B is the direction of the Z component of the sub-projectiles. The direction from
point B to point C is the direction of the X component of the sub-projectiles. And

the direction from C to D is the Y component direction. In Equation (3-14), ¢ s the
elevation angle, ¢ is the azimuth angle, &;is the elevation angle from -5 to 5

degrees and is used for creating the cone shape. 150 m/s is the velocity increment

gained by particles due to burst.

Vagat = W5 o) + W () + V5 ()

Vi (1) = (Vrg +150) c0s (&g + @) sin(e)

Vi, () = (Vro +150)sin(; +¢) — gt (3-14)

Vzp (1) = (Vy +150) c0s (65 +¢) cOS(9)

In Equation (3-14), t is taken as zero at the time of burst. The state vector is
refreshed at the burst, and calculations performed for munition are repeated for

particles to find their path after burst.
3.3 COST FUNCTION

During the study, least square method is used for optimization. The variables of the
optimization process are hit velocity, number of particles that hit the target and
coverage. The weights of the objectives changes with respect to the target. Because,
some targets are stronger, penetration of the sub-projectile will be satisfactory if
velocity is higher, and for some weak targets, penetration is satisfactory for low
speeds so the important components are distribution and coverage. Increasing
number of sub-projectiles which hit the target is a common need for all types of
targets. Equation (3-15) is a general least squares cost function formulation. The
aim is to find the burst distance which minimizes the cost function value. The
weights of the objective parameters are a, b, and ¢ in Equation (3-15). Maximum
velocity is determined separately for each simulation, the only exception being the
simulation where the change of burst distance with respect to firing angle is

investigated. In the above mentioned exceptional case, the maximum velocity is
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chosen as the same for each calculation. Maximum coverage is %2100, and

maximum number of particles is 181.

C = a(max_hitVelocity —actual _hitVelocity)? + b(L00— Coverage)® (3-15)
+ c(totalParticles — particleswhichHit)?

During the study, the weights are selected as equal with, a=b=c=1. This choice
indicates that the effects of the different deviations have equal importance. To
investigate the effects of cost function weights on burst distance change, a separate

study is conducted in Chapter 4.

3.4 A FIRING METHOD IN THE CASE OF PERFECT TARGET
LOCALIZATION

In this part, a firing method is presented. The success of the method is shown in
Chapter 4.

Front View Side View Top View

Figure 3-5: The aim of the firing method is illustrated

Figure 3-5, illustrates the aim of the firing method. Since target position is perfectly
known, hit probability is 100%. Thus, kill probability should be increased. To
increase the Kill probability, number of particles that hit the target should be
maximized. Moreover, coverage should be maximized to give damage more parts

of the target, since the chance of survival for targets decreases with increasing
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affected area. On the other hand, if hit velocity is not enough to give the desired
damage, burst distance is decreased. So, coverage is decreased.

At Section 3.2, the models of the sub-projectiles were derived. Target surface

equation is given to be as:

X = Xeage)® ¥ ~Yearget)®  (Z = Zyarger)’
( ;arget) + ( t;rget) + ( t2arget) =1 (3-16)
Rx Ry R

z

The trajectory of the munition is found iteratively and positions of the particles are
known at each iteration. In Equation (3-16): X, Y, and Z are replaced with the
positions of particles. When the result is equal to or smaller than 1, particle hits the
target. In other words, particles are checked for hits at each iteration. The cost
function is calculated for each assumed burst distance, and as a result, the burst

distance giving the minimum cost is obtained.

35A FIRING METHOD IN THE PRESENCE OF TARGET
LOCALIZATION ERRORS

In this part, the "firing method", mentioned in Section 3.4, is changed by handling
localization errors. That means that the position of the target is not known exactly.
The center of the target is assumed to have an uncertainty of Gaussian type. This

uncertainty is shown in Figure 3-6.
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Figure 3-6: The area where target centre position exists mostly

In Figure 3-6, covered area represents the area where target center position exists
mostly. The covered area is illustrated as a circle, however it is an ellipse. The aim

of this firing method can be shown by a circle whose radius is presented in Figure

3-7 with a red line.

Figure 3-7: The radius of the aimed circle
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In Figure 3-7, circular area indicates the area where target center position mostly
exists, it is the circle shown in Figure 3-6. The ellipse represents the target. The red
line shows the radius of the worst case circle that is the aim of the firing method.
The start point of the line is the center of the circular area and the end point of the

red line is on the ellipse as shown in the Figure 3-7.
3.6 SIMULATOR PROGRAM
The simulator software is programmed by using MATLAB. It has a graphical user

interface. Screenshot of the program is shown in Figure 3-8.
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Figure 3-8: The screen shot of the simulator
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The simulator program calculates the path of the munition, simulates burst, and
traces the paths of the particles. The program calculates the number of particles that
hit the target, it calculates the area that the munition covers on the target surface,
and it gives the hit velocity of the particles to the target. Target's position ambiguity
is achieved by Monte Carlo simulations. The model of the munition derived in
Chapter 3.2 is directly used in the simulator. The position of the target is
determined by Monte Carlo simulations as explained in the following parts.
Random number generation algorithm for Monte Carlo simulation is created using
Matlab function, namely randn(). This function (randn) generates random numbers
whose mean is zero, variance is one. In this study, random number generation is
done with the following formula: "mean + variance*randn(1)". Hence, random
numbers generated by Monte Carlo simulations (errors on the target position) have

Gaussian probability density function.

By using Equation(3-14) and Figure 3-4, the relation between azimuth and
elevation angles can be found in order to model the cone shaped distribution of the

sub-projectiles. This condition is satisfied by the Equation (3-17).

% =CO0S(p)cos(p) (3-17)

Since cone shaped distribution exists, |AD| is constant for the same cosine

multiplication angles (cos@)cos()). |AB]is the burst distance, thus it is constant.

According to 3-17, the relation between elevation angle and azimuth angle is
derived, which indicates that multiplication of cosines of the angles is constant.

The target cross-section seen by the munition is illustrated in Figure 3-9 and is

determined by Equation (3-18).
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Figure 3-9: The illustration of the target cross-section seen by the munition at Y-Z
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rZ r-Y
AN (3-18)

Iy

JrZcoso? +r?sin 6

In Equation (3-18), z and y are the coordinates of the point that red line intersects
the upper half of the ellipse.r, is the radius of the target in the Z axis. r, is the
radius of the target in the Y axis. r,. is the radius of the cross-section seen by the

munition in the Y axis with respect to the rectangular coordinate system with the
origin of coordinates located at the intersection point of the munition path and the
target. Coverage calculation is done by using an image processing function of

MATLAB. To calculate coverage, an area is defined whose geometric sizes are
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determined by using probable errors and dimensions of target as in the Equation(3-
19).

X'=2(r, +Ary)

3-19
Y'=2(r,. +Ar,.) (3-49)

X' and Y' are the magnitudes of the sides of the area. r, is the radius of the target
in the X axis and Ar, is the magnitude of the max error in the X axis. Then two

zero matrices are defined with the sizes of the area found in Equation(3-19). The
random middle point which is found by Monte Carlo simulation is put on one of the
matrix. This point is the center of the ellipse with radiuses rX and ry'. The other
matrix is for saving munition's covered area. Both of the matrices represent the

same area perpendicular to the path of the munition.

Then particle positions are combined by roiPoly function of the Image Processing
Toolbox of the MATLAB to define the area that munition covers. Then, bitwise
AND operation is performed for these matrices. Thus, covered area by the munition
on target surface is found. Figure 3-10, 3-11, and 3-12 show the images in sequence
to describe coverage calculation better.

Figure 3-10: Target area which is seen on the path of the munition

In Figure 3-10, target is placed to the matrix. The elliptic area is one, grey part is

zero in the matrix. This elliptic area represents the target area seen by the munition.
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Figure 3-11: Area covered by munition

In Figure 3-11, covered area by the munition is set to one and the rest is zero.

Figure 3-12: The intersection of the target and area covered by munition

In Figure 3-12, the intersection area of Figure 3-10 and Figure 3-11 is shown. This
area is achieved by performing bitwise AND operation between target area and

covered area of the munition as described in Figure 3-13.
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Figure 3-13: The description of the covered area

In Figure 3-13, A is the intersection of target area (Figure 3-10) and area covered
by munition (Figure 3-11). B is the target area not covered by munition. No damage
is done to that part of the target. C is the covered area that does not cover any target

area.

The aim throughout the study can be summarized by making use of the Figure 3-13

as increasing A, decreasing C and B as much as possible.
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CHAPTER 4

ANALYSIS AND SIMULATIONS

In this part, results of the simulations to find optimum burst distance are presented.
Furthermore, the parameters that affect optimum burst distance are analyzed.
Throughout the simulations, burst distances are swept by changing burst time. The
increment between burst distances is about 1 m. Hence, the accuracy of burst
distance is 1 m. However, calculated burst distances, which belong to that burst
time, naturally have fractions which is not meaningful when accuracy is 1 m. To
eliminate this situation, found burst distances from the simulations are rounded to

integers at this chapter.

As known from Chapter 3, the coordinate system used during the simulations is

Cartesian coordinate system which is given in Figure 4-1.

-

x 8 >
Z

Figure 4-1: A representative figure of coordinate system

In Section 4.1, the effect of firing angle on burst distance is simulated and results
are presented by a graph. In Section 4.2, target distance from the gun is changed to
see the effect of that on burst distance. In Section 4.3, dimension of the target is
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changed and change in the burst distance with respect to target dimension is
presented. In the next section, effects of the weights of the optimization function on
burst distance are analyzed separately and results are presented with graphs. In
Section 4.5, effect of the ambiguity in target location on burst distance is analyzed
and results are presented. In the next part, the effect of the wind on burst distance is
simulated in three different ways; wind against movement, wind supports
movement, and side wind. The change in the burst distance with respect to wind
velocity is graphed and presented. In Section 4.7, the effect of the velocity
difference after burst on optimum burst distance is analyzed. In Section 4.8, a
scenario is built without ambiguities and burst distance is found. Moreover, the
result of the firing method is compared to the optimum burst distance. In the last
part, a scenario is simulated such that there are ambiguities in target position burst
velocity. Burst distance is then calculated in the presence of such ambiguities.
Furthermore, the result of the firing method is compared to the optimum burst

distance.

4.1 THE EFFECT OF FIRING ANGLE

An important part of the simulations is the effect of firing angle on burst distance.
Firing angle, also known as elevation angle, is the angle between gun turret and

ground as shown in Figure 4-2.

Figure 4-2: A representative figure of firing angle
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Five different firing angles; 15, 30, 45, 60, and 75 degrees are simulated
respectively with the following cost function defined in Chapter 3:

C = (max_hitVelocity —actual _hitVelocity)® + (100 — actual _Coverage)®
+(181—actual _numberOfPaticles)?

The intersection point of the munition path and the target path is assumed as 1000

meters away from the gun which is represented by 'r' in Figure 4-3.

Figure 4-3: An illustration of firing angle simulation

Dimensions of the target are taken as follows: X radius is 10 m, Y radius is 5 m,
and Z radius is 10 m. The results of this simulation are presented in Figure 4-4

which shows the change in burst distance with respect to firing angle.
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Figure 4-4: The effect of firing angle on optimum burst distance

As shown in Figure 4-3, firing angles are changed from 15 degrees to 75 degrees.

At 15 degrees burst distance is 102 m and at 75 degrees burst distance is 109 m.

From these simulations, it is seen that burst distance increases with firing angle.

This is an expected result, since cross-sectional area of the target increases with

angle which is clear by Equation (3-18) and burst distance increases with cross-

sectional area as given in Section 4.3.

Table 4-1: Deviation weights of the objective parameters in total deviation

Firing Optimum burst | Deviation Deviation Deviation

angle distance (m) square in square in square in # of | Total cost
(degree) velocity coverage particles value

15 102 6.068587783 |95.40991684 |417.8749122 |519.3534
30 103 4.786675932 |11.44062976 |147.7366381 |163.9639
45 107 3.58671553 2.66799556 30.52409878 |36.77881
60 108 2.866533328 |2.20314649 2.74716889 7.816849
75 109 2.400559934 |2.48314564 |0.305240988 |5.188947
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To observe the contribution of each error terms to the total cost value, a table
(Table 4-1 given on the previous page) is constructed. The table shows the firing
angle, the corresponding optimum burst distances, the individual error squares, and
finally the total optimum cost value. It can be easily observed that the total cost
value, and the cost due to number of particles hitting the target decreases
dramatically as the firing angle increases. This is an expected result, because as
firing angle increases the cross sectional area of the target facing the particles

increases.

4.2 THE EFFECT OF RANGE

The effect of the range of the target on the burst distance is an important part of the
simulations. The dimensions of the target used during the simulations are the same
as in Section 4.1. Range in these simulations stands for the distance between the
gun and the intersection point of the munition path and the target path. Five
different ranges are simulated in this part to see the change in the burst distance.
These ranges correspond to very short range air defense in real life, as in the case of
a demonstration of 35 mm airburst munition handled by Army Research Laboratory
[2]. These simulated ranges are: 500 m, 1000 m, 1500 m, 2000 m, and 2500 m at 45
degrees of firing angle. Figure 4-5 shows the change in burst distance with respect
to range.

112
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Figure 4-5: The effect of range on optimum burst distance
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As shown in Figure 4-5, ranges are changed from 500 m to 2500 m. When range is
500 m burst distance is 110 m and when range is 2500 m burst distance is 100 m.
Thus, it is inferred from these simulations that burst distance decreases with ranges
which is expected. Angle of the munition with respect to ground decreases on the

trajectory with range. Hence, opposite of Section 4.1, burst distance decreases with
decreasing angle.

4.3 THE EFFECT OF THE TARGET DIMENSIONS

The effect of the target dimensions on burst distance is another important part of
the simulations. Since target is modeled as an ellipsoid, dimensions are the radii in
X, Y, and Z axes. Simulations at this part are handled for five different target
dimensions. The radii are stated in the (X, y, z) format; (5, 3, 5), (10, 5, 10), (15, 7,
15), (15, 15, 15), and (20, 10, 20). Firing angle is 45 degrees during the simulations.
Moreover, hit point, intersection of the munition path and the target path, is chosen

as 1000m from the gun. Figure 4-6 shows the change in burst distance with respect
to target volume.
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Figure 4-6: The effect of target dimensions on optimum burst distance
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If target area increased with the same burst distance, coverage would decrease. To
increase coverage objective, burst distance should be increased. According to
Figure 4-6, burst distance increases with target dimensions which is an expected

result. If target dimension increases, burst distance will increase.

44 THE EFFECTS OF THE WEIGHTS IN THE COST
FUNCTION

In this part, the effects of the weights of the cost function on optimum burst
distance are analyzed. Initially, the weights of the objective parameters are equal to
1. Effect of an objective parameter is simulated, while weights of the other
objective parameters are kept constant. Firing angle is 45 degrees during the
simulations. Hit point, intersection point of the munition path and the target path, is
taken as 1000 m from the gun. Dimensions of the target are the same as in Section
4.1. Figure 4-7 is the graph of equal weight cost function with respect to burst

distance. Optimum burst distance is 107 m.
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Figure 4-7: The graph of equal weight cost function with respect to burst distance

Targets with stronger skin are hard to damage. Particles should hit with higher

velocity to these kinds of targets. Hence, this makes the importance of the hit
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velocity higher. Figure 4-8 shows the change in burst distance with increasing
velocity weight in the cost function.
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Figure 4-8: The change in burst distance with increasing velocity constant

If burst distance increases, hit velocity will decrease. Thus, if bigger hit velocity is
demanded, burst distance will decrease. Parallel to the expectations, burst distance

is decreasing with increasing hit velocity weight. Thus, results given in Figure 4-8
are not surprising.

When the weight of coverage is increased, the change in burst distance is given by
Figure 4-9.
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Figure 4-9: The change in burst distance with increasing coverage constant

If burst distance increases, coverage will increase. Thus, if bigger coverage is
demanded, burst distance will increase up to a burst distance when coverage is
100%. Hence, the results of Figure 4-9 are as expected.

When the weight of particles that hit the target is increased, the change in burst
distance is given by Figure 4-10.
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Figure 4-10: The change in burst distance with increasing particle constant
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If burst distance increases, number of particles that hit the target will decrease.
Therefore, to increase the number of particles that hit the target, burst distance will

decrease until all particles hit the target. Thus, Figure 4-10 gives expected results.
45 THE EFFECTS OF AMBIGUITY IN TARGET LOCATION

Due to the radar errors, target position estimation errors, mechanical errors etc.
some amount of ambiguity in the target position occurs. At this part, the effect of
the ambiguity in the target location on optimum burst distance is observed. The
ambiguity in the target location is modeled as a Gaussian distribution. However, the
ambiguity in the target location differs from system to system. These simulations

show the change in optimum burst distance with respect to ambiguity.

During simulations, firing angle is set to 45 degrees. Hit point, which is the
intersection point of the munition path and the target path, is selected as 1000 m
away from the gun. The dimensions of the target are the same as in Section 4.1.
Five different variances are chosen for target location ambiguity, which is assumed
to be Gaussian distributed. These variances in X and Y coordinates are stated as (X,
Y) format; namely (5, 2.5), (10, 5), (15, 7.5), (20, 10), and (25, 12.5). Figure 4-11
shows the change in the burst distance with respect to the ambiguity in the target

location. 1, 2, 3, 4, and 5 refers to the variances mentioned above in the same order.
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Figure 4-11: The change in burst distance with increasing variance
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If ambiguity in target location increases, hit probability will decrease. To increase
hit probability, burst distance should be increased. That makes Figure 4-11
reasonable.

4.6 THE EFFECT OF WIND

In this part, the effect of wind on optimum burst distance is observed. Depending
on the wind velocity and direction, munition path may change a lot, even target
may be missed. However, in these simulations such exceptional cases are not
handled. Wind velocity is changed from zero to 30 m/s. Simulations are done for 45
degrees firing angle. Hit point, intersection point of the munition path and the target
path, is 1000 m away from the gun. The dimensions of the target are the same as in
Section 4.1. Figure 4-12 shows the change in burst distance with respect to wind

against movement on Z axis.
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Figure 4-12: The change in burst distance with increasing wind velocity against the
movement on Z axis

According to the results presented in Figure 4-12, optimum burst distance decreases

with increasing wind velocity against the movement on Z axis.
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Figure 4-13 shows the change in the burst distance with respect to wind in the
movement direction on Z axis.
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Figure 4-13: The change in burst distance with increasing wind velocity in the same
direction with the movement on Z axis

According to the results presented in Figure 4-13, optimum burst distance increases

with increasing wind velocity in the same direction with the movement on Z axis.

Figure 4-14 shows the change in the burst distance with respect to the wind on the
X axis.
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Figure 4-14: The change in burst distance with increasing wind velocity on X axis
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According to the results presented in Figure 4-14, optimum burst distance increases
with increasing wind velocity along X axis.

4.7 THE EFFECT OF VELOCITY AMBIGUITY AFTER BURST

In this part, the effect of velocity ambiguity after burst on optimum burst distance is
observed. The dimensions of the target used in these simulations are the same as in
Section 4.1. During the simulations, firing angle is 45 degrees. Hit point,
intersection point of the munition path and the target, is 1000 m away from the gun.
As it is known from Section 2.5, muzzle velocity ambiguity is a well known
subject. It is studied a lot. Any variance in muzzle velocity changes the burst
position which means optimum burst distance is not conserved. Thus, effectiveness
decreases. However, velocity ambiguity after burst is not mentioned at these
studies. Figure 4-15 shows the change in the burst distance with respect to different
velocity increments due to burst.
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Figure 4-15: Change in the burst distance with respect to different velocity
increments due to burst

Particles gain some velocity due to burst. In Figure 4-15, these gained velocities are
changed from 50 m/s to 250 m/s to see the change in the optimum burst distance.

As it can be seen from Figure 4-15, optimum burst distance is not influenced from
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the variation of the velocity increment after burst. However, effects of the particles

are influenced from variation as seen in Figure 4-16.
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Figure 4-16: Change in the cost value with respect to different velocity increments
due to burst

Higher the velocity increment, higher hit velocity. Thus, particles have more kinetic

energy which means they are more effective.
4.8 SIMULATION WITHOUT AMBIGUITY

In this part, we assume that the target position is known perfectly and burst velocity
increase is 150 m/s. Simulation parameters are; 45 degrees firing angle, intersection
point of the munition path and the target path is 1000 m away from the gun.
Dimensions of the target are the same as the other simulations. Figure 4-16 shows

the burst distance cost value graph of the simulation result.
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Figure 4-16: Burst distance cost value graph. Optimum burst distance and the
solution of the proposed method are also indicated

Red point shows the optimum burst distance at Figure 4-16 and orange point shows
the solution of the "firing method™ which is the method applied when there is no
ambiguity in the target position (method presented in Section 3-4). Optimum burst
distance with respect to equal weight cost function is 107 m. The result of the firing
method for this case is 83 m. The success of the firing method is calculated by
assigning 0% success to the worst point (cost value 10000) and 100% success to the
optimum burst point. Hence, the success of the firing method according to the

mentioned calculation is 96.5%.
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Table 4-2: Objective parameters of the optimum solution and the solutions of the

firing methods.

HIT VELOCITY | NUMBER OF PARTICLES | COVERAGE
(m/s) THAT HIT THE TARGET | (%)
Red Point
(Optimum Solution) 642.3664 168 100
Orange Point
(Solution of the firing | )¢ 532, 181 80.8659
method)

4.9 SIMULATION WITH COMPLETE MODEL

In this part, simulation is done including target position ambiguity and velocity
ambiguity. Simulation parameters are; 45 degrees firing angle, intersection point of
the munition path and the target is 1000 m away from the gun. Random numbers
generated for Monte Carlo simulations have zero mean, 10 m variance for X axis,
and 5 m variance for Y axis for target position; zero mean, 10 m/s variance for
velocity. 700 Monte Carlo simulations are conducted the average of which is shown
in Figure 4-17. In the figure, the variances observed in simulations are also

indicated (vertical orange lines).
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Figure 4-17: Burst distance cost value graph. Optimum burst distance and firing
method solution are also indicated

Red point shows the optimum burst distance in Figure 4-17 and yellow point shows
the solution of the "firing method". Optimum burst distance with respect to equal
weight cost function is 203 m. The result of the firing method for this case is 235
m. The success of the "firing method" is 98.3%. As seen from the figure, variance
from the average is high for burst distances smaller than the optimum burst
distance. This can be explained by the fact that, for burst distances bigger than the
optimum burst distance, the coverage of the munition is enough to tolerate the

errors of target position.
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Table 4-3: Objective parameters of the optimum solution and the "firing method"

solution.
HIT VELOCITY | NUMBER OF PARTICLES | COVERAGE
(m/s) THAT HIT THE TARGET | (%)
Red Point
. . 7 146.27 .
(Optimum Solution) 635.75 6 88.54
Yellow Point
(Solution of the firing
method, when target
position is notknown ) 5, 45 134.41 93.44
precisely)
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CHAPTER S

CONCLUSION AND FUTURE WORK

5.1 CONCLUSION

Airburst munitions are effective for very short range air defense. In the literature,
there are some studies to increase the effectiveness of airburst munitions. However,
all of these studies assume an optimum burst distance exists and try to maintain
these optimum burst distances. In this thesis, calculation of optimum burst distance
is analyzed as an optimization problem and a way to calculate optimum burst
distance is presented. The parameters that effect optimum burst distance are
analyzed by simulations. Furthermore, a firing method is proposed.

The parameters that may affect optimum burst distance are firing angle, range of
the target, dimensions of the target, presence of wind, importance of the objectives,
ambiguity in the target position, and variation of the particle velocities after burst.
According to the simulation results, it is seen that the burst distance becomes bigger
with increasing target dimensions. The relation between the firing angle and the
burst distance is proportional. Burst distance increases with firing angle. Therefore,
if target range increases, burst distance decreases. If ambiguity of the target
position increases, burst distance will increase. Depending on the target attributes,
importance of the objectives change. If hit velocity is more important, burst
distance will decrease. Similarly, burst distance decreases with increasing
importance of the number of particles that hit the target. Conversely, if coverage is
more important, burst distance will increase. Furthermore, the affect of wind on
optimal burst distance is simulated. Side winds and winds that assist the movement

of the munition increase optimal burst distance. On the contrary, winds that oppose
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movement of the munition decrease optimal burst distance with increasing wind
velocity. Moreover, velocity variation after burst is also simulated to see how it
affects burst distance. However, it has no influence on burst distance. The variation

on the velocity after burst changes the effects of the particles.

In addition to simulation results mentioned, comparison of the firing methods with
optimal solution is presented. The success of the proposed firing method without
any ambiguity in the system and target location has been calculated as 96.6%. If the
errors are included, such as target position ambiguity and velocity ambiguity due to

burst, the success of the proposed firing method has been calculated as 98.3%.

At the beginning of the study, the motivation was to discover a method to find
optimum burst distance for increasing air defense capability. Now, at the end of the
study, the followings are achieved; knowledge about the factors that affect
optimum burst distance, a way to calculate optimum burst distance with a target
dependent cost function, and a firing method which can be used without calculating

burst distance.

5.2 FUTURE WORK

A more realistic target may be used during the simulations. Some parts of the target
may have different importance, like in the real world. Hence, simulations may be
repeated and some tuning to burst distance may be done.

Moreover, rotational munition may be used during the simulations whose angle of
attack, shown in Figure 3-1, is non zero. Simulations may be repeated and some
tuning to burst distance may be done. Furthermore, a changing wind with respect to
altitude may be added to see the difference.

Another possible extension to this study is simulating effects of firing patterns.
Firing patterns may have significant effect in real world situations. Depending on
the firing pattern, optimum burst distance may change.
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