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ABSTRACT

CFAR PROCESSING WITH MULTIPLE EXPONENTIAL SMOOTHERS FOR NONHOMOGENEOUS ENVIRONMENTS

Gürakan, Berk
M.Sc., Department of Electrical and Electronics Engineering
Supervisor : Assoc. Prof. Dr. Tolga Çiloğlu
Co-Supervisor : Assoc. Prof. Dr. Çağatay Candan
December 2010, 84 pages

Conventional methods of CFAR detection always use windowing, in the sense that some number of cells are investigated and the target present/absent decision is made according to the composition of the cells in that window. The most commonly used versions of CFAR detection algorithms are cell averaging CFAR, smallest of cell averaging CFAR, greatest of cell averaging CFAR and order-statistics CFAR. These methods all use windowing to set the decision threshold. In this thesis, rather than using windowed CFAR algorithms, a new method of estimating the background threshold is presented, analyzed and simulated. This new method is called the Switching IIR CFAR algorithm and uses two IIR filters to accurately estimate the background threshold. Then, using a comparison procedure, one of the filters is selected as the current threshold estimate and used. The results are seen to be satisfactory and comparable to conventional CFAR methods. The basic advantages of using the SIIR CFAR method are computational simplicity, small memory requirement and acceptable performance under clutter edges and multiple targets.
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CHAPTER 1

INTRODUCTION

Classical hypothesis testing aims to decide between the null hypothesis and the alternative hypothesis. These hypotheses can be a statistical induction statement (such as "all cars are red") or in the context of a radar, a target present or absent decision. There are many different ways to develop statistical tests to decide which one of these hypotheses are correct. One of the first developments in hypothesis testing was initiated by Bayes [1] and Neyman-Pearson [2] have contributed significantly to the field later on.

If the hypotheses are regarded in terms of signal present or absent decision, the problem can be called binary signal detection. It is called binary in the sense that there are two possible hypotheses, either a 1 or a 0. In this thesis, only binary signal detection will be considered even though M-ary signal detection (more than two hypotheses) is also cited frequently in literature.

1.1 Scope

The aim of this work is to present a new algorithm for constant false alarm rate (CFAR) detection of radar targets under Gaussian noise, based on an IIR filtering and switching approach. The performance of this detector will be analyzed by simulations and theoretical calculations.

Signals are modeled as exponential random variables (the Swerling model) and the noise is modeled as a white Gaussian process.
1.2 Outline

In 1.3, a review of detection theory is made which will be used in later parts of the thesis. In Chapter 2, a literature review on constant false alarm rate (CFAR) processing is made. Commonly used CFAR methods are explained with examples, equations and figures. In Chapter 3, CFAR detection using IIR filters is explained and the proposed algorithm together with the modifications and reasoning is presented. In Chapter 4, the simulation results and comments about the results are given. In Chapter 5, the thesis is concluded with finishing remarks, summary and an outline of future work.

1.3 Detection Fundamentals

The primary functions of any surveillance system (radar, sonar etc) are detection, tracking and imaging. The main concern here is to decide whether any measurement falls into one of the two categories:

1. The measurement is the result of interference (noise) only.
2. The measurement is the combined result of interference and echoes from a target.

The first hypothesis is denoted as the null hypothesis, $H_0$ and the second as alternative hypothesis $H_1$. The detector must use some kind of logic that determines whether a measurement falls under $H_0$ or $H_1$. If $H_0$ best accounts for the data, the system declares that no target was present for that measurement. If $H_1$ best accounts for the data, the system declares that a target was present for that certain measurement. Since the signals can only be described statistically, the decision between the two hypotheses is a matter of statistical decision theory. One should start the analysis using a probability density function (pdf) describing the measurement to be tested under each of the two hypotheses. Let the sample to be denoted as $y$, then the following definitions are valid:
\[ p_y(y|H_0) = \text{the pdf of } y \text{ given that a target was not present (} H_0 \text{ is true)} \]
\[ p_y(y|H_1) = \text{the pdf of } y \text{ given that a target was present (} H_1 \text{ is true)} \]

More generally, the detection will be based on not a single sample but \( N \) number of samples of data \( y_n \) forming a vector \( y \)

\[ y \equiv [y_0 \ldots y_{N-1}] \]

The \( N \) dimensional joint pdfs \( p_y(y|H_0) \) and \( p_y(y|H_1) \) are then used. The following probabilities are important and must be defined here:

Probability of Detection (\( P_D \)): The probability that a target is declared (\( H_1 \) is chosen) when a target is in fact present.

Probability of False Alarm (\( P_{FA} \)): The probability that a target is declared (\( H_1 \) is chosen) when a target is in fact not present.

Probability of Miss (\( P_M \)): The probability that a target is not declared (\( H_0 \) is chosen) when a target is in fact present.

Since \( P_M = 1 - P_D \), \( P_{FA} \) and \( P_D \) are sufficient to specify all of the probabilities of interest.

### 1.3.1 The Neyman-Pearson Criterion

The next step in decision making is to find a rule for deciding what makes an optimal choice between the two hypotheses. The approaches follow directly from the theory of simple hypothesis testing problem. There are two main methods for dealing with this problem, the Neyman-Pearson criterion and the Bayesian risk approach. Sonar and radar systems typically use the Neyman-Pearson criterion [3]. The Neyman-Pearson criterion aims to find a decision process to maximize the probability of detection \( P_D \) under the constraint that the false alarm probability \( P_{FA} \) does not exceed a certain number. This criterion is motivated by the fact that for a fixed system design, increasing \( P_D \) implies increasing \( P_{FA} \) as well [4].
Each vector of measured data values $\mathbf{y}$ is a point in $N$ dimensional space. To have a complete decision rule, every possible point in that space must be assigned to one of the hypotheses, $H_0$ ("target absent") or $H_1$ ("target present"). Let $R_1$ denote the region for which if $\mathbf{y} \in R_1$ we denote target present (i.e., $H_1$). This means that the region $R_1$ is mapped to $H_1$. Then, the following definitions are valid:

$$
P_D = \int_{R_1} p_y(\mathbf{y}|H_1) \, d\mathbf{y}
$$

$$
P_{FA} = \int_{R_1} p_y(\mathbf{y}|H_0) \, d\mathbf{y}
$$

(1.1)

Since probability density functions are nonnegative, it is seen from (1.1) that $P_D$ and $P_{FA}$ must rise or fall together when $R_1$ changes. Obviously when $R_1$ grows to include more of the possible observations $\mathbf{y}$, both of the integrals will be larger because of the nonnegative pdf. This leads to a very important result, in order to increase the detection probability, the false alarm probability must be allowed to increase as well.

### 1.3.2 The Likelihood Ratio Test

The Neyman-Pearson criterion aims to obtain the best possible detection performance while keeping a tolerable false alarm probability. This can be mathematically formulated as follows:

choose $R_1$ such that $P_D$ is maximized, subject to $P_{FA} \leq \alpha$

where $\alpha$ is the maximum tolerable false alarm probability. One can use the method of Lagrange multipliers to solve this optimization problem. Let $F$ be defined as

$$
F = P_D + \lambda(P_{FA} - \alpha)
$$

Now the problem is maximizing $F$ and then choosing $\lambda$ to satisfy $P_{FA} = \alpha$. Substituting from (1.1) we get:
\[
\max F = \max \{ \int_{R_1} p_y(y|H_1) \, dy + \lambda \left( \int_{R_1} p_y(y|H_0) \, dy - \alpha \right) \} \\
= \max \{-\lambda \alpha + \int_{R_1} p_y(y|H_1) + \lambda p_y(y|H_0) \, dy \} \quad (1.2)
\]

The first term of (1.2) does not depend on the choice of \( R_1 \) therefore it can be omitted in the maximization process. To maximize \( F \), one needs to maximize the value of the integral over \( R_1 \). So we should include \( y \) in \( R_1 \) if the integrand is positive for that value of \( y \). This means \( R_1 \) must be made of points \( y \) for which

\[
p_y(y|H_1) + \lambda p_y(y|H_0) > 0
\]

This directly leads to the decision rule

\[
\frac{p_y(y|H_1)}{p_y(y|H_0)} \geq -\lambda \quad (1.3)
\]

(1.3) is known as the likelihood ratio test (LRT). This test is very useful in the sense that it gives an optimal rule for guessing, under the Neyman-Pearson criterion, whether a target is present or not based directly on the observed data \( y \) and the threshold \(-\lambda\). Note that this threshold still needs to be computed. This threshold should be computed using the \( P_{FA} \) constraint. (1.3) tells us that the ratio of two pdfs, evaluated for the particular observation \( y \), must be computed and if that "likelihood ratio" exceeds some threshold, a target present decision must be made (choose \( H_1 \)). If it does not exceed the threshold, declare no target is present (choose \( H_0 \)). To carry out the LRT, it is obvious that the models of \( p_y(y|H_1) \) and \( p_y(y|H_0) \) are needed. As a convenient way, the LRT can be expressed in the following notation:

\[
\Lambda(y) \overset{H_1}{\geq} \eta \quad (1.4)
\]

From (1.3), \( \Lambda(y) = \frac{p_y(y|H_1)}{p_y(y|H_0)} \) and \( \eta = -\lambda \). One can apply a monotone increasing operator to both sides of (1.4) and this will not change the performance. Most common way is to take natural logarithm to obtain the log likelihood ratio test.
To illustrate these cases better, consider a simple case where the presence or absence of a constant, in zero-mean Gaussian noise of variance $\beta^2$ is to be decided. This means distinguishing between two hypotheses:

$$H_0 : y = w$$
$$H_1 : y = m + w$$

where $w$ is a vector of independent identically distributed (i.i.d) zero mean Gaussian random variables and $m$ is a vector of constants. When there is no signal (hypothesis $H_0$) the data vector $y$ has an $N$-dimensional normal distribution with covariance matrix $\beta^2 I_N$ where $I_N$ is the identity matrix of dimensions $N \times N$. When there is a signal (hypothesis $H_1$), the distribution is simply shifted to a nonzero mean.

$$H_0 : y \sim N(0_N, \beta^2 I_N)$$
$$H_1 : y \sim N(m_N, \beta^2 I_N)$$

The joint pdf of $y$ under both hypothesis is therefore

$$p_y(y|H_0) = \prod_{n=0}^{N-1} \frac{1}{\sqrt{2\pi}\beta^2} \exp\left(-\frac{1}{2} \left(\frac{y_n}{\beta}\right)^2\right)$$
$$p_y(y|H_1) = \prod_{n=0}^{N-1} \frac{1}{\sqrt{2\pi}\beta^2} \exp\left(-\frac{1}{2} \left(\frac{y_n - m_n}{\beta}\right)^2\right)$$

The likelihood ratio $\Lambda(y)$ and the log likelihood ratio can be directly calculated.
Using the log likelihood ratio and (1.5) we arrive at the following result.

\[
\ln \Lambda(y) = \frac{1}{\beta^2} \sum_{n=0}^{N-1} my_n - \frac{1}{2\beta^2} \sum_{n=0}^{N-1} m^2
\]  

Using the log likelihood ratio and (1.5) we arrive at the following result.

\[
\sum_{n=0}^{N-1} y_n \overset{H_1}{\gtrless} \overset{H_0}{\lesssim} \frac{\beta^2}{m} \ln(-\lambda) + \frac{Nm}{2}
\]  

It is worth noting that right hand side of (1.10) does not depend on \( y_n \) and can therefore be considered as a constant. It is specified from this equation that the available data samples, \( y_n \), must be summed and then compared to a detection threshold, which still needs to be computed. This is an example of how LRT specifies the signal processing required on the data, to achieve optimal detection performance. In most cases, the LRT can be rearranged to isolate on one hand, only these terms including the data samples, moving all other constants to the other hand side. The term \( \sum y_n \) is called the sufficient statistic for this example and denoted by \( \Upsilon(y) \). The sufficient statistic is a function of the data \( y \) and has the property that the likelihood ratio can be written as a function of \( \Upsilon(y) \). This means that no other statistic which can be calculated from the same sample, provides any additional information. This also means that knowing the sufficient statistic is as good as knowing the data itself [5]. Therefore, the LRT can now be changed to:

\[
\Upsilon(y) \overset{H_1}{\gtrless} \overset{H_0}{\lesssim} T
\]  

Note that (1.11) is in the form of (1.10) with \( \Upsilon(y) = \sum y_n \) and \( T = \frac{\beta^2}{m} \ln(-\lambda) + \frac{Nm}{2} \). Since \( \Lambda \) and \( \Upsilon \) are functions of the data vector \( y \), they have their own pdfs. This means we can compute the LRT threshold in terms of \( \Lambda \) and \( \Upsilon \) to compute the detection threshold. One can use the following expressions:
\[ P_{FA} = \int_{\eta = -\Lambda}^{\infty} p_\Lambda(\Lambda|H_0) \, d\Lambda = \alpha \]
\[ P_{FA} = \int_{T}^{\infty} p_\Upsilon(\Upsilon|H_0) \, d\Upsilon = \alpha \]  
(1.12)

Continuing from the same example, we saw that the sufficient statistic \( \Upsilon(y) \) is just the sum of the data samples \( y_n \), \( \Upsilon = \sum_{i=0}^{N-1} y_n \). Under \( H_0 \), \( y_n \sim N(0, \beta^2) \) and therefore \( \Upsilon \sim N(0, N\beta^2) \).

Using the definitions in (1.12) we arrive at the following results.

\[ P_{FA} = \int_{T}^{\infty} p_\Upsilon(\Upsilon|H_0) \, d\Upsilon = \alpha \]
\[ = \int_{T}^{\infty} \frac{1}{\sqrt{2\pi N\beta^2}} e^{-\frac{\Upsilon^2}{2N\beta^2}} \, d\Upsilon \]  
(1.13)

Define the error function, erf(\( x \)) and complementary error function, erfc(\( x \)) as:

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} \, dt \]  
(1.14)
\[ \text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^2} \, dt \]  
(1.15)

It can be seen that \( \text{erfc}(x) = 1 - \text{erf}(x) \). One also needs to define the inverse error and inverse complementary error functions, and these are defined as \( \text{erf}^{-1}(x) \) and \( \text{erfc}^{-1}(x) \). It can be shown that \( \text{erfc}^{-1}(x) = \text{erf}^{-1}(1 - x) \).

To evaluate the integral in (1.13), make the change of variables \( t = \frac{\Upsilon}{\sqrt{2N\beta^2}} \), then
\[ dt = \frac{d\Upsilon}{\sqrt{2N\beta^2}} \]

\[ P_{FA} = \frac{1}{\sqrt{\Pi}} \int_{T/\sqrt{2N\beta^2}}^{\infty} e^{-t^2} \, dt = \alpha \]
\[ = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{T}{\sqrt{2N\beta^2}} \right) \right] \]  
(1.16)

Solving for \( T \), we get:
\[ T = \sqrt{2N\beta^2} \text{erf}^{-1}(1 - 2P_{FA}) \]  

(1.17)

Equations (1.16) and (1.17) shows how to compute \( P_{FA} \) given \( T \) and \( T \) given \( P_{FA} \). Now, we need to calculate \( P_D \) using the threshold computed from (1.17). Note that, under \( H_1 \), \( y_n \sim N(m, \beta^2) \) therefore \( \Upsilon \sim N(Nm, N\beta^2) \). Then,

\[
P_D = \int_T^{\infty} p_\Upsilon(\Upsilon | H_1) \, d\Upsilon
\]

\[
= \int_T^{\infty} \frac{1}{\sqrt{2\pi N\beta^2}} e^{-\frac{(\Upsilon - Nm)^2}{2N\beta^2}} \, d\Upsilon
\]

(1.18)

Using a change of variables, \( t = \frac{\Upsilon - Nm}{\sqrt{2N\beta^2}} \) one arrives at the following result:

\[
P_D = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{T - Nm}{\sqrt{2N\beta^2}} \right) \right]
\]

(1.19)

Using (1.17), the threshold \( T \) can be eliminated from (1.19). This will be the relationship between \( P_{FA} \) and \( P_D \).

\[
P_D = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\sqrt{2N\beta^2} \text{erf}^{-1}(1 - 2P_{FA}) - Nm}{\sqrt{2N\beta^2}} \right) \right]
\]

\[
= \frac{1}{2} \left[ 1 - \text{erf} \left( \text{erf}^{-1}(1 - 2P_{FA}) - \frac{\sqrt{Nm}}{\sqrt{2\beta^2}} \right) \right]
\]

\[
= \frac{1}{2} \left[ 1 - \text{erf} \left( \text{erf}^{-1}(2P_{FA}) - \frac{\sqrt{Nm}}{\sqrt{2\beta^2}} \right) \right]
\]

(1.20)

The sufficient statistic \( \Upsilon(y) \) consists of two parts, the signal part and the noise part. \( Nm \) is considered to be the signal component, since the goal is to detect its presence. The signal component has power \( (Nm)^2 \). The noise component has a power of \( N\beta^2 \). Therefore the signal-to-noise ratio (SNR) \( \chi \) for this problem, is defined as \( \chi = \frac{(Nm)^2}{N\beta^2} \) and \( \sqrt{\chi} = \frac{m \sqrt{N}}{\beta} \). (1.20) can then be reduced to,

\[
P_D = \frac{1}{2} \text{erfc} \left[ \text{erfc}^{-1}(2P_{FA}) - \sqrt{\frac{\chi}{2}} \right]
\]

(1.21)
(1.21) is very useful in the sense that one can analytically determine the $P_D$ for a given $P_{FA}$ and SNR. Also, it can be seen that $P_D$ and $P_{FA}$ must rise or fall together and the only way to increase $P_D$ for a given $P_{FA}$ is to increase the SNR for such an optimal detector. All these calculations lead to the following (optimal) detector setup.

\[ y[n] \rightarrow \sum_{i=0}^{N-1} (.) \rightarrow \begin{cases} H_1 \\ \not\sim H_0 \end{cases} \rightarrow \text{Detection Decision} \]

Figure 1.1: Detector setup for a known constant in Gaussian noise

### 1.3.3 Coherent Detection

Even though the Gaussian problem considered so far is useful for introducing and explaining the major elements of detection such as Neyman-Pearson criteria or the likelihood ratio test, it is not a very good example for modeling real life situations such as radar or sonar detection. Most radar systems use coherent detection, which produces complex-valued measurements. The approach considered so far is valid for real valued data only. Also, the Gaussian approach does not account for unknown parameters. The target amplitude and noise variance, for example, are mostly unknown and must be estimated.

An appropriate model for the noise at the output of a coherent receiver is developed in [4]. The I and Q channels will contain independent, identically distributed zero-mean white Gaussian noise with power $\beta^2/2$. A complex noise process, for which the real and imaginary parts are independent, identical and zero mean is called a **circular symmetric complex normal distribution**. The joint pdf of $N$ complex samples of this distribution is:

\[
p_y(y) = \frac{1}{\pi^N \det(\Gamma)} \exp \left\{ -(y - m)^H \Gamma^{-1} (y - m) \right\}
\]

(1.22)

Here $m$ is the $N \times 1$ vector of means of the signal $y = m + w$, $\Gamma$ is the $N \times N$ covariance matrix of $y$ and $\Gamma = E(yy^H) - mm^H$. Since the noise samples are i.i.d, $\Gamma = \beta^2 I_N$, $\det(\Gamma) = \beta^{2N}$ and
\[ \Gamma^{-1} = \frac{1}{\beta^2} \mathbf{I}_N. \] Then, (1.22) reduces to:

\[ p_y(y) = \frac{1}{\pi^N \beta^2 N} \exp \left\{ -\frac{1}{\beta^2} (y - \mathbf{m})^H (y - \mathbf{m}) \right\} \] (1.23)

One can then write the LRT as:

\[
\Lambda = \frac{p_y(y|H_1)}{p_y(y|H_0)} = \frac{\frac{1}{\pi^N \beta^2 N} \exp \left\{ -\frac{1}{\beta^2} (y - \mathbf{m})^H (y - \mathbf{m}) \right\}}{\frac{1}{\pi^N \beta^2 N} \exp \left\{ -\frac{1}{\beta^2} y^H y \right\}}
\]

\[
= \exp \left\{ -\frac{1}{\beta^2} (y^H y - \mathbf{m}^H \mathbf{m} + \mathbf{m}^H \mathbf{m} - y^H y) \right\}
\]

\[
= \exp \left\{ \frac{1}{\beta^2} (2 \text{Re} \{\mathbf{m}^H y\} - \mathbf{m}^H \mathbf{m}) \right\}
\]

\[
\ln \Lambda = \frac{1}{\beta^2} [2 \text{Re} \{\mathbf{m}^H y\} - \mathbf{m}^H \mathbf{m}]
\]

\[
= \frac{2}{\beta^2} \text{Re} \left\{ \sum_{n=0}^{N-1} m_n y_n \right\} - \frac{1}{\beta^2} N |m|^2 \quad \text{Matched Filter}
\]

(1.24) can be interpreted in the following way. The first term involves a dot product of two complex vectors \( \mathbf{m} \) and \( y \). This represents an FIR filtering operation and since the impulse response of this filter is identical to the signal to be detected under \( H_1 \), it can be named as a matched filter. The second term, is obviously the energy of the signal \( \mathbf{m} \). Denote this energy as \( E = N |m|^2 \).

Obviously, looking at (1.24) one can deduce that the sufficient statistic \( \Upsilon(y) = \text{Re} \{\mathbf{m}^H y\} \).

Expressing the LRT in terms of sufficient statistic yields:

\[
\Upsilon = \text{Re} \{\mathbf{m}^H y\} \gtrless_{H_0} \beta^2 H_1 \frac{1}{2} \ln (-\lambda) + \frac{E}{2} = T
\] (1.25)

Now we need to determine the pdf of the sufficient statistic \( \Upsilon \) under both \( H_0 \) and \( H_1 \). Let \( z = m^H y \). Since \( z \) is just the sum of independent Gaussian random variables, it will also be Gaussian. Under \( H_0 \), \( y_n \) is zero-mean noise and so is \( z \). The variance is found from:
\[ z = m^H y = \sum_{n=0}^{N-1} m_n \ast y_n \]

\[ \text{var}(z) = \text{var}(\sum_{n=0}^{N-1} m_n \ast y_n) \]
\[ = \sum_{n=0}^{N-1} \text{var}(m_n \ast y_n) = \sum_{n=0}^{N-1} |m_n|^2 \frac{\text{var}(y_n)}{\beta^2} \]
\[ = \beta^2 \sum_{n=0}^{N-1} |m_n|^2 = E \beta^2 \]  
(1.26)

Under \( H_0 \), \( z \sim N(0, E \beta^2) \). Similarly under \( H_1 \), \( z \sim N(E, E \beta^2) \). We need to find the pdf of \( \text{Re} \{z\} \). Gaussian noise splits evenly between the real and imaginary parts of \( z \) [3]. Therefore under \( H_0 \), \( \Upsilon \sim N(0, E \beta^2/2) \) and under \( H_1 \), \( \Upsilon \sim N(E, E \beta^2/2) \). Evaluating the \( P_{FA} \) expression,

\[ P_{FA} = \int_{T}^{\infty} p_T(\Upsilon|H_0) \, d\Upsilon \]
\[ = \int_{T}^{\infty} \frac{1}{\sqrt{2\pi E \beta^2/2}} e^{-\frac{\Upsilon^2}{2 E \beta^2}} \, d\Upsilon \]  
(1.27)

Making the substitution \( t = \frac{\Upsilon}{\sqrt{E \beta^2}} \), it is clear that

\[ P_{FA} = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{T}{\sqrt{\beta^2 E}} \right) \right] \]  
(1.28)
\[ T = \sqrt{\beta^2 E} \text{erf}^{-1} \left( 1 - 2P_{FA} \right) \]  
(1.29)

Repeating the same procedure used before,

\[ P_D = \frac{1}{2} \text{erfc} \left( \text{erfc}^{-1}(2P_{FA}) - \sqrt{\frac{E}{\beta^2}} \right) \]  
(1.30)

As before, \( E \) is the signal energy and \( \beta^2 \) is the signal power. Therefore the SNR, \( \chi = E/\beta^2 \). Then,
\[ P_D = \frac{1}{2} \text{erfc} \left( \text{erfc}^{-1} (2P_{FA}) - \sqrt{\chi} \right) \] (1.31)

We arrive at the same conclusion that SNR must be increased to improve detection performance for a given false alarm probability.

### 1.3.4 Unknown parameters

Up to now, every component of the pdfs \( p_Y(Y|H_0) \) and \( p_Y(Y|H_1) \) were assumed to be known. In the Gaussian example, the signal means \( \mu \) and the noise variance \( \beta^2 \) were assumed to be known. This is not the case in the real world because these parameters cannot be known perfectly. Now consider the case where the magnitude of the returning signal \( m \) is known but the phase is not. Let \( m = \tilde{m} \exp (j\theta) \) where the signal phase, \( \theta \) can be modeled as a uniform random variable distributed in \([0, 2\pi]\).

Using the Bayes theorem, one can find the pdf of a random variable by conditioning it on other random variables. For this case,

\[ p_y(y|H_i) = \int p_y(y|H_i, \theta) p_\theta(\theta) d\theta \quad i = 0,1 \] (1.32)

Then the following pdfs can be defined:

\[ p_y(y|H_0, \theta) = \frac{1}{\pi^N \beta^2 N} \exp \left[ -\frac{1}{\beta^2} y^H y \right] \] (1.33)

\[ p_y(y|H_1, \theta) = \frac{1}{\pi^N \beta^2 N} \exp \left[ -\frac{1}{\beta^2} (y - \tilde{m} e^{j\theta})^H (y - \tilde{m} e^{j\theta}) \right] \] (1.34)

Note that \( p_y(y|H_0) \) does not depend on \( \theta \), so there is no need to use Bayes theorem. (ie: \( p_y(y|H_0) = p_y(y|H_0, \theta) \)) For \( p_y(y|H_1) \):

\[
\begin{align*}
p_y(y|H_1, \theta) & = \frac{1}{\pi^N \beta^2 N} \exp \left[ -\frac{1}{\beta^2} (y^H y - 2 \Re \{ \tilde{m}^H y e^{-j\theta} \} + \tilde{m}^H \tilde{m}) \right] \\
& = \frac{1}{\pi^N \beta^2 N} \exp \left[ -\frac{1}{\beta^2} (y^H y - 2|\tilde{m}|^2 y^H y \cos (\phi - \theta) + E) \right]
\end{align*}
\] (1.35)
where $\phi$ is the unknown, but fixed, phase of the inner product $\tilde{m}^H y$. Using,

$$p_y(y|H_1) = \int p_y(y|H_1, \theta) p_\theta(\theta) d\theta$$

we get:

$$p_y(y|H_1) = \frac{1}{\pi^N \beta^{2N}} e^{-\langle y^H y + E \rangle / \beta^2} \frac{1}{2\pi} \int_0^{2\pi} \exp \left[ \frac{2}{\beta^2} \tilde{m}^H y \cos \theta' \right] d\theta'$$

(1.36)

where $\theta' = \phi - \theta$. To evaluate this integral, one needs to use the following definition of the modified Bessel function of the first kind, $I_0(x)$.

$$I_0(x) \triangleq \frac{1}{\pi} \int_0^{2\pi} e^{x \cos \theta} d\theta$$

(1.37)

Using this result, (1.36) becomes

$$p_y(y|H_1) = \frac{1}{\pi^N \beta^{2N}} e^{-\langle y^H y + E \rangle / \beta^2} I_0 \left( \frac{2|\tilde{m}^H y|}{\beta^2} \right)$$

(1.38)

The LRT and the log-LRT now become

$$\Lambda = \frac{p_y(y|H_1)}{p_y(y|H_0)} = \frac{\frac{1}{\pi^N \beta^{2N}} e^{-\langle y^H y + E \rangle / \beta^2} I_0 \left( \frac{2|\tilde{m}^H y|}{\beta^2} \right)}{\frac{1}{\pi^N \beta^{2N}} e^{-\beta^2 y^H y}}$$

$$= e^{-\frac{E}{\beta^2}} I_0 \left( \frac{2|\tilde{m}^H y|}{\beta^2} \right)$$

(1.39)

$$\ln \Lambda = \ln \left[ I_0 \left( \frac{2|\tilde{m}^H y|}{\beta^2} \right) \right] - \frac{E}{\beta^2} \begin{cases} H_1 \geq H_0 & \ln (-\lambda) \\ \geq H_0 & \end{cases}$$

(1.40)

Alternatively,

$$\ln \Lambda = \ln \left[ I_0 \left( \frac{2|\tilde{m}^H y|}{\beta^2} \right) \right] \frac{H_1}{H_0} T$$

(1.41)

Using the LRT and (1.41) the signal processing required for optimal detection of a signal in the presence of unknown phase is determined. One needs to pass the signal through a
matched filter, then take its magnitude and apply the nonlinearity \( \ln[I_0()] \). Because the function \( \ln[I_0()] \) is a monotonically increasing function, same results can be obtained using the threshold test

\[
|m^H_y| \xrightarrow{H_1} T'
\]  

(1.42)

To establish the performance of this detector, we need to find \( P_{FA} \) and \( P_D \) for the threshold test explained in (1.42). Let \( z = \hat{m}^H y \). We need to find the distribution of \( |z| \) under both \( H_0 \) and \( H_1 \). Under \( H_0 \), we know \( \hat{m}^H y \sim N(0, E\beta^2) \) and the real and imaginary parts of \( \hat{m}^H y \) are independent with variance \( E\beta^2/2 \). Using \( |z| = \sqrt{z_R^2 + z_I^2} \) where \( z_R \) and \( z_I \) denote the real and imaginary parts of \( z \) respectively and both of them are \( N(0, E\beta^2/2) \). Using the following property of Rayleigh distribution; \( R \sim \text{Rayleigh}(\sigma) \) is a Rayleigh distribution if \( R = \sqrt{X^2 + Y^2} \) where \( X \sim N(0, \sigma^2) \) and \( Y \sim N(0, \sigma^2) \) are two independent normal distributions. Since \( z_R \) and \( z_I \) are two independent zero-mean normal distributions, \( |z| \) is Rayleigh distributed with the parameter \( \sigma^2 = E\beta^2/2 \). Then:

\[
p_z(z|H_0) = \frac{z}{E\beta^2/2} e^{-z^2/(E\beta^2)}
\]  

(1.43)

The false alarm probability is

\[
P_{FA} = \int_{T}^{\infty} p_z(z|H_0) \, dz
= \int_{T}^{\infty} \frac{2z}{E\beta^2} e^{-z^2/(E\beta^2)} \, dz
\]

The substitution \( t = \frac{z^2}{E\beta^2} \), \( dt = \frac{2z}{E\beta^2} \, dz \) leads the following results,

\[
P_{FA} = \int_{\frac{T^2}{E\beta^2}}^{\infty} e^{-t} \, dt = \exp\left(-\frac{T^2}{E\beta^2}\right)
\]

(1.44)

\[
T = \sqrt{-E\beta^2 \ln P_{FA}}
\]  

(1.45)

The threshold for a given false alarm probability can be computed from (1.44) and (1.45). Let us calculate the \( P_D \) for this given threshold. Under \( H_1 \), \( \hat{m}^H y \sim N(E, E\beta^2) \). Again let \( z =
Since $E$ is real valued, $z_R \sim N(E, E\beta^2/2)$ and $z_I \sim N(0, E\beta^2/2)$. Using the following property of Rician distribution: $R \sim \text{Rice}(\nu, \sigma)$ has a Rice distribution if $R = \sqrt{X^2 + Y^2}$ where $X \sim N(\nu \cos \theta, \sigma^2)$ and $Y \sim N(\nu \sin \theta, \sigma^2)$ are statistically independent normal random variables and $\theta$ is any real number. In our case, $\nu = E$, $\theta = 0$ and $\sigma^2 = E\beta^2/2$.

\[
p_z(z|H_1) = \frac{2z}{E\beta^2} \exp\left[-\left(\frac{z^2 + E^2}{E\beta^2}\right)\right] I_0\left(\frac{2z}{\beta^2}\right)
\]

The required integral is $P_D = \int_{T}^{\infty} p_z(z|H_1) \, dz$. The required integral can be reduced to the following normal form which is called \textit{Marcum’s Q function}.

\[
Q_M(\alpha, \gamma) = \int_{\gamma}^{\infty} t \exp\left[-\frac{1}{2}(t^2 + \alpha^2)\right] I_0(\alpha t) \, dt
\]

Letting $t = \frac{z}{\sqrt{E\beta^2/2}}$ and $\alpha = \frac{\sqrt{2E}}{\beta}$ gives the following result:

\[
P_D = Q_M\left(\sqrt{\frac{2E}{\beta^2}}, \sqrt{\frac{2T^2}{E\beta^2}}\right)
\]

Using the definition of SNR, $\chi = E/\beta^2$ and $T = \sqrt{-E\beta^2 \ln P_{FA}}$ one arrives at:

\[
P_D = Q_M\left(\sqrt{2\chi}, \sqrt{-2 \ln P_{FA}}\right)
\]
All these calculations lead to the following detector setup.

![Detector setup diagram](image)

Figure 1.2: Detector setup for a known constant with unknown phase in Gaussian noise

### 1.3.5 Radar Signal Detection

In a realistic radar scenario, the amplitude and phase of the returning signal, the time of arrival and the Doppler shift are unknown. To account for these unknown parameters, some more signal processing techniques must be used. There are many methods used to improve detection performance under such situations such as coherent integration, non-coherent integration, binary integration etc. Also targets can be non-fluctuating (ie: constant) or fluctuating. Here only the case of non-fluctuating targets will be explained.

Let $y_n$ be the individual data samples where under $H_0$, $y_n = w_n$ and under $H_1$, $y_n = m + w_n$. Here $m = \tilde{m} \exp j\theta$ for some real amplitude $\tilde{m}$ and random phase $\theta$. Under $H_0$, the pdf of $z_n = |y_n|$ is the Rayleigh pdf:

$$p_{z_n}(z_n|H_0) = \frac{2z_n}{\beta^2} e^{-z_n^2/\beta^2} \quad (1.50)$$

Under $H_1$, $z_n$ has the Rician pdf:

$$p_{z_n}(z_n|H_1) = \frac{2z_n}{\beta^2} e^{-\frac{\tilde{m}^2}{\beta^2}} I_0\left(\frac{2\tilde{m}z_n}{\beta^2}\right) \quad (1.51)$$

The joint pdf of $N$-samples of $z_n$ is:
The LRT and the log-LRT can be written as:

\[
\Lambda = \frac{p_z(z|H_1)}{p_z(z|H_0)} = \frac{\prod_{n=0}^{N-1} \frac{2z_n}{\beta^2} e^{-\left(\frac{z_n^2}{\beta^2}\right)} I_0\left(\frac{2\tilde{m} z_n}{\beta^2}\right)}{\prod_{n=0}^{N-1} \frac{2z_n}{\beta^2} e^{-\left(\frac{z_n^2}{\beta^2}\right)} I_0\left(\frac{2\tilde{m} z_n}{\beta^2}\right)}
\]

\[
\ln \Lambda = -\frac{\tilde{m}^2}{\beta^2} + \sum_{n=0}^{N-1} \ln \left[I_0\left(\frac{2\tilde{m} z_n}{\beta^2}\right)\right]
\]

In sufficient statistic form,

\[
\ln \left[I_0\left(\frac{2\tilde{m} z_n}{\beta^2}\right)\right] \overset{H_1}{\gtrless} \overset{H_0}{=} \ln (-\lambda) + \frac{\tilde{m}^2}{\beta^2} = T
\]

Using the approximation:

\[
\ln \left[I_0\left(x\right)\right] \approx \frac{x^2}{4}, \ln \left[I_0\left(\frac{2\tilde{m} z_n}{\beta^2}\right)\right] \approx \frac{4\tilde{m}^2 z_n^2}{\beta^4}
\]

The detection test then becomes:

\[
\sum_{n=0}^{N-1} \frac{\tilde{m}^2 z_n^2}{\beta^4} \overset{H_1}{\gtrless} \overset{H_0}{=} T
\]

\[
\sum_{n=0}^{N-1} \frac{z_n^2}{\beta^2} \overset{H_1}{\gtrless} \overset{H_0}{=} T'
\]
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Looking at (1.57) the sufficient statistic $\Upsilon$ turns out to be the sum of the magnitude squares of the individual data samples. The performance of this detector should now be calculated. Figure (1.3) shows the proposed detector setup and the corresponding pdfs under $H_0$.

We know that $y_n$ is normal with zero mean and variance $\beta^2$ distributed evenly between its independent real and imaginary parts. Its magnitude, $|y_n|$, is Rayleigh distributed, $|y_n| \sim$ Rayleigh($\sqrt{\beta^2/2}$). Since $z'_n = |y_n|/\beta$, $z'_n \sim$ Rayleigh(1/ $\sqrt{2}$). Using the fact that, for $Y \sim$ Rayleigh($\sigma$), $X \sim$ Exponential($\lambda$) if $X = \frac{Y^2}{2\sigma^2}$. Here $\sigma^2 = 1/2$, so $\lambda = 1$ and $r_n \sim$ Exponential(1). If $x_i \sim$ Exponential($\lambda$) and $Y = \sum_{i=0}^{N-1} x_i$ then $Y \sim$ Gamma($N, 1/\lambda$). Here $\lambda = 1$ so $z \sim$ Gamma($N, 1$), Gamma distribution with integer shape parameter is also called the Erlang distribution. So the pdf of $z$ is:

$$f_z(z|H_0) = \frac{z^{N-1}e^{-z}}{(N-1)!}$$  \hspace{1cm} (1.58)

To find $P_{FA}$ one needs to consider the integral:

$$P_{FA} = \int_{\frac{T}{z^N}}^{\infty} z^{N-1}e^{-z} \frac{N!}{(N-1)!} dz$$  \hspace{1cm} (1.59)

For the case of $N = 1$ (single sample) (1.59) reduces to:

$$P_{FA} = e^{-T}$$  \hspace{1cm} (1.60)

$$T = -\ln P_{FA}$$  \hspace{1cm} (1.61)
The detection probability for this case and when $N \neq 1$ is quite complicated and can be found in [4]. When the normalization (division by $\beta$ in Figure (1.3)) is not done, $T = -\beta^2 \ln P_{FA}$ and $P_{FA} = e^{-T/\beta^2}$. The square law detector for a single sample uses these expressions to set the threshold for a given false alarm probability and known noise variance.
Up to this point, we have assumed that the interference level (i.e., $\beta$) is known and constant, thus allowing one to set the threshold for a desired false alarm probability. However, in real life applications that is rarely the case. In practice, the interference levels are rarely known and they are not constant. To combat these difficulties, a set of adaptive methods jointly known as Constant False Alarm Rate (CFAR) methods are used. These methods provide predictable detection performance and false alarm probability under real life scenarios.

2.1 Case of Unknown Interference Power

As noted earlier, the expressions for false alarm probability and the required threshold are as follows $T = -\beta^2 \ln P_{FA}$ and $P_{FA} = e^{-T/\beta^2}$. Assume that the threshold is preset using an estimated interference power $\beta_0$ to satisfy a false alarm probability $P_{FA0}$, but the actual interference power is $\beta^2$. Let us calculate the increase in the false alarm probability.

$$P_{FA} = \exp\left(\frac{\beta_0^2 \ln P_{FA0}}{\beta^2}\right) = \exp\left(\ln P_{FA0}^{\beta_0/\beta^2}\right) = P_{FA0}^{\beta_0/\beta^2}$$  \hspace{1cm} (2.1)

(2.1) shows that even a small increase of 2dB can cause an increase in $P_{FA}$ of 1.5 to 3 orders of magnitude. This is highly undesirable and shows that the actual interference power $\beta^2$ must be estimated from the data in real time. This estimate will then be used to set the threshold. A detector that can maintain a constant false alarm rate regardless of the interference power, is called a constant false alarm rate (CFAR) processor.
2.2 Types of CFAR Processors

General scheme of a CFAR detector is shown in Figure 2.1. The threshold adjustment for a specific resolution cell is based on the signal levels around it. There are many variations and modifications to this general scheme.

![Figure 2.1: General CFAR Detector scheme](image)

2.2.1 Cell Averaging CFAR

Previously, it was shown that for the square law detector, each cell \( x_i \) has an exponential pdf with the parameter \( \beta^2 \). It can easily be shown that the maximum likelihood (ML) estimate of \( \beta^2 \) for a vector \( \mathbf{x} \) of \( N \) such samples is just the average of the available samples. [4].

\[
\hat{\beta}^2 = \frac{1}{N} \sum_{i=1}^{N} x_i \quad (2.2)
\]

The threshold is then set as a multiple of estimated interference power.

\[
T = \alpha \hat{\beta}^2 \quad (2.3)
\]

Since the interference power and therefore the threshold are estimated from the average power in the cells around the test cell, this approach is called cell-averaging CFAR. To find \( \alpha \), one needs to consider the effect of estimating noise power over a finite number of cells, rather than
knowing it exactly.

The estimated threshold can be written as

\[ \hat{T} = \frac{\alpha}{N} \sum_{i=1}^{N} x_i \]  

(2.4)

Let \( y = \sum_{i=1}^{N} x_i \). We know that the sum of \( N \) independent identically distributed exponential random variables with rate \( \lambda \) has the distribution Gamma(\( N, 1/\lambda \)). Then pdf of \( y \) is the Erlang density

\[ p_y(y) = \frac{1}{\beta^{2N} (N-1)!} y^{N-1} e^{-y/\beta^2} \]  

(2.5)

Since \( \hat{T} = (\alpha/N)y \), the pdf of \( \hat{T} \) is (for \( \hat{T} > 0 \))

\[ p_{\hat{T}}(\hat{T}) = \left( \frac{N}{\alpha \beta^2} \right)^N \frac{\hat{T}^{N-1}}{(N-1)!} e^{-\hat{T}/\alpha \beta^2} \]  

(2.6)

For the threshold \( \hat{T} \), \( P_{FA} = e^{-\hat{T}/\beta^2} \). The expected value of \( P_{FA} \) is now

\[
\bar{P}_{FA} = \int_{-\infty}^{\infty} e^{-\hat{T}/\beta^2} p_{\hat{T}}(\hat{T}) d\hat{T}
\]

\[
= \left( \frac{N}{\alpha \beta^2} \right)^N \frac{1}{(N-1)!} \int_{0}^{\infty} \hat{T}^{N-1} e^{-\hat{T}/\alpha \beta^2} e^{-N\hat{T}/\alpha \beta^2} d\hat{T}
\]

\[
= \left( \frac{N}{\alpha \beta^2} \right)^N \frac{1}{(N-1)!} \int_{0}^{\infty} \hat{T}^{N-1} e^{-((N/\alpha) + 1)\hat{T}/\beta^2} d\hat{T}
\]  

(2.7)

Using the fact that

\[
\int_{0}^{\infty} x^n e^{-ax} dx = \frac{n!}{a^{n+1}} \text{ for integer } n
\]  

(2.8)

one can compute (2.7) as

\[
\bar{P}_{FA} = \left( 1 + \frac{\alpha}{N} \right)^{-N}
\]  

(2.9)
and the threshold multiplier for a given $P_{FA}$ as

$$\alpha = N(P_{FA}^{-1/N} - 1) \tag{2.10}$$

Equations (2.9) and (2.10) can be used to set the threshold for a fixed false alarm probability. It also shows that since the false alarm probability does not depend on the actual interference power, this detector exhibits CFAR behavior. The average detection probability is found as [4].

$$P_D = \left(1 + \frac{\alpha}{N(1+\chi)}\right)^{-N} \tag{2.11}$$

where $\chi$ is the SNR.

Figure 2.2: CFAR reference window. $x_i$ is the cell under test (CUT)

Figure (2.2) shows the reference window arrangement for a one-dimensional data vector of range (or time) cells. The gray cells are called the reference cells and represent the data from ranges nearer and farther from the cell under test ($x_i$). These cells are averaged to find the estimate of the noise power. The dotted cells are called guard cells and are excluded from the averaging operation. This is due to the fact that the cells immediately adjacent to $x_i$ would contain both interference and target energy and do not represent the interference alone. If these cells were included in the averaging operation, the estimate of $\beta^2$ would be too high. This, in turn, causes the detection threshold to be too high, lowering the $P_{FA}$ and $P_D$. Obviously, this is not desired. The combined window of guard cells, reference cells and the cell under test (CUT) is called as CFAR window.
Since the threshold is estimated from a finite number of \( N \) samples rather than exactly known, the threshold is usually higher than the ideal one. This is necessary to compensate for the unknown interference power and to guarantee the desired \( P_{FA} \). Since the threshold multiplier is higher than ideal, this means that to achieve a specified \( P_D \) for a given \( P_{FA} \) a higher SNR is necessary than would be were the noise power known exactly. This increase in SNR is called the CFAR loss. To quantify this CFAR loss, plug (2.10) into (2.11)

\[
P_D = \left(1 + \frac{N(P_{FA}^{-1/N} - 1)}{N(1 + \chi)}\right)^{-N}
\]

(2.12)

If (2.12) is solved for the required SNR for a given \( P_D \) and \( P_{FA} \) we get

\[
\chi_N = \frac{(P_D/P_{FA})^{1/N} - 1}{1 - P_D^{1/N}}
\]

(2.13)

where \( \chi_N \) is a function of the number of cells averaged. It can be shown that ([4], [6]) that as \( N \to \infty \), the SNR \( \chi_\infty \) is

\[
\chi_\infty = \frac{\ln(P_{FA}/P_D)}{\ln(P_D)}
\]

(2.14)

Then, the CFAR loss is defined as

\[
L_{CFAR} = \frac{\chi_N}{\chi_\infty}
\]

(2.15)

It has been reported that for small \( (N < 20) \) reference windows, the CFAR loss can be several dB [4]. High CFAR losses does not permit the use of values of \( N \) less than 10.

CA CFAR algorithms have some drawbacks. First of all, the threshold value increases in the vicinity of the target. When two or more targets are present and one target is in the test cell while another target is in the reference cell, the threshold value will increase. The target in the reference window can ‘mask’ the target in the test cell because of this increased threshold, this effect is called target masking. Also, for targets that accompany many range cells, the reference cell and the test cell might both contain targets and this might cause the target to
mask ‘itself’. This is called self masking. In addition to masking effects, CA CFAR suffers from false alarms at clutter edges. Clutter edges are the boundaries between two clutter regions having different reflectivities. These edges can cause false alarms at the edge and allow masking of targets in the lower-reflectivity region near the edge.

Figure (2.3) illustrates the operation of CA CFAR. The simulated data corresponds to two regions of Gaussian I/Q noise with power $10 \log_{10}(\beta_1^2) = 20\text{dB}$ and $10 \log_{10}(\beta_2^2) = 30\text{dB}$. The transition between these two regions occur at the range bin 750. There is a single target that occupies 20 range cells with power 35dB therefore with an SNR of $10 \log_{10}(\chi) = 15\text{dB}$. $P_{FA}$ is set to $10^{-3}$. The CFAR reference window consists of leading and lagging windows of 10 cells and 20 guard cells in each side. 20 guard cells are used because that is the length (or duration) of the target. It can be seen that the estimated threshold tracks the ideal threshold well, except in the vicinity of the target. In the vicinity of the target, the threshold increases due to the fact that the target will be in the leading or lagging windows therefore effecting the threshold computation.

The clutter edge performance of CA CFAR is not very satisfying. The estimated threshold tracks each region, but the transition region is very large. Because the estimated threshold only rises to the correct levels several cells after the transition, false alarms might be observed. Also, targets near the clutter edge may be missed because of the clutter from the high-reflectivity region.
The main advantage of CA CFAR is that it is simple to perform and does not require a lot of computing power. Nonetheless, non homogeneous clutter and the presence of interfering targets have led to the development of some extensions to the CA CFAR concept. These extensions are designed to combat one or more of the shortcomings of the CA CFAR algorithm.

### 2.2.2 Smallest-of-Cell-Averaging CFAR

The smallest-of-cell-averaging CFAR (SOCA CFAR) is intended to combat the masking effects caused by interfering targets among the CFAR reference cells. Let the estimate of the noise power in the leading window be $\beta_1^2$ and the lagging window be $\beta_2^2$. The SOCA CFAR approach estimates the threshold by taking the minimum of these estimates.

\[
\hat{T} = \alpha_{so} \min(\hat{\beta}_1^2, \hat{\beta}_2^2) \tag{2.16}
\]

If an interfering target is present in one of the reference windows, its threshold estimate will
increase. Because of the minimum operator, the other reference cell will be chosen and detection will successfully be performed. Since the threshold is estimated using \(N/2\) cells instead of \(N\) cells, the threshold multiplier will have to change. It is shown that the required multiplier can be found from solving (2.17) iteratively [7]

\[
P_{FA}/2 = \left(2 + \frac{\alpha_{so}}{N/2}\right)^{-N/2} \left[ \sum_{k=0}^{N/2-1} \left(\frac{N/2 - 1 + k}{N/2}\right) \left(2 + \frac{\alpha_{so}}{N/2}\right)^{-k} \right] \tag{2.17}
\]

Figure (2.4) shows the SOCA CFAR behavior and clutter edge performance. Unlike CA CFAR, the threshold does not increase in the vicinity of the target. This is due to the use of minimum operator. When the target is in the lagging window, the leading window has a smaller estimated threshold and therefore the leading window is chosen by the minimum operator. Similarly, when the target is in the leading window, the lagging window has a smaller estimated threshold and therefore the lagging window is chosen. This allows for the correct
setting of threshold. This also allows for combating the effects of multiple targets and self
masking. Using SOCA CFAR, detection of closely spaced targets is possible.

The main failing point of SOCA CFAR algorithm is seen in clutter edges. When the CFAR
window crosses the clutter edge, there will be a region where the test cell is in the higher
interference region and the leading window is filled mostly with the lower interference region.
The minimum operator makes sure that the threshold is estimated using the lower interference
power and therefore many false alarms are seen during the transition region.

### 2.2.3 Greater-of-cell-averaging CFAR

For environments where interfering or closely-spaced targets are unlikely but the clutter is
highly non homogeneous and clutter edge false alarms are very important, another CFAR ap-
proach is developed. In this case, the greater-of-cell-averaging CFAR (GOCA CFAR) is used.
Just like the previous method, GOCA CFAR uses the threshold estimate shown in (2.18)

\[
\hat{T} = \alpha_{GO} \max(\beta_1^2, \beta_2^2)
\]  

(2.18)

Similar to the SOCA case, the GOCA multiplier is found from [7]

\[
P_{FA}/2 = \left(1 + \frac{\alpha_{GO}}{N/2}\right)^{-N/2} - \left(2 + \frac{\alpha_{GO}}{N/2}\right)^{-N/2} \times \left[ \sum_{k=0}^{N/2-1} \binom{N/2 - 1}{k} \left(2 + \frac{\alpha_{GO}}{N/2}\right)^{-k} \right]
\]

The operation of GOCA CFAR can be seen in Fig.(2.5). Not surprisingly, the maximum oper-
ator successfully avoids the false alarms at the clutter edge. However, the threshold increases
abruptly in the vicinity of the target and this increase is larger than that of CA CFAR. This
means that the GOCA CFAR algorithm is more vulnerable target masking and self masking
effects. If there is more than one target present, the stronger targets may mask the weaker
targets. The GOCA CFAR may also miss targets near the clutter edge due to the transition
region.
2.2.4 Censored or Trimmed mean CFAR

Another way to combat with interfering targets and target masking problem is to make use of the censored or trimmed mean CFAR ([8], [9]). In this approach, the $N_C$ reference cells ($N_C < N$) having the highest power are discarded and the threshold is estimated using the remaining $N - N_C$ cells. Such detectors are called as Censored Mean Level Detector (CMLD). Censoring the cells having the lowest power is also possible and this approach is useful in reducing bias problems when the noise has a spectral slope [10]. However, here we are concerned with detection robustness in multiple target environments and will therefore concentrate on CMLDs with censoring applied to cells having higher power since when an interferer is present in the noise reference samples, that sample is expected to have a high power. The CMLD detector uses the threshold estimate shown in (2.19)

$$ T = a_{CMLD} \sum_{j=1}^{N-N_C} x_{(j)} $$  \hspace{1cm} (2.19)
where $\alpha_{\text{CMLD}}$ is the threshold multiplier, $N_C$ is the number of censored cells and the sequence $\{x(1), x(2), \ldots, x(n)\}$ is the ordered sequence of reference cells such that $x(1) \leq x(2) \leq \ldots \leq x(k) \leq \ldots \leq x(n)$. The threshold multiplier is found from

$$P_{FA} = M \times \left(\frac{1}{1 + \alpha_{\text{CMLD}}} \right)^{N-N_C-1}$$

where

$$M = \frac{N!}{N_C!(N-N_C-1)!(N-N_C)} \times \sum_{j=0}^{N_C} \frac{\binom{N_C}{j}(-1)^{N_C-j}}{\frac{N-j}{N-N_C} + \alpha_{\text{CMLD}}}$$

This process of censoring will eliminate the elevating effect of interfering targets on the threshold estimate. The choice of $N_C$ requires the knowledge of how many interfering targets are expected. It is noted that typically half to a quarter of the cells are discarded [12]. The censoring method can be combined with any of the CA, SOCA or GOCA techniques as in [13]. In censored CA CFAR (CMLD), the $N_C$ cells having the highest power are discarded from both the leading and lagging windows, then conventional CA method is used as in (2.19). The censored GOCA and censored SOCA CFAR methods are also reasonable.

The operation of CMLD can be seen in Fig.(2.6). There is an increase of the threshold in the vicinity of the target however it is much less than the increase in standard CA CFAR. This means this method can tolerate interfering targets and masking effects. The clutter edge performance of CMLD is worse than CA CFAR and SOCA CFAR [11]. The main disadvantage of censored CFAR methods is that they require implementation of a logic to rank and order the cells. $N$ number of cells must be ordered for every reference window and this means increased algorithm complexity and computational power. Alternate equations for $P_D$ and $P_{FA}$ can be found in [8].

### 2.2.5 Order Statistic CFAR

The censored CFAR approach has introduced the idea of ordering to the CFAR concept. A new class of CFAR detectors, namely rank-based or order-statistic CFARs (OS CFAR), then
emerged. The primary purpose of this type of detectors is to combat multiple targets and masking effects. The sliding window structure of CA CFAR is still used but guard cells are much less important because the averaging operator is not used to estimate the interference level. Instead, OS CFAR rank orders the reference window data samples and chooses only one element of the ordered list as a representative of the threshold level. The samples are ordered to form a new sequence in ascending numerical order \( \{x(1), x(2), \ldots, x(n)\} \) where \( x(1) \leq x(2) \leq \ldots \leq x(k) \leq \ldots \leq x(n) \). The \( k \)th element of the ordered list \( x(k) \) is called the \( k \)th order statistic. In OS CFAR, the \( k \)th order statistic is used as a representative of the interference level and the threshold is set as a multiple of this value

\[
\hat{T} = \alpha_{OS} x(k) \quad (2.22)
\]

Note that the threshold is estimated using only one sample, instead of an average of all data samples. However, all the data samples are required to determine which will be the \( k \)th largest,
therefore actually the threshold is dependent on all data samples. It can be shown that this algorithm is in fact CFAR (the false alarm probability is not dependent on the interference power $\beta^2$). The false alarm probability is ([4], [6])

$$P_{FA} = k \left( \frac{\Gamma(\alpha_{OS} + N - k + 1)\Gamma(k)}{\Gamma(\alpha_{OS} + N + 1)} \right)$$  \hspace{1cm} (2.23)

For integer $\alpha_{OS}$

$$P_{FA} = \frac{N!(\alpha_{OS} + N - k)!}{(N-k)!(\alpha_{OS} + N)!} \quad (\alpha_{OS \text{ integer}}) \hspace{1cm} (2.24)$$

$P_D$ can also be calculated from (2.23) by letting, [6]

$$\alpha_{OS}^{D} = \frac{\alpha_{OS}}{1 + \chi}$$

Figure 2.7: OS CFAR threshold behavior and clutter edge performance, $k=10$th statistic is used
Fig(2.7) shows the operation of OS CFAR and its clutter edge performance when $N = 20$ and $k = 10$. There is small increase in the threshold after the reference cell has passed the target window, the reason for this is the target is long and occupies more than $N - k$ reference cells. However, this increase is not very large and can be tolerated. Guard cells are less important in OS CFAR, since the rank ordering process will not be affected by targets outside the test cell. The clutter edge performance of OS CFAR is given in [14]. Typically $k$ is on the order of $3N/4$ [12]. OS CFAR method is completely insensitive to masking of closely spaced targets, however it requires the implementation of a sorting logic and therefore the computational load for this algorithm is high. OS CFAR losses are lower than CA CFAR losses in the case of interfering targets [15]. Some additional results on the performance of OS CFAR in non homogeneous clutter and Weibull clutter are available in [16].

### 2.2.6 Variability Index CFAR

The Variability Index CFAR (VI CFAR) utilizes a background estimation algorithm which is a mixture of the CA CFAR, SOCA CFAR and GOCA CFAR. VI CFAR uses a statistical test to dynamically select the particular group of reference cells to use to estimate the threshold. This particular group can be; leading half of reference cells, lagging half of reference cells, or all of the reference cells. This dynamical selection provides the VI CFAR algorithm with low loss CFAR performance in a homogeneous environment and also robust performance in non homogeneous environments filled with multiple targets and clutter edges. ([17], [18])

The block diagram of VI CFAR can be seen in Fig(2.8). The VI is a second-order statistic closely related to an estimate of the shape parameter of a probability distribution. It closely resembles the coefficient of variation. It is defined as

\[
V_i = 1 + \frac{\hat{\sigma}^2}{\hat{\mu}^2}
\]  

(2.25)

where $\hat{\mu}$ is the estimated mean and $\hat{\sigma}^2$ is the estimated variance of the split window. Then, the VI is calculated for each split window and compared with a threshold $K_{VI}$ to decide if the cells with which the VI is computed are from a homogeneous or non homogeneous environment. The following logical test is used
The mean ratio (MR) is defined as the ratio of the estimated mean values of the leading and lagging reference window cells.

\[
MR = \frac{\bar{X}_A}{\bar{X}_B} = \frac{\sum_{i \in A} X_i}{\sum_{i \in B} X_i}
\]  

(2.27)

The MR is compared with a threshold \( K_{MR} \) to decide if the populations have the same means or different means. The following logical test is used:

\[
MR < K_{MR}^{-1} \quad \text{or} \quad MR > K_{MR} \implies \text{Different means}
\]

\[
\text{Otherwise} \implies \text{Same means}
\]

(2.28)

After the VI and MR has been calculated for each split reference window, Table (2.1) is used to set the adaptive threshold.

The VI CFAR is less complex than the OS CFAR and offers better \( P_{FA} \) performance.
Table 2.1: VI CFAR adaptive threshold selection

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>No</td>
<td>No</td>
<td>$C_{N/2} \Sigma_B$</td>
<td>CA CFAR</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>$C_{N/2} \Sigma_B$</td>
<td>GOCA CFAR</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>-</td>
<td>$C_{N/2} \Sigma_A$</td>
<td>CA CFAR</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>-</td>
<td>$C_{N/2} \Sigma_A$</td>
<td>CA CFAR</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>$C_{N/2} \min(\Sigma_A, \Sigma_B)$</td>
<td>SOCA CFAR</td>
</tr>
</tbody>
</table>

clutter edge environment and similar $P_D$ performance in a multiple target environment. The selection of the parameters $K_{\text{MR}}$ and $K_{\text{VI}}$ and performance results of the VI CFAR algorithm can be found in [18].

### 2.2.7 Switching CFAR

A threshold is set using the magnitude of the cell under test. Then, the cells in the reference window are put into two groups, those above the said threshold and those below them. If the number of cells that are below the threshold is larger than some $N_t$, all $N$ cells are used in a cell averaging calculation. If the number of low amplitude cells is less than $N_t$, the threshold is set using only the low amplitude cells. This method causes reduced CFAR losses compared to other methods and somewhat improved clutter-edge performance. The need for sorting is avoided. The clutter edge performance is not so good, it is worse than VI-CFAR in terms of false alarms in clutter edges. Equations for $P_D$ and $P_{FA}$ can be found in [19].

### 2.2.8 Log CFAR

To combat target masking effects, one can use a log detector (instead of a linear or square law detector) and then can apply the conventional CA CFAR methods to the logarithm of the samples. There is no simple closed form for determining the relationship between an average of the log-detected data and the interference power $\beta^2$. However, motivated by the form of (2.3) one can write

$$
\hat{T}_{\log} = \frac{1}{N} \sum_{i=1}^{N} 10 \log_{10}(x_i) + \alpha_{\log}
$$

(2.29)
where $\alpha_{\text{log}}$ is the threshold factor to ensure the designed false alarm probability. The log CFAR has the ability to operate over a large dynamic range. Also it is less vulnerable to target masking effects. Interfering targets in the reference window cannot raise the threshold too greatly because of the log operator. Unfortunately, log CFAR shows poor performance at clutter edges and has an increased vulnerability to false alarms near clutter edges.

![Figure 2.9: log CFAR threshold behavior and clutter edge performance](image)

Fig.(2.9) shows the thresholds estimated by log CFAR method. Here the multiplier $\alpha_{\text{log}}$ is found from [4] and [20]. $\alpha_{\text{log}} = 11.85 \, \text{dB}$ for $N = 20$ reference cells and $P_{FA} = 10^{-3}$. The increase in the threshold around the vicinity of the target still exists, but compared to the performance of CA CFAR or GOCA CFAR, this increase is more tolerable. This allows for easy detection of closely spaced targets and prevention of masking effects. The clutter edge performance of log CFAR is seen to be poor, because false alarms can occur at clutter edges. The CFAR loss of log CFAR is larger than that of CA CFAR and the use of log detector increases the required CFAR window size by about 65 percent [21].
2.2.9 Adaptive CFAR

These type of algorithms are constructed to increase CFAR performance in non homogeneous clutter. Typically, a statistical test is made to determine if the reference cells span one or two clutter fields. This information is then used to select if SOCA, GOCA or CA CFAR approaches will be used. A basic approach is described by [22]. This approach first assumes that the reference cells span two clutter fields and tries to find the point at which the statistics change, $M$, where $M < N$. $M$ is found by maximizing the following equation for all possible $M$ where $M \in (1 : N)$

\[
L_M = -[M \ln \hat{\beta}^2_{1(M)} - (N - M) \ln \hat{\beta}^2_{2(M)}]
\]

(2.30)

where $\hat{\beta}^2_{1(M)}$ is the sample mean in the first clutter region where $M$ is assumed to be the transition point and $\hat{\beta}^2_{2(M)}$ is the sample mean in the second region spanning the remaining $N - M$ cells. Once this $M$ is identified, the cell under test is also known to be in the first or second clutter region. If the cell under test is in the lower clutter region, the threshold is set using cells in the lower clutter region only. If the cell under test is in the higher clutter region, the threshold is set using cells in the higher clutter region. This prevents excessive false alarms caused by comparing the cell to the threshold estimated using wrong part of the clutter region.

The procedure above does not account for the possibility that the clutter is uniform. To account for this possibility, another statistical test can be conducted. Assume $M = 0$ and calculate the likelihood shown in (2.30), $L_0 = -N \ln \hat{\beta}^2$, and compare this to the likelihood computed before. If $L_0 > L_M$ the clutter is assumed to be uniform and standard CA CFAR procedure is applied. The main advantage of this method is that it has great performance at clutter edges (optimal in Gaussian clutter, [22]). However, it requires additional operations to determine the changing point $M$, therefore increasing the required computational power. Also if $M$ is estimated incorrectly, $P_{FA}$ increases. Fig.(2.10) shows the operation of this method. The exceptional clutter edge performance should be noted. The detection performance is similar to that of CA CFAR.
2.2.10 Clutter Map CFAR

Clutter mapping is a technique used for detection of slowly moving or stationary targets when the Doppler shift of the target is very close to zero. The threshold for each range cell is computed as a multiple of the measured clutter in that same cell. The clutter measurement is updated as follows:

\[ y[n] = \gamma y[n-1] + (1 - \gamma)x[n] \]  

(2.31)

where \( y[n] \) is the estimated clutter reflectivity and \( x[n] \) is the currently measured clutter sample, both at time \( n \). The factor \( \gamma \) controls the weight of the current measured sample compared to the previous measured samples. This factor can be changed on real time if necessary. The threshold is then set as
\[ T[n] = \alpha y[n - 1] \]  

(2.32)

It can be seen from (2.32) that the threshold \( T[n] \) depends on the samples from the previous scan. The reason the current data are not included is, if the current data contains a target, the clutter measurement would be distorted and the threshold would be raised too high, therefore creating a self masking effect. The first order difference equation (2.31) corresponds to an IIR filter and the output \( y[n] \) can be written as

\[
y[n] = (1 - \gamma) \sum_{m=0}^{\infty} \gamma^m x[n - m]
\]

(2.33)

Average \( P_{FA} \) and \( P_D \) equations are derived in [23] for a clutter map CFAR approach using multiple scans. The basic CA and OS approaches can be combined with clutter mapping techniques to fit the operational needs ([24],[25]).

2.2.11 Other CFAR types

There are other CFAR types such as the two-parameter CFAR which works for log-normal or Weibull pdf ([26], [27] and [28]). The distribution free CFAR [29] is a method in which no specific form of the pdf of the interference is assumed. For a system operating in a clutter limited environment, a threshold setting algorithm based on a particular pdf may produce very large errors when actually another interference pdf is present. This is why distribution free CFAR methods are important. Also, the combination of various types of CFAR methods is possible and are presented in literature frequently. ([30], [31], [32], [33] and [34]).
Motivated by the fact that all CFAR processors use some kind of averaging and windowing, one can propose a structure similar to that of Clutter Map CFAR. Instead of using a simple averaging FIR filter, we can use a weighted IIR filter to calculate a weighted moving average which is still a good estimate of the noise background. The "exponential smoothing filter" will be used here which is shown in (2.31) and (2.32). This is different from Clutter Map CFAR shown in 2.2.10. In clutter map CFAR, the threshold estimate is formed from different scans of the same range cell. In the IIR filter approach, $x[n]$ represents the cells in time (or range) but from the same scan. The detector structure using the IIR filter is shown in Fig.(3.1). Here the threshold is estimated by filtering the range cells using an IIR filter and then threshold comparison is made.

![Figure 3.1: The IIR Filter Detector](image-url)
Here the structure of the IIR filter is:

\[
\begin{align*}
    y[n] &= \gamma y[n-1] + (1 - \gamma) z[n] \\
    y[n] &= (1 - \gamma) \sum_{m=0}^{\infty} \gamma^m z[n-m] \\
    T[n] &= \alpha y[n-1]
\end{align*}
\]

where \( T[n] \) is the estimated threshold at time \( n \) and \( z[n] \) is the magnitude squared DFT bin at time \( n \). Figure 3.2 shows a block diagram implementation of such a system. This system is named as IIR CFAR method.

![Figure 3.2: Detection using an IIR Filter](image)

To find the parameter \( \gamma \), we make the following analysis. We are trying to estimate the parameter \( \beta^2 \) and we know that the optimum estimator [35] (for the homogeneous case, Gaussian interference and signal-free reference cells) is the average, \( \frac{1}{N} \sum_{i=1}^{N} z_i \). Let us call the optimum estimator as estimator 1, or \( E_1 \) and let the IIR filter estimator be \( E_2 \). We will try to select appropriate \( \gamma \) so that these two estimators achieve the same (or close) results. Let mean(\( z \)) = \( \mu_z \) and var(\( z \)) = \( \sigma_z^2 \) (both can be found from properties of DFT operator but has no significance here).
\[ \text{mean}(E_1) = \text{mean}(\frac{1}{N} \sum_{i=1}^{N} z_i) = \frac{1}{N} \sum_{i=1}^{N} \text{mean}(z_i) = \mu_z \]

\[ \text{mean}(E_2) = \text{mean}\left\{ (1 - \gamma) \sum_{m=0}^{\infty} \gamma^m z[n - m] \right\} \]

\[ = (1 - \gamma) \sum_{m=0}^{\infty} \gamma^m \mu_z = \mu_z \]

Both \( E_1 \) and \( E_2 \) are unbiased estimators, independent of \( \gamma \). Let us look at the variances of \( E_1 \) and \( E_2 \).

\[ \text{var}(E_1) = \text{var}(\frac{1}{N} \sum_{i=1}^{N} z_i) = \frac{1}{N^2} \text{var}(\sum_{i=1}^{N} z_i) = \frac{1}{N^2} \sum_{i=1}^{N} \sigma^2_z = \frac{1}{N} \sigma^2_z \quad (3.1) \]

\[ \text{var}(E_2) = \text{var}\left\{ (1 - \gamma) \sum_{m=0}^{\infty} \gamma^m z[n - m] \right\} \]

\[ = (1 - \gamma)^2 \text{var}\left\{ \sum_{m=0}^{\infty} \gamma^m z[n - m] \right\} \]

\[ = (1 - \gamma)^2 \sum_{m=0}^{\infty} \gamma^{2m} \sigma^2_z \]

\[ = \sigma^2_z (1 - \gamma)^2 \sum_{m=0}^{\infty} \gamma^{2m} \]

\[ = \sigma^2_z \frac{(1 - \gamma)^2}{1 - \gamma^2} \]

\[ \text{var}(E_2) = \frac{1 - \gamma}{1 + \gamma} \sigma^2_z \quad (3.2) \]

Equate \( \text{var}(E_1) \) and \( \text{var}(E_2) \) to obtain

\[ \frac{1}{N} = \frac{1 - \gamma}{1 + \gamma} \]

leave \( \gamma \) alone to get

\[ \gamma = \frac{N - 1}{N + 1} \quad (3.3) \]

(3.3) can be used to select appropriate \( \gamma \) to ‘mimic’ cell averaging behavior of N cells. Since this filter is meant to average out the samples, the threshold multiplier \( \alpha \) can be set the same.
way as in CA CFAR. However, from the literature it can be seen that \( \alpha_{\text{IIR}} \neq \alpha_{\text{CA}} \). The threshold multiplier can be found from the following formulas from [23].

\[
P_{FA} = \frac{1}{\prod_{m=0}^{M} [1 + \alpha(1 - \gamma)\gamma^{m}]} \quad M \to \infty \quad (3.4)
\]

\[
P_{D} = \frac{1}{\prod_{m=0}^{M} [1 + \alpha_{D}(1 - \gamma)\gamma^{m}]} \quad M \to \infty \quad (3.5)
\]

where

\[
\alpha_{D} = \frac{\alpha}{1 + \chi} \quad (3.6)
\]

From [36] a faster converging equation can be found.

\[
P_{FA} = \frac{1}{1 + \sum_{m=0}^{M} \prod_{k=0}^{m} \frac{\alpha(1-\gamma)\gamma^{k}}{1-\gamma^{m+1}}} \quad M \to \infty \quad (3.7)
\]

\( P_{D} \) can be found by replacing \( \alpha \) with \( \alpha_{D} \) as in (3.6). If one chooses \( \gamma \) as in (3.3) and compares the CA CFAR performance with the IIR Filter performance, we get interesting results. Let us plot \( P_{D} \) vs SNR curves for CA CFAR and IIR Filter CFAR from the equations (3.7) and (2.9). The plot is shown in Fig.(3.3).

As seen from Fig.(3.3) the performances of CA CFAR and IIR CFAR are nearly identical for different values of \( N \). This motivates one to use the IIR filter because it is much simpler than CA CFAR (a one tap filter) and performs the same in homogeneous environment. Let us see how as \( N \to \infty \) the performance of IIR CFAR changes. Since \( \gamma = \frac{N-1}{N+1} \), \( \gamma \to 1 \) as \( N \to \infty \). Let us evaluate this limit and plug it in (3.7).
Figure 3.3: \( P_D \) vs SNR curves for CA CFAR and IIR CFAR for different \( N \) values and equivalent \( \gamma \) parameters

\[
\lim_{\gamma \to 1} \frac{\alpha(1 - \gamma)\gamma^k}{1 - \gamma^{k+1}} = \alpha \lim_{\gamma \to 1} \frac{\gamma^k - \gamma^{k+1}}{1 - \gamma^{k+1}} = \frac{0}{0}, \text{ use L'Hôpital rule}
\]

\[
= \alpha \lim_{\gamma \to 1} \frac{k\gamma^{k-1} - (k + 1)\gamma^k}{-(k + 1)\gamma^k} = \alpha \lim_{\gamma \to 1} \frac{\gamma^k(k\gamma^{-1} - k - 1)}{-\gamma^k(k + 1)}
\]

\[
= \frac{\alpha}{k + 1}
\]

(3.8)

Inserting (3.8) into (3.7).
Similarly \( P_D = e^{-\alpha/1+\chi} \) and \( P_D = P_{FA}^{1/1+\chi} \) can then be reached, which is the well known result for the non-CFAR case. This explains us the theoretical reasoning behind Fig.(3.3) since we see that both CA CFAR and IIR CFAR converge to the same optimal detection characteristic as \( N \) is selected arbitrarily large. From Fig.(3.3) we see that \( N \) does not need to be so large, even setting \( N=16 \) provides visually the same performance with CA CFAR. Even though the performance of IIR CFAR looks promising under homogeneous conditions, examining its threshold behavior will reveal that its performance degrades seriously under non-homogeneous operating conditions.

Figure 3.4: Threshold behaviour of IIR CFAR
It is seen from Fig.(3.4) that the target at 0.5 second causes the IIR CFAR threshold to go unnecessarily high and it takes a very long time for this threshold to settle to its normal value. This problem also exists in the CA CFAR method, for the next $N$ samples after a target, the threshold remains unnecessarily high. A very simple solution to this problem is proposed in [23]. Here the threshold is only updated if a target absent decision is made. If a target present decision is made the threshold is not updated and the same threshold is used. Even though this can solve detection problems in a multiple target environment, in a clutter edge filled environment this algorithm collapses as seen in Fig(3.5).

In Fig.(3.5) we see the advantage and failing point of this partial solution. "The IIR CFAR (Update)" curve shows the IIR CFAR with the threshold updated at every sample not regarding whether there is a target or not. The "IIR CFAR (Not Update)" curve corresponds to the solution mentioned in [23] where the threshold is not updated in the presence of a target. The target at 0.5 seconds is successfully detected and declared as a target because the threshold is not updated and the target is not included in the background estimate. At the 3rd second, however, there is a clutter edge and the threshold actually needs to be updated to avoid exces-
sive false alarms. The excessive false alarms of the "IIR CFAR (Not Update)" algorithm can easily be seen after the 3rd second.

3.1 Proposed Algorithm

**Problem:** Modify the IIR CFAR algorithm so that it performs robustly under clutter edges.

**Observation:** Two filters with different rate parameters perform differently under clutter edges as seen in Figure 3.6.

![IIR CFAR Threshold Behaviour](image)

**Solution:** Use two IIR filters with different rate parameters $\gamma_1$ and $\gamma_2$ which represent different number of cells averaged $N_1$ and $N_2$. As shown before, $\gamma_1 = \frac{N_1 - 1}{N_1 + 1}$ and $\gamma_2 = \frac{N_2 - 1}{N_2 + 1}$. Select
$N_1$ and $N_2$ ($N_2 > N_1$) such that there is at least one order of magnitude between them for example, $N_1 = 32$ and $N_2 = 256$ is a good choice. From now on the filter with the parameter $\gamma_1$ (and hence $N_1$) will be referred as the ”fast filter” because it responds to changes faster than the other filter. Similarly, the filter with the parameter $\gamma_2$ (and hence $N_2$) will be referred as the ”slow filter”. When the environment is homogeneous, it is desired to use the slow filter because it has better detection performance as seen in Figure 3.3. However, in a non homogeneous environment (such as one with clutter edges) the fast filter can adapt better to the non homogeneity and therefore performs better, so it is desired to use the fast filter.

To evaluate if the environment is homogeneous or not, we will use the difference of the magnitudes between the two filter. Under a homogeneous environment, we expect both $y_1$ and $y_2$ to perform similarly and their values to be close to each other. However in a non homogeneous environment the outputs of these two filters can be different by a margin. This difference will be used in detecting multiple targets and/or clutter edges. If a target or clutter edge is detected, it is reasonable to use the fast filter (with smaller time constant or smaller N) because that way the threshold will quickly adapt to the non homogeneity. In a homogeneous environment, on the other hand, it is advisable to use the slow filter (with larger time constant or larger N) because that way the CFAR losses are low and detection performance is high. The aim is to ’switch’ amongst two filters in a non homogeneous environment. This algorithm will be called Switching IIR CFAR (SIIR CFAR). We propose a measure of switching called *False Switching Probability* $(P_{FS})$ just like false alarm probability or clean sample rejection rate as in [37] and [38]. $P_{FS}$ is defined as

$$P_{FS} = P[|y_1 - y_2| > T; \text{Homogeneous Environment}]$$  \hspace{1cm} (3.10)

Obviously, when $P_{FS}$ is increased, more switching decisions will happen. This means for larger $P_{FS}$, more switching decisions are made and therefore the fast filter is used more frequently and the performance is expected to be closer to that of fast filter. On the other hand, for smaller $P_{FS}$, the performance is expected to be closer to the slow filter. To find $T$, the analytical pdfs of $y_1$ and $y_2$ are required but to the best of our knowledge, closed form expressions are not available [39].
3.2 Calculation of $T_S$

For large $N_1$ and $N_2$ the random variates $y_1$ and $y_2$ can be modeled as $\mathcal{N}(0, \sigma_{y_1}^2)$ and $\mathcal{N}(0, \sigma_{y_2}^2)$ as mentioned in [39]. However the Gaussian approximation does not work so well for $y_1 - y_2$ as seen by the simulation results, so some error correction term is needed. The error correction is performed as described in [40] pg. 217, using Hermite polynomials. We will use first order correction as shown in 3.11.

$$f_x(x) \approx \frac{1}{\sigma \sqrt{2\pi}} e^{-x^2/2\sigma^2} \left[ 1 + \frac{m_3}{6\sigma^3} \left( \frac{x^3}{\sigma^3} - \frac{3x}{\sigma} \right) \right]$$ (3.11)

where $x = y_1 - y_2$ and $\sigma = \text{var}[x]$. To make this error correction we need moments of $y_1 - y_2$, namely we need $m_n = E[(y_1 - y_2)^n]$. Here the calculation of such moments will be explained.

First, let us find the cross-correlation coefficient $\rho$ which is defined as

$$\rho = \frac{E[(y_1 - \mu_1)(y_2 - \mu_2)]}{\sigma_1 \sigma_2}$$ (3.12)

where $\mu_1 = E[y_1]$ and $\mu_2 = E[y_2]$. Let us evaluate (3.12).

$$y_1[n] = (1 - \gamma_1) \sum_{m=0}^{\infty} \gamma_1^m z[n-m]$$

$$y_2[n] = (1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_2^m z[n-m]$$

$$y_1[n] - \mu_1 = (1 - \gamma_1) \sum_{m=0}^{\infty} \gamma_1^m (z[n-m] - \mu_z)$$

$$y_2[n] - \mu_2 = (1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_2^m (z[n-m] - \mu_z)$$

Now let $u[m] = z[n-m] - \mu_z$. So now,
\[ y_1[n] - \mu_1 = (1 - \gamma_1) \sum_{m=0}^{\infty} \gamma_1^m u[m] \]

\[ y_2[n] - \mu_2 = (1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_2^m u[m] \]

Using \( u[n] \) we have,

\[
E\{(y_1[n] - \mu_1)(y_2[n] - \mu_2)\} = E\left\{(1 - \gamma_1)(1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_1^m u[m] \sum_{m=0}^{\infty} \gamma_2^m u[m]\right\}
\]

\[ = (1 - \gamma_1)(1 - \gamma_2) E\left\{\sum_{m=0}^{\infty} \gamma_1^m u[m] \sum_{m=0}^{\infty} \gamma_2^m u[m]\right\} \quad (3.13) \]

\( u[m] \) is an independent sequence since \( z[m] \) is. Therefore,

\[
E\{(y_1[n] - \mu_1)(y_2[n] - \mu_2)\} = (1 - \gamma_1)(1 - \gamma_2) E\left\{\sum_{m=0}^{\infty} \gamma_1^m \gamma_2^m u[m] \sum_{k=0}^{m} \gamma_2^k u[k] \right\}
\]

\[ = (1 - \gamma_1)(1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_1^m \gamma_2^m E[u[m]^2] \quad (3.14) \]

since \( E[u[m]^2] = E[(z[n - m] - \mu_z)^2] = \mu_z^2 \). Evaluating the infinite sum in (3.14) we get

\[
E\{(y_1[n] - \mu_1)(y_2[n] - \mu_2)\} = \frac{(1 - \gamma_1)(1 - \gamma_2)}{1 - \gamma_1 \gamma_2} \mu_z^2 \quad (3.15) \]

We also know that

\[
\sigma_1 = \sqrt{\text{var}[y_1]} = \sqrt{\frac{\sigma_z^2}{N_1}}
\]

\[
\sigma_2 = \sqrt{\text{var}[y_2]} = \sqrt{\frac{\sigma_z^2}{N_2}}
\]

\[
\sigma_1 \sigma_2 = \frac{\sigma_z^2}{\sqrt{N_1 N_2}} \quad (3.16)
\]

Using (3.15) and (3.16) in (3.12) we have
\[ \rho = \sqrt{N_1 N_2 \frac{(1 - \gamma_1)(1 - \gamma_2)}{1 - \gamma_1 \gamma_2}} \]  

(3.17)

Note that the term \( \frac{\mu^2}{\sigma_z^2} \) term cancels since \( z \) is an exponential variate, \( \mu_z^2 = \sigma_z^2 \). Also, if we substitute \( \gamma_1 \) and \( \gamma_2 \) in terms of \( N_1 \) and \( N_2 \) we get a compact expression.

\[ \rho = 2 \frac{\sqrt{N_1 N_2}}{N_1 + N_2} \]  

(3.18)

Now, let us start with an exponential random variable \( z \) and evaluate \( E(z^n) \) using the definition of the moment generating function, \( m_Z(t) = E(e^{tZ}) \).

\[ E(z^n) = \frac{d^n m_z}{dt^n} \]

\[ E(z^n) = \frac{d^n}{dt^n} (1 - \mu t)^{-1} \]  

differentiating \( n \) times gives

\[ E(z^n) = n! \mu^n \]  

(3.19)

where in (3.19), \( \mu = E(z) \) and is the parameter of the exponential distribution. Now, let us calculate the \( n^{th} \) expectation of the same random variable with mean equated to zero, \( E((z - \mu)^n) \).

Using the binomial theorem from [41].

\[ E((z - \mu)^n) = E\left( \sum_{k=0}^{n} (-1)^k \binom{n}{k} (z - \mu)^k \right) \]

\[ = \sum_{k=0}^{n} (-1)^k \binom{n}{k} E(z^{n-k}) \mu^k \]  

(3.20)

Use (3.19) in (3.20) to get
\[ E((z - \mu)^n) = \sum_{k=0}^{n} (-1)^k \binom{n}{k} (n-k)! \mu^{n-k} \mu^k \]

\[ E((z - \mu)^n) = n! \mu^n \sum_{k=0}^{n} (-1)^k \frac{1}{k!} \] (3.21)

Now we shall calculate \( m_n = E((y_1 - y_2)^n) \) using these equations. However, one more definition simplifies these calculations. Let \( w_1 = y_1 - \mu \) and \( w_2 = y_2 - \mu \), so that \( w_i \)'s are zero mean random variables. Also note that,

\[
\begin{align*}
  w_1 &= (1 - \gamma_1) \sum_{m=0}^{\infty} \gamma_1^m u[m] \\
  w_2 &= (1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_2^m u[m]
\end{align*}
\]

where \( u[m] = z - \mu \) as defined before. Let us evaluate \( E[w_1^p w_2^q] \) for \( p, q > 0 \).

\[
E[w_1^p w_2^q] = E\left\{ \left( (1 - \gamma_1) \sum_{m=0}^{\infty} \gamma_1^m u[m] \right)^p \left( (1 - \gamma_2) \sum_{m=0}^{\infty} \gamma_2^m u[m] \right)^q \right\} = (1 - \gamma_1)^p (1 - \gamma_2)^q E\left\{ \left( \sum_{m=0}^{\infty} \gamma_1^m u[m] \right)^p \left( \sum_{m=0}^{\infty} \gamma_2^m u[m] \right)^q \right\} \] (3.22)

Since \( u[m] \)'s are zero mean, the cross terms will be zero and (3.22) will be reduced to

\[
E[w_1^p w_2^q] = (1 - \gamma_1)^p (1 - \gamma_2)^q \sum_{m=0}^{\infty} (\gamma_1^{mp} \gamma_2^{mq}) E[u[m]^{p+q}] \] (3.23)

Evaluating the infinite sum and using (3.21), (3.23) becomes

\[
E[w_1^p w_2^q] = \frac{(1 - \gamma_1)^p (1 - \gamma_2)^q}{1 - \gamma_1^{p+q} / \gamma_2^{q+q}} \times (p + q)! \mu^{p+q} \sum_{j=0}^{p+q} (-1)^j \frac{1}{j!} \] (3.24)

Now we can easily calculate \( m_n = E((y_1 - y_2)^n) \) noting that,
Use the binomial expansion,

\[
E[(y_1 - y_2)^n] = E[(w_1 - w_2)^n] = \sum_{k=0}^{n} (-1)^k \binom{n}{k} E[w_1^{n-k} w_2^k]
\]

(3.25)

Use (3.24) in (3.25) to get

\[
E[(y_1 - y_2)^n] = \sum_{k=0}^{n} (-1)^k \binom{n}{k} \frac{(1 - \gamma_1)^{n-k}(1 - \gamma_2)^k}{1 - \gamma_1^{n-k} \gamma_2^k} \times n! \mu^n \sum_{j=0}^{n} (-1)^j \frac{1}{j!}
\]

(3.26)

Note that since some terms are omitted, the expression 3.26 is only valid for \( n \leq 3 \). For \( n > 3 \), the expression becomes difficult to evaluate. 3.26 will be used in approximating the output pdf of the random variable \( y_1 - y_2 \).

Using the approximate pdf in (3.11) the threshold \( T \) can be calculated by numerically solving the following equation

\[
Q\left(\frac{T}{\sigma}\right) + e^{-\frac{A^2}{2}} (k_1 T^2 + \frac{k_1}{A} - k_2) = \frac{P_{FS}}{2}
\]

(3.27)

where \( Q \) is the Gaussian \( Q \) function defined as

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp\left(-\frac{u^2}{2}\right)du
\]

(3.28)

and the constants \( k_1, k_2 \) and \( A \) are defined as
\[ k_1 = \frac{m_3}{6\sigma^5 \sqrt{2\pi}} \]  
(3.29)

\[ k_2 = \frac{m_3}{2\sigma^3 \sqrt{2\pi}} \]  
(3.30)

\[ A = \frac{1}{2\sigma^2} \]  
(3.31)

and \( m_3 \) is the 3rd moment of the random variable \( y_1 - y_2 \), i.e: \( m_3 = E((y_1 - y_2)^3) \). To see if this approximation holds, we make the following test. For a desired \( P_{FS} \), the threshold \( T \) is found from (3.27). The only parameter required for calculation of \( T \) is \( \mu \), the parameter of the exponential distribution. The achieved vs. desired \( P_{FS} \) values are obtained by Monte Carlo simulations and shown in the Figures 3.7 through 3.10 for different \( N_1 \) and \( N_2 \). Here, the ideal case refers to the case where Achieved \( P_{FS} = \) Desired \( P_{FS} \). The curve ‘Gaussian approximation’ refers to the case where \( T = \sigma Q^{-1}(P_{FS}) \), the threshold is put assuming a Gaussian distribution for \( y_3 \). The ‘corrected IIR’ curve means the threshold is found by numerically solving (3.27) and \( \mu \) is known. The ‘corrected IIR spot’ curve means that \( \mu \) is not known but estimated using the slow filter \( (y_2) \) and \( \sigma^2 = y_2 \).

![Figure 3.7: \( P_{FS} \) simulations for \( N_1 = 16 \) and \( N_2 = 256 \)](image)
Figure 3.8: $P_{FS}$ simulations for $N_1 = 32$ and $N_2 = 256$

Figure 3.9: $P_{FS}$ simulations for $N_1 = 64$ and $N_2 = 256$
Figures 3.7 through 3.10 show us that the additional terms to the pdf shown in (3.11) have improved our approximation of the original pdf. This also means that the threshold $T$ for (3.10) can be set using (3.27) for a wide range of $P_{FS}$ values and for different $N_1$ and $N_2$. What is interesting is that, for some situations the 'Corrected IIR Spot' curve is closer to the ideal curve than the 'Corrected IIR' curve. This is due to the fact that since $y_2$ is averaging a large number of samples, its estimate of the noise variance can be better than the theoretical variance itself, for that particular time instant. Also, numerically solving (3.27), one can see that there is a highly linear relationship between $\sigma^2$ and $T$ for a given $P_{FS}$. Since we use $y_2 = \sigma^2$, this means a linear relationship can be used to determine the threshold from output of $y_2$ for a given $P_{FS}$. In other words $T[n] \approx cy_2[n]$ where $c$ is found from Table 3.1.

Now, the SIIR CFAR algorithm can be summarized as shown in Figure 3.11. Here $y_1[n]$ is the fast filter and $y_2[n]$ is the slow filter. (ie: $N_1 < N_2$). $z[n]$ is the magnitude squared input and $T[n]$ is the threshold at time $n$. 
Table 3.1: The linear multiplier for $N_2 = 256$ and $N_1$ for \{16,32,64,128\} to achieve a desired $P_{FS}$

<table>
<thead>
<tr>
<th>$N_1$</th>
<th>$1.00E-001$</th>
<th>$1.00E-002$</th>
<th>$1.00E-003$</th>
<th>$1.00E-004$</th>
<th>$1.00E-005$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.1289</td>
<td>1.0073</td>
<td>0.8652</td>
<td>0.6873</td>
<td>0.4253</td>
</tr>
<tr>
<td>32</td>
<td>0.7142</td>
<td>0.6351</td>
<td>0.5426</td>
<td>0.4270</td>
<td>0.2624</td>
</tr>
<tr>
<td>64</td>
<td>0.4053</td>
<td>0.3594</td>
<td>0.3057</td>
<td>0.2390</td>
<td>0.1470</td>
</tr>
<tr>
<td>128</td>
<td>0.1725</td>
<td>0.1526</td>
<td>0.1294</td>
<td>0.1007</td>
<td>0.0622</td>
</tr>
</tbody>
</table>

1. Initialize $y_1[0], y_2[0], T[0]$

2. For desired $N_1$ and $N_2$ compute $\gamma_1$ and $\gamma_2$ from (3.3)

3. For desired $P_{FA}$ compute $\alpha_1$ and $\alpha_2$ from (3.7)

4. For desired $P_{FS}$ compute $c$ from Table 3.1

5. Update $y_1$ and $y_2$ as
   \[
   y_1[n] = \gamma_1 y_1[n - 1] + (1 - \gamma_1) z[n]
   \]
   \[
   y_2[n] = \gamma_2 y_2[n - 1] + (1 - \gamma_2) z[n]
   \]

6. if $|y_1[n - 1] - y_2[n - 1]| > cy_2[n - 1]$
   - then $T[n] = \alpha_2 y_2[n]$
   - else $T[n] = \alpha_1 y_1[n]$

7. Detection decision is based on: $z[n] \overset{H_1}{\underset{H_0}{\gtrless}} T[n - 1]$

Figure 3.11: The SIIR CFAR algorithm explained
A block diagram implementation of the switching algorithm can be seen in Figure 3.12. Both of the filters are running and the output is switched between two of them. This switching decision is based on $|y_1 - y_2|$ as explained before. This concludes the construction of the Switching IIR CFAR algorithm. Figure 3.13 shows the behavior of SIIR CFAR under a clutter edge. Simulation results are presented in the next chapter.

Figure 3.12: Block diagram implementation of the switching algorithm

Figure 3.13: SIIR CFAR at work
CHAPTER 4

SIMULATION RESULTS

All simulations are performed in MATLAB 7.9.0 (R2009b). The simulation results of the original SIIR CFAR algorithm are mentioned in Sections 4.2 through 4.4.

4.1 False alarm probability under homogeneous conditions

The false alarm probability under homogeneous environment of the SIIR CFAR algorithm is the same as that of Slow IIR CFAR and Fast IIR CFAR because both of the filters $y_1$ and $y_2$ are tuned to operate in the same false alarm probability. Figure 4.1 verifies this line of thought. The false alarm probability does not change because of the switching operation. This is intuitively correct since with some probability $p$, the first filter is selected and with some probability $1 - p$ the second filter is selected. The false alarm probabilities of both of these filters are the same, therefore the combined switching detector also has the same false alarm probability.
4.2 False alarm probability under clutter edge

4.2.1 Simulation Setup

The downfall of using a single IIR filter with large N, is the excessive false alarms under a clutter edge. The SIIR CFAR algorithm should solve that problem. For algorithms that use windows which span both the leading and lagging samples, the deviation in false alarm probability can both be a decrease or an increase. The false alarm probability can increase, because the test cell can be in the high clutter region but the threshold may be estimated using the low clutter cells therefore causing a too small threshold estimate a false alarm. The false alarm probability can also decrease because the test cell may be in the low clutter region and the threshold may be estimated using the high clutter cells, therefore causing a too high threshold and too small false alarm probability.

Since we are using causal IIR filters with no delay, we are not considering the ’leading window’, we only consider the lagging window or ’only the past’. Therefore, the false alarm
simulations done in [18] or [19] are not valid in our case. A new definition of $P_{FA}$ in clutter edge is required and is made in the following sense. First of all, remember that we are using two filters, with approximate lengths $N_1$ and $N_2$ and $N_2 > N_1$. During a clutter transition, it is expected that after $N_2$ cells has passed, both of the filters will be settled and the false alarm probability returns back to its design value. To assess this, the false alarm probability of numerous test cells will be simulated. Figure 4.2 will be helpful. This shows the simulation setup for particular values of the parameters. The false alarm probabilities of the cells for different time instances will be found by simulation. This will show the change in the obtained false alarm probability versus time. Obviously, just after the clutter edge has passed, the false alarm probability will increase due to the fact that the threshold is still in the process of adapting and it is too low. After some time, it is expected that the threshold will settle down and false alarm probability will approach to its steady state level.

Figure 4.2: $P_{fa}$ under clutter edge simulation setup

The clutter cells are modeled as exponential random variables with the following pdf.
\[ f(z) = \frac{1}{\lambda} \exp \left( \frac{-z}{\lambda} \right) \]

where

\[
\lambda = \begin{cases} 
\beta^2, & \text{for lower clutter region} \\
\beta^2 (1 + C), & \text{for higher clutter region} 
\end{cases}
\]

Here \( z[n] \) is the magnitude squared DFT outputs of a single frequency bin, \( \beta^2 \) is the total noise power and \( C \) is the clutter-to-thermal noise ratio (CNR). For all of the simulations, \( \beta^2 = 1 \) is used. For clutter edge simulations, it is assumed that there are no targets. The simulation results will be in the form of achieved \( P_{FA} \) versus time, for a fixed desired \( P_{FA} \). There are four variables that affect the outcome of the simulation results. These are

- Desired \( P_{FA} \)
- \( P_{FS} \)
- \( N_1 \) and \( N_2 \)
- CNR

Each item is varied while keeping the others fixed and simulation results are obtained.

### 4.2.2 Simulation Results

Using the simulation setup explained in 4.2.1, the following results are obtained.
4.2.2.1 Effect of varying $P_{FA}$

Figure 4.3: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-2}$, CNR = 10dB, $P_{FS} = 10^{-4}$

Figure 4.4: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-3}$, CNR = 10dB, $P_{FS} = 10^{-4}$
Figure 4.5: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $\text{CNR} = 10\text{dB}$, $P_{FS} = 10^{-4}$

Figure 4.6: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-5}$, $\text{CNR} = 10\text{dB}$, $P_{FS} = 10^{-4}$
Figure 4.7: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-6}$, CNR = 10dB, $P_{FS} = 10^{-4}$

From Figure 4.3 through 4.7 we see the change in the performance of the SIIR CFAR algorithm for different values of desired $P_{FA}$. In each of these figures, $P_{FA}$ increases abruptly during the clutter edge transition and after some time returns to its desired value. It is interesting to note that, no matter what the desired $P_{FA}$ is, the achieved $P_{FA}$ is on the order of $10^{-1}$ just after the clutter edge has passed. Also at around 1.5th second, the false alarm probability returns to normal for the fast filter but it takes more time for the slow filter to return to the desired false alarm probability. The selection of $P_{FA}$ is not relevant to the performance of SIIR CFAR algorithm but is more of a design choice and is affected by factors such as overall system performance and detection performance.
4.2.2.2 Effect of varying $P_{FS}$

Figure 4.8: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $CNR = 10$ dB, $P_{FS} = 10^{-3}$

Figure 4.9: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $CNR = 10$ dB, $P_{FS} = 10^{-5}$
It can be seen from Figures 4.8, 4.5 and 4.9, that changing $P_{FS}$ does change the performance of the SIIR CFAR slightly during a clutter transition. All of the figures above show that until up to 1.5th second, the fast filter is selected and after around 3rd second, the slow filter is selected. What happens in between $t = 1.5$ and $t = 3$ is decided by the set $P_{FS}$. As expected, an increase in $P_{FS}$ means, more switching decisions are performed and the fast filter is selected more frequently. Therefore, the false alarm probability will be closer to that of the fast filter as $P_{FS}$ is increased. This is validated by the performed simulations.

4.2.2.3 Effect of varying $N_1$

![SIIR CFAR Pfa in Clutter Edge](image)

Figure 4.10: $P_{FA}$ simulations under clutter edge for $N_1 = 64, N_2 = 256, P_{FA} = 10^{-4}, \text{CNR} = 10\text{dB}, P_{FS} = 10^{-4}$
Figure 4.11: $P_{FA}$ simulations under clutter edge for $N_1 = 128$, $N_2 = 256$, $P_{FA} = 10^{-4}$, CNR = 10dB, $P_{FS} = 10^{-4}$

It can be seen from Figures 4.5, 4.10 and 4.11 that changing $N_1$ has the effect of 'delaying' the transition point from the fast filter to the slow filter. This is also expected because as $N_1$ increases, the update rate of the fast filter decreases. Initially, in the beginning of the clutter edge the difference $|y_1 - y_2|$ is large, therefore the fast filter is selected. For small $N_1$, this difference decreases quickly because the update rate of the fast filter is large. For large $N_1$, however, it takes more time for this difference to become small and therefore the switching point from the fast filter to the slow filter is delayed. It can be seen that in Figure 4.5, this switching point is at 1.5th second, in Figure 4.10 the switching point is at 2.25th second and in Figure 4.11 the switching point is at 3.5th second. These findings support our initial predictions.
4.2.2.4 Effect of varying CNR

Figure 4.12: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, CNR = 5dB, $P_{FS} = 10^{-4}$

Figure 4.13: $P_{FA}$ simulations under clutter edge for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, CNR = 7dB, $P_{FS} = 10^{-4}$
Figures 4.12, 4.13 and 4.5 show the simulation results when CNR values of 10dB, 7dB and 5dB are used respectively. As expected, the false alarm increase in the clutter edge is directly proportional with CNR value. (ie: as CNR increases, so does $P_{FA}$ under clutter edge). The switching from fast filter to the slow filter happens at the same point for different CNR values.

4.3 Probability of detection under homogeneous conditions

4.3.1 Simulation Setup

The detection probability $P_D$ under homogeneous conditions is simulated as follows. The pdf of $z[n]$ in this case is:

$$f_z(z) = \frac{1}{\lambda} \exp\left(\frac{-z}{\lambda}\right)$$

where

$$\lambda = \begin{cases} 
\beta^2, & \text{under } H_0 \\
\beta^2(1+S), & \text{under } H_1 
\end{cases}$$

where $S$ is the average signal to noise ratio (SNR) of the target as in [42]. In other words, Swerling 1 model [43] is assumed for the radar returns. $\beta^2 = 1$ is used for all the simulations. The clutter is assumed to be uniform and there are no interfering targets. The probability of detection under homogeneous conditions is expected to be very close to the ideal case. This is shown in the following figures.
4.3.2 Simulation Results

4.3.2.1 Effect of varying $P_{FA}$

![Graph showing PD simulations for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $P_{FS} = 10^{-4}$ under homogeneous conditions.]

Figure 4.14: $P_D$ simulations for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $P_{FS} = 10^{-4}$ under homogeneous conditions

![Graph showing PD simulations for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-5}$, $P_{FS} = 10^{-4}$ under homogeneous conditions.]

Figure 4.15: $P_D$ simulations for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-5}$, $P_{FS} = 10^{-4}$ under homogeneous conditions
Figure 4.16: $P_D$ simulations for $N_1 = 32, N_2 = 256, P_{FA} = 10^{-6}, P_{FS} = 10^{-4}$ under homogeneous conditions.

4.3.2.2 Effect of varying $N_1$

Figure 4.17: $P_D$ simulations for $N_1 = 64, N_2 = 256, P_{FA} = 10^{-4}, P_{FS} = 10^{-4}$ under homogeneous conditions.
Figure 4.18: $P_D$ simulations for $N_1 = 128$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $P_{FS} = 10^{-4}$ under homogeneous conditions

4.3.2.3 Effect of varying $P_{FS}$

Figure 4.19: $P_D$ simulations for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $P_{FS} = 10^{-1}$ under homogeneous conditions
Figure 4.20: $P_D$ simulations for $N_1 = 32, N_2 = 256, P_{FA} = 10^{-4}, P_{FS} = 10^{-2}$ under homogeneous conditions

As it is seen from Figures 4.14 through 4.18, the performance of SIIR CFAR is very close to the ideal detector under homogeneous conditions. Changing $N_1$ does not affect this performance greatly. The effect of changing $P_{FS}$ on detection performance is very minimal. Obviously as $P_{FS}$ decreases, the slower filter will tend to get selected more often and therefore the detection performance will increase. Increasing $P_{FS}$ will lead to a decrease in detection performance however this effect is very subtle and can be omitted. As explained before, the selection of $P_{FA}$ is not relevant to the performance of SIIR CFAR algorithm but is more of a design choice and is affected by factors such as overall system performance and detection performance.
4.4 Probability of detection under interfering targets

In the presence of interfering targets, $P_D$ is not expected to change because the threshold is not updated when a target present decision is made.

The simulation setup is seen in Figure 4.21.

![Figure 4.21: Simulation setup for multiple targets](image)
Here one interfering target is shown with a separation of 0.5 seconds.

Figure 4.22: $P_D$ simulations for $N_1 = 32$, $N_2 = 256$, $P_{FA} = 10^{-4}$, $P_{FS} = 10^{-4}$ under one interfering target 0.5 second away

Since the threshold is not updated when there is a detection, there is no change in $P_D$ as seen from Figure 4.22.

4.5 Comparison to other CFAR Algorithms
Figure 4.23: $P_{FA}$ simulations under clutter edge for SIIR CFAR vs. other known CFAR algorithms.
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In this thesis, a new algorithm based on IIR filtering and a switching operation for CFAR detection of radar targets is presented, developed and analyzed. The relevant literature is reviewed in Chapter 2. The basics of CFAR detection using IIR filters is presented in Chapter 3. Most CFAR methods use some number of cells (or windows) to set a threshold and then compare the cell under test against this threshold. This means storing at least the window size number of cells and deciding accordingly. Memory requirement and computational demand therefore increases. More advanced CFAR methods (such as ordered statistics or trimmed mean detectors) use ordering of the samples in the window which means even more computation. The simplicity of using an IIR filter to estimate the noise background comes from the fact that only a single value is kept in the memory and this value is updated. The advantages and disadvantages of using IIR filters for detection are summarized in Chapter 3.

In Chapter 4, a new algorithm is proposed which uses two IIR filters with different time constants to address some problems mentioned before. The main reasoning is as follows, two IIR filters with different time constants (preferably one will have a time constant significantly larger than the other one) react differently in a clutter edge environment. It is shown that the slow filter has better detection performance than the fast filter under homogeneous conditions. Also it is shown that the fast filter has better clutter edge performance (the excessive increase of $P_{FA}$ under clutter edge is less) than slow filter. Therefore, it is advised to use the slow filter for the homogeneous environment and the fast filter for the non homogeneous environment.

Then comes the problem of deciding whether the environment is homogeneous or not. This
can be done in terms of comparing the two filter outputs. The absolute value of the difference between the two filter outputs can be used as a measure of homogeneity. In a homogeneous environment, this difference is expected to be small whereas in a non-homogeneous environment this difference is expected to be large (due to the differences in the time constants). What we aim to do is, use the slow filter when the difference is small and switch to the fast filter when the difference is large. Then, a measure of 'switching' can be developed as follows:

\[ P_{FS} = \{ |y_1 - y_2| > T; \text{Homogeneous Environment} \} \]

where \( P_{FS} \) is the probability of false switching, \( T \) is a predetermined switching threshold and \( y_1, y_2 \) are the filter outputs. This probability is denoted as false switching probability because when the environment is homogeneous, no switching operations are expected. Obviously, when \( P_{FS} \) is increased, more switching decisions will commence. To find \( T \), the analytical pdfs of \( y_1 \) and \( y_2 \) are required but to the best of my knowledge, analytical forms are not available.

An approximate pdf for \( y_1 - y_2 \) is developed in Chapter 4 and it is seen that a linear relationship in the following form performs reasonably well for a large range of design \( P_{FS} \) values.

\[ P_{FS} = \{ |y_1 - y_2| > cy_2; \text{Homogeneous Environment} \} \]

where \( c \) can be determined both analytically and through approximations. Using this definition of \( P_{FS} \) and calculated \( c \) values, the Switching IIR CFAR (SIIR CFAR) algorithm design is complete.

Chapter 5 contains the simulation results. Three main benchmarks were considered. These are, detection under homogeneous conditions, detection under multiple targets and false alarm probability under clutter edge. The detection probability under homogeneous conditions is very close to the ideal case. The detection probability under multiple targets has no performance degradation. The excessive false alarms under clutter edge is close to that of the Fast
As a summary, a new algorithm for CFAR detection of radar targets is developed in this thesis. This algorithm uses two IIR filters and a switching operation to select which filter to use. The main advantage of this algorithm is its computational simplicity, multiple target performance and detection performance. There are algorithms that may perform better in the presence of clutter edges (because of the windowing structure), however efforts are made to increase the clutter edge performance of the SIIR CFAR algorithm. In the future, theoretical approaches to calculating false alarm probability could be investigated. It might also be worthwhile to look into "double exponential smoothers" (where two past samples are used instead of one) [44] because they might perform better in clutter edges.
REFERENCES


